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INTRODUCTION

Statistics and Research Methods in Extension is-umnit3 course
available to all students offering Agricultural Ersion and other
related courses.

Research has been seen as the continuous efforamiind to uncover
the unknown as well as advance known areas. Sireaion, human
beings have made efforts to deal with their envitent so that they can
exist peacefully in it. Hence, they developed tuest to expand the
knowledge of how to remove the obstacles hindetimgr peaceful

existence in their environment.

Human beings and their quest for advancing knovdedghich is

referred to as research are inseparable. Over d¢laesy people have
sharpened their methods of advancing knowledgeugfirovigorous

development in research and statistics. This dgweént has led to
rapid progress in making discoveries and inventifmmsthe benefit of

man. Research is therefore the process of discmveew knowledge,
invention of new objects, and correcting errors time existing

knowledge and inventions.

In peoples struggles for improved nutrition, agnddstrial raw

materials and income, man has made efforts to dpvtd agriculture by
teaching farmers improved farm practices. This & tmajor

responsibility of extension workers. The procesgxiending improved
farm practices to farmers is made more efficienbugh improved

knowledge and understanding of the farmers, tleairing process and
the techniques for efficient communication by esten agents with

farmers.

The concept of statistics and research methodsimesmaimportant area
of advancing the development and adoption of impdaechnologies in
agriculture. The purpose underlying the study afistics and research
methods is to develop skills and knowledge of sttgle this area.

WHAT YOU WILL LEARN IN THISCOURSE

The course consists of units and a course guidis Jiide tells you
briefly what the course is about, what course neyou will be using
and how you can work with these materials.

The course also gives you guidance in respect af Jaitor-Marked
Assignment which will be made available in the gissient file. There
will be regular tutorial classes that are relatedthie course. It is
advisable for you to attend these tutorial sessions
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COURSE AIMS

The aims of the course are to provide an understgndf research
methods, and the statistical methods to explaindaad inferences on
the outcome of research findings. It also aimpravide the student
with approach to research studies for academicgsearp Administrators
and other stakeholders in the sector will also thelcourse useful

COURSE OBJECTIVES

To achieve the aims set out, the course has d sbjextives. Each unit
has specific objectives which are included at tbgitning of the unit.
You should read and study these objectives whiehirazluded at the
beginning of the unit. You may wish to refer tortheuring your study
to check on your progress. Make sure you lookatunit objectives
after the completion of each unit. By doing thiguywould have
followed the instructions as stated in the unit.

Below are the comprehensive objectives of the epassa whole. By
meeting these objectives, you would have achieved @ims of the
course as a whole. It is expected that after gtlimgugh the course,
you should be able to:

understand research problems

develop hypothesis and relate it to the objectofdbe research
design research and prepare the questionnaireafarcollection
use statistical tools to analyse data collected; an

present the findings in narrative, tabular and i@ forms.

WORKING THROUGH THIS COURSE

To complete this course, you are required to reauth estudy unit, read
the text books and read other materials which neyrovided and or
recommended by the National Open University of Nege

Each unit contains Self-Assessment Exercise acdrédin points in the
course, you would be required to submit assignmémtsassessment
purposes. At the end of the course, there isa &ramination. Below
you will find listed all the components of the csey what you have to
do and how you should allocate your time to each umorder to
complete the course on time and successfully too.
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This course entails that you spend a lot of timeetd and practice. |
would advice that you attend the tutorial sessiassorganised by
NOUN. With this, you would have the opportunity @mparing your
knowledge with that of other people.

THE COURSE MATERIALS

The main components of the course are:

arwnPE

The Course Guide

Study Units

Assignments

Presentation Schedule
References/Further Reading.

STUDY UNITS

The study units in this course are as follows:

Module 1
Unit 1

Unit 2
Unit 3

Module 2

Unit 1
Unit 2
Unit 3

Module 3

Unit 1

Module 4

Unit 1
Unit 2

Resear ch Problems and Statement of Hypothesis

Research: Meaning, Importance and Chariatity
Selection and Formulation of a Researclbléra
Developing Hypothesis, Objectives and Idigsdtion of
Variables

Research Design, Questionnaire Design and Data
Collection

Research Design
Questionnaire Design
Measurement and Data Collection Methods

Statistical Theory and Different Statistical Methods for
Handling Data

Sampling and Statistical Tools

Presentation of Research Findings in Narrative,
Tabular and Graphical Forms

Data Presentation
Report Writing

Vi
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In module 1, the first unit focuses on researchmeaning, importance
and characteristics. The second unit deals wittcieh and formulation
of a research problem. The third unit focuses evetbping hypothesis,
objectives and identification of variables. ModwWRehas three units
dealing with research design, questionnaire desiggasurement and
data collection.

Module 3 is concerned with sampling and statistioals while module
4 deals with data presentation and report writing.

Sampling and statistical tools and data presematinits may take
between two to three weeks because of their ddtaifel quantitative
nature of the discussion which require some cdiiculs. All other units

consist of one or two weeks work. Each of the undgludes an

introduction, objectives, reading materials, exas| conclusion,
summary, tutor-marked assignment, references aher otesources
related to the required reading. In general, tleesgcises test you on
the materials you have just covered or require tgoapply it in some

way thereby assisting you to evaluate your progaeskreinforce your
comprehension of the material. Together with TM#k&se exercises
will help you achieve the stated learning objediv## the individual

units and of the course as a whole.

PRESENTATION SCHEDULE

Your course materials have important dates foréhdy and timely
completion and submission of your TMAs as well tisraling tutorials.
You should remember that you are required to subafityour
assignments by the stipulated time and date. Ywuld guard against
falling behind in your work.

ASSESSMENT

There are three aspects to the assessment ofubhsecd he first is made
up of self-assessment exercises, the second ®os$idte tutor-marked
assignments and the third is the written examinétiod-of-course-
examination.

You are advised to do the exercises. In tacklivegdssignments, you
are expected to apply information, knowledge anchrigues you
gathered during the course. The assignments neustifimitted to your
facilitator for formal assessment in accordancéthie deadlines stated
in the presentation schedule and the assignment filhe work you
submit to your tutor for assessment will count 82% of your total
course work. At the end of the course you willdhée sit for a final or

vii
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end of course examination of about three hour durat This
examination will count for 70% of your total coumsarks.

TUTOR-MARKED ASSIGNMENT (TMA)

The TMA is a continuous assessment component of gourse. It
accounts for 30% of the total score. You will heeg four (4) TMAS to
answer. Three of these must be answered beforangoallowed to sit
for the end of course examination. The TMAs wduddgiven to you by
your facilitator and returned after you have dome tassignment.
Assignment questions for the units in this counse @ntained in the
assignment file. You will be able to complete yassignment from the
information and material contained in your readimgferences and study
units. However, it is desirable at all degree levef education to
demonstrate that you have read and researched méoe your
references, which will give you a wider viewpoimidacould provide
you with a deeper understanding of the subject.

Make sure that each assignment reaches your &arlibn or before the
deadline given in the presentation schedule angrasent file. If for
any reason you cannot complete your work on timentact your
facilitator before the assignment is due to disahsspossibility for an
extension. Extension will not be granted afterdne date unless there
are exceptional circumstances.

FINAL EXAMINATION AND GRADING

The end of course examination for Statistics andeBeeh Methods in
Extension (AEM 772) will be about 3 hours and hasake of 70% of
the total course work. The examination will cohsisquestions, which
will reflect the type of self-testing, practice esise and tutor-marked
assignment problems you have previously encountefdidareas of the
course will be assessed.

Use the time between finishing the last unit antding for the
examination to revise the entire course. You may ft useful to
review your self-test, TMAs and comments on thenfolge the
examination. The end-of-course-examination cowvefiermation from
all parts of the course.

viii
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COURSE MARKING SCHEME

Assignment

Marks

Assignments 1 — 4

Four assignments, best threesnudirthe
four count at 10% each — 30% of cou
marks

Ise

End of course examinatio

L

70% of overall coursekhar

Total

100% of course materials

FACILITATORSTUTORSAND TUTORIALS

There are 24 hours of tutorials provided in suppbrhis course. You
will be notified of the dates, times and locatidrtleese tutorials as well
as the name and phone number of your facilitaters@n as you are

allocated a tutorial group.

Your facilitator will mark and comment on your agsnents, keep a
close watch on your progress and any difficulties ynight face and
provide assistance to you during the course. Yeueapected to mail
your Tutor-Marked Assignment to your facilitatorftwee the schedule
date (at least two working days are required). yTwiél be marked by
your tutor and returned to you as soon as possible.

Do not delay to contact your facilitator by telepboor e-mail if you

need assistance.

Contact your tutor or facilitator if:

. you do not understand any part of the study or abksigned
readings

o you have difficulty with the self-tests

) you have a question or problem with an assignmentith the

grading of an assignment

You should endeavour to attend the tutorials. Thike only chance to
have face-to-face contact with your course fad¢ditaand to ask
guestions which may be answered instantly. Youra&e any problem
encountered in the course of your study.

SUMMARY

Statistics and Research Methods in Extension (AEM501) is a course
that intends to provide basic knowledge and skilldhe area of research
to students in agricultural extension and/or arheptarea in the social

sciences.

iX
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On completion of this course, you will be equippedh necessary
techniques to conduct research, analyse the ddtanger from the data
collected by using some statistical techniquesudised in the course.
In addition you should be able to:

mention the different approaches to research i@nsxbn

engage in research design and make a choice gidesuse
design questionnaire for survey in extension

analyse the results of the data collected usinguwsarstatistical
tools as discussed in this course.

. present your research findings that will address tieed of
different audiences.

All the above, among others will be the necesshilissand knowledge
available to you in this course. | wish you succesthe course and |
hope you will find it interesting and rewarding.
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MODULE 1 RESEARCH PROBLEMS AND
STATEMENT OF HYPOTHESIS
Unit 1 Research: Meaning, Importance and Chariatity
Unit 2 Selection and Formulation of a Researclbléra
Unit 3 Developing Hypothesis, Objectives and Idigsdtion of
Variables

UNIT 1 RESEARCH: MEANING, IMPORTANCE AND
CHARACTERISTICS

CONTENTS

1.0 Introduction
2.0 Objectives
3.0 Main Content
3.1  Concept of Research
3.2 Importance of Research in the Development Gonte
3.3 Research: Characteristics and Types
3.4  Types of Research
3.5 Types of Educational Research
3.6  Non-experimental or Descriptive Research
3.7  Other Types of Research
3.8 Types of Data Collected in Social Research
4.0 Conclusion
5.0 Summary
6.0 Tutor-Marked Assignment
7.0 References/Further Reading

1.0 INTRODUCTION

Research is the orderly procedure by which man eas®#s his
knowledge. It is different from accidental discoyéecause it follows a
series of steps designed precisely for the purpoisedeveloping
information.

Research is the continuous effort of mankind toowec the unknown.
Since creation, human beings have struggled to deieth the
environment they found themselves in so that it lsanconducive for
existence.

Research is a careful, critical and disciplined uary varying in
techniques and method. According to the nature comdlition of the
problem identified, research is directed towardsrifitation or
resolution (or both) of the problem. The purpaderesearch is to
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discover answers to questions or problems throtghapplication of
scientific procedures.

Extension refers to an out of school educationisesvfor the members
of the farm family and others directly or indirgcttngaged in farm
production to enable them adopt improved practicegproduction,

management, conservation and marketing.

Extension may be defined as the science of devedojhie capability of
the people for sustainable improvement in theidiguaf life. The main
aim of extension is human development.

2.0 OBJECTIVES
At the end of this unit, you should be able to:

explain the concept of research

discuss the importance of research in developc@mext
explain the different types of research

assess the type of data needed in social research.

3.0 MAINCONTENT

3.1 Concept of Research

As a follow up from the introduction, research is saientific
investigation aimed at generating dependable swistito problems
through planned and systematic collection, analsdinterpretation of
data. In some cases, research may be designed to:

. solve specific research problems which are strategi

) generate new understanding(basic research)

o adjust technology to specific circumstances(adaptiesearch)
and

) describe, explain or establish cause and effeatioalship(survey
research).

Essentially, all forms of research involve the seglor identification of

a problem or problems to investigate. The wholerapt is to discover
facts and relationship that will make knowledge anderstanding more
effective.
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3.2 Importance of Research in the Development Context

Development is a process of change from the egidénel to a planned
new level. It implies that the level aimed at isttée (physical,

economic, social, etc) than the existing one. ad ho saturation point
and therefore, is a continuous process which igipesand purposive.
In this context the questions to be asked are:

o what can be done to meet the challenges posedciitatang
development and increase the likelihood that it wibve in a
constructive direction?

. what kind of institutional arrangements can be glesil that
would improve the conditions of people?
. how can change be introduced without destroying ekisting

cultural patterns and values that provide necesseagning and
stability to people.

These are some of the challenges confronting thetyowhich forms
the scope for social research. In this plan, rebe&s designed to
contribute to the understanding of:

. ways to facilitate constructive change in the dicetof meeting
human needs and expanding the participation of Ipempthe
political, economic and social process

o ways to minimise the coercive, destructive and pslagical
disabling consequences of rapid social change. edels that
addresses itself to such broad questions like, t&mveconomic
development be facilitated ia highly traditional riagltural
societies? Or how can the psychological or sadisibcations
from rapid development change be minimised and tevacted?

By and large, the goal of social research is torowp the standard of
living in society. Some people feel that socialeagsh is a waste of
time, effort and money and think that more fundat@enesearch is
necessary for practical benefits. However, it nhestonceded that any
problem can be solved only on the basis of researittence rather than
personal opinions guided by prejudices or dogmatism

Many development programmes could not meet with mexpected
success because the programmes were not guidedidiytific study
aimed at improvement in comparative cases. Whath gvestigation
was conducted, the research methods were impropgiiged or
inappropriately adopted to the socio-cultural settthat the obtained
data could not appreciably improve the developn@ogrammes. In
view of this, it is advocated that research in sbeial sciences should
not be undertaken if it has no implications forhadry, or if it lacks
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even minimum needs of scientific method or explanapower. Again,
any research that cannot provide answers to s@saes or problems
should not be undertaken. Therefore, developmergeareh is
systematic, representative and non-arbitrary in&diom gathered from
the field reality and aimed at the solution of pity problems or
amelioration of unwanted conditions.

3.3 Research Characteristicsand Types

Research should identify problem in the developnsphiere, objectives
or hypothesis (tentative answer or educated guésthe possible
outcome), variable (derived from the objectives),etmod of

investigation and data management.

3.4 Typesof Research

Research is generally classified as fundamentdasic research and
applied or practical research.

a. Fundamental or Basic research: According to Young (1996),
its main purpose is gathering knowledge for knogkd sake.
This is more an intellectual exploration arisingnfr insatiable
intellectual curiosity. It is not concerned with h\sog any
practical problem, but with discovering underlyingnd if
possible, universal laws and theories.

b. Applied or Practical Research: According to Young (1996),
this is the gathering of knowledge that could aithie betterment
of human destiny. In reality, no sharp line of @eoation can be
drawn between applied and basic research. Eadependent
upon the other for development and verificationhds gradually
been realised that many of the results of researelnot being
adopted by the people. The simple reason is leatdsearches
were conducted under controlled conditions, faayivom the
reality of people’s loving and working conditionsdaas such do
not fit their situations. This has given rise twe tconcept of
adaptive research, which emphasises that reseacbkotially
useful, and conducted in situations where peopke dnd work.
In agriculture, this is known as on-farm researehthe research
carried out on farmers’ farm.

C. Action Research: This is the method of trying consciously to
find out whether or not certain activities actualead to the
results that were anticipated (Khaparde, 1998he dbjective is
to find solutions to problems in a specific conte@ction
research is a form of social research, which ainiseter insight
into the problem by learning from the experiencenga in an
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attempt to solve the problems. Five basic stepsirarolved in
the process:

. analysing the problem with the local people anddieon
the objectives.

o inducing appropriate action in the situation andkig
on it with the local people and

. monitoring and evaluation of the results with tleeal
people

. identify constraints, and

o suggest measures to improve the situation.

Action research leads to a deeper understandinfyeo$ituation by the
local people and by the research team. It avoidg hheory and
complex methods. The emphasis is on immediate @nobdf local
relevance.

3.5 Typesof Educational Research

Any attempt to classify types of educational reskegoses a problem.
The classification made by Best and Kahn (1992yisentific, wide and
comprehensive, and all researches are likely touadler one of the
following three types or a combination thereof.

a.

Historical Research: This is one which investigates, records,
analyses and interprets the event of the pasth®purpose of
discovering sound generalisations that are helpful
understanding the past and the present and, mitadi extents in,
anticipating the future.

Descriptive Research: A descriptive research is one which
describes records, analyses and interprets theitmmdhat
exists. In such a research an attempt is madeidoower
relationship between existing non-manipulated \deis apart
from some comparison or contrast among these \asab
Descriptive research basically describes “what idt. is also
known as non-experimental research.

Experimental Research: In this, certain variables are
controlled or manipulated and their effects arengrad upon
some other variables. Thus experimental reseaasicdlly
describes what will be, when variable are carefabintrolled or
manipulated.
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A comparison of the characteristics and types qdeemental, non-
experimental (descriptive) research is given below:

o Despite dissimilarities in experimental and noneyxpental
(descriptive) research, focus is to verify the plaed
relationship between independent and dependerghles.

. Researches in psychology, sociology and educatienmmre of
non-experimental. This is because the scope oérerpntation
and control of variables are difficult in theseuations.

3.6 Non-Experimental or Descriptive Research

(1) Field Studies:  Any ex-post-facto scientific study which
systematically discovers relations and interactioasong
variables in real life situations such as a schoalgge, factory,
community etc may be called a field study. An @stpfacto
study is one where the investigator tries to traceffect that has
already been produced, to its probable causes. fidial
experiment, the independent variables are mangdlaind its
impact upon the dependent variable is examined easein field
study the investigator does not manipulate varghiagther he or
she aims at discovering the relationship and ictemas among
sociological, psychological and educational vagabl

According to Katz (1953), field studies have bedvideéd into
two types:

. Exploratory field studies
. Hypothesis testing field studies.

a. Exploratory field studies. These are the studies that
intend to discover significant variable in the diedituation
and finds out relations among those variables ab tte
ground work for better and more systematic testfig
hypothesis can be laid. Thus, exploratory fieldlgtseeks
what is; it does not rather seek to produce reiatim be
found later. For example, productivity of personay be
correlated with several factors like age, educatdtitude,
values etc. But in this research, no hypothesis is
formulated relating to the productivity and any tbese
variables.

b. Hypothesis testing field studies: Here, the investigator
formulates some hypothesis and then proceeds to tes
them. The research provides some concrete evidence
such testing in order to predict relationships agon
variables. In field studies, reliability and vatidare to be
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tested. The investigator, for example, formulatée t
hypothesis that an unfavorable attitude may resutwer
productivity. On the basis of the results obtaimedhe
study, one can verify the truth of hypothesis. The
hypothesis testing field study is more popular than
exploratory field study.

Due to large number of uncontrolled variables, sec
measurement of variable is a difficult task ands thdversely
affects the internal and external validity of fiedtudy. A field
study also suffers from lack of practicability.isttime and cost
consuming activity.

(i)  Ex-post-facto-Research
An ex-post-facto research is one in which the itigasor attempt
to trace an effect which has already occurred sopitobable
causes. The effect becomes the dependent varaifmethe
probable causes the independent variables. Inosifpcto
research, the investigator has no direct controkrothe
independent variables whose manifestations occtst f{as
already occurred) and then their effects becam&oaby In this
type of research, it is difficult for the investigato control the
independent variables either by manipulation or by
randomisation. For example, the investigator wamtstudy the
major determinants (factors) of academic achievénaanong
primary school children. The three factors, samonomic
status (SES), motivation and intelligence are midstly to
produce differences in academic achievement. Adtedysis of
the data, it is found that higher motivation anghlar intelligence
are associated with higher academic achievemefiidrex-post-
facto study, the dependent variable is academieaement and
the independent variables are socio-economic statosivation
and intelligence, over which the investigator has direct
control.

In ex-post-facto research, the investigator hagdinect control

over the independent variable which occurs priothe effect
they produce and some variables are inherentlydirettly or

experimentally manipulable. Variables, like homechkground,
school environment, aptitude, intelligence, paremfuence are
not manipulable. The main drawback of this typeedearch is
that the prediction regarding the relationship lestw the
independent and dependent variables becomes obsaimdighe
investigator may not be able to provide a plausétplanation
for the relationship between two types of variaplesd a
spurious conclusion may be reached as becausedstors go
together, one is the cause and the other is tieetefiDespite the
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(iii)

limitations, ex-post-facto research is a popularthoeé for
educational and sociological problems.

Survey Resear ch

This may be defined as a technique whereby reseasthdies
the whole population with respect to certain samgaal and
psychological variables. For example, if a redearaovants to
study how many people of both sexes in Nigeria &adop
contraceptive device as a measure of birth contro§ shall
constitute a survey research. It is impossibleniake an
approach to each member of the population, or usevbecause
it requires a lot of time, money and resources, &oonvenient
random sample, which is considered to be representaf the
whole universe, is selected and subsequently aeprente
regarding the entire population is drawn from tlog@yation for
studying the relative incidence, distribution amdationship of
psychological and sociological variable. The metlsotermed as
a sample survey.

Survey research is dependent upon the following factors:

. As survey research deals with characteristicdud#és and
behaviour of individuals or a group of individuaislled a
sample, direct contact with those persons must be
established by the researcher.

o The success of survey research depends upon the
willingness and the cooperativeness of the sangléct®d
for the study.

. Survey research requires the researcher to beetrain
personnel, having social intelligence, manipulatsiell
and research insight.

Depending on the ways of collecting data, survegaech can be
classified into different categories, namely:

Personal interview
Mail questionnaire
Panel technique

Telephone survey

Survey research remains at the surface and it doepenetrate
into the depth of the problem being investigatddis is a time
consuming, costly and demands expertise, researolwl&dge
and sophistication on the part of the research.spbe these
challenges, survey research is an important andpgadsable tool
for studying social attitude, beliefs, values etdhwmaximal
accuracy at the economic rate.



AEM 772 MODULE 1

(iv)

(v)

Content/Document Analysis

This is a method of systematic examination of comications or
of current records or documents. Instead of qoesig
respondents according to some scale items or dhgetheir
behaviour directly, the content analysis takescthramunications
or documents generated by the respondents andrststally
find out the frequency or proportion of their ap@eees.

In document or content analysis, the primary saiafedata are:
letters, diaries, autobiographies, records, repgnisited forms,
themes or other academic work, books, periodidalfietins or
catalogues, syllabus, pictures, films, cartons €ttis analysis is
applicable to a wide variety of issues such astietigg attitude,
ethnocentrisms, stereotypes, curriculum changdsesainterest,
religiosity, college budget etc. It can also beduto examine the
effect of experimental manipulation upon the depend
variables. If the investigator wants to study ¢fiect or practice
upon the improvement of handwriting of children, ntamt
analysis is an important and useful research design

Case Study

This is a one way method of organising social datathe
purpose of viewing social reality. It tends to ewae a social
unit as a whole. The unit may be a person, a famailsocial
group, a social institution or even a community ¢@® and Hatt,
1981 and Best and Kahn, 1992).

Since case study is a descriptive research, noablariis

manipulated. The researcher tends to study thecespf what
and why of the social unit, which means he/sheamty tries to

explain the complex behavioural pattern of the @oanit but

also tries to locate those factors responsible sisch complex
behavioural pattern. In case study, the researghtiters data
usually through methods of observation, interviguestionnaire,
opinionaire, checklist and other psychologicalgesfnalysis of
recorded data from newspapers, government ageasiegll as
interviewing the suspects, friends, relatives soaommon.

Case study may be of two types — the individuak cgtsdy and
the community case study. In individual case stugyce the
social unit consists of one individual or persdaremphasises in-
depth analysis and is fruitful in developing sonypdthesis to be
tested, but it is not useful in making broad gelsatons. The
community case study is one in which the sociat isinot a

person, rather, a family or a social group. Sua$ecstudy is a
thorough observation and analysis of a group opjgewho are
living together in a particular geographical temt The
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community case study tries to deal with differeleingents of the
community life such as location, prevailing econoractivity,
climate and natural resources, historical develogmsocial
structure, life values, health education, recreatioeligious
expression, and impact of outside world etc.

The main advantage of case study method is thatowvides
sufficient basal facts for developing a suitablepdthesis
regarding the social unit being studied (Goode Hatt, 1981).
This is possible because of the in-depth analyfsiseoconcerned
social unit. The opinion is that case study progidie
opportunity of careful examination of all the redew facts and
data on the basis of which a questionnaire or ani@maire or
any psychological test is to be developed. Thenrpabblem in
case study is the response of the researcher Mihessklf. The
researcher may come to feel a false sense of mgr@bout the
conclusions arrived at. The subjective bias ofré#searcher is a
constant threat to objective data gathering in igdy. As a
consequence, the conclusion may lose its depeitgalihd
validity, and the study becomes questionable.s Hlso a costly
method in terms of time and money, and cause afectef
relationship is not established. Despite thesetdiions, case
study is a useful method of organising researclemiasions in
the social sciences.

(vi) Ethnographic Studies
Ethnographic study is a method of field observation
observation of behaviour in natural setting. Itnsists of
participant observation, conversation and the Giseformants to
study the cultural and social characteristics ofpive people,
whose numbers are small and who are geographicaily
culturally isolated. It is sometimes known as wndt
anthropology or more recently as naturalistic inguNowadays,
such observation and conservation have been extetuléhe
study of different social groups also. In ethnpipa studies,
major emphasis is put on language analysis, marriabild-
rearing practices, religions beliefs and practicesijal relations,
political institutions etc. To effectively conduethnographic
study:

o The researcher should personally go to the pedptaeo
tribe and live for a long period of time to becorae
integrated member of the social group. He or $tuailg
also learn the native language of the tribe forteoet
communication and adjustment with the people

. The researcher should have the skill to interpret
observation in terms of tribe’s concepts, feelireysd

10
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values and at the same time supplement his or Wwar o
judgment in making objective interpretation of
observation’

. The researcher should be trained or at least shoaila
the informants to record the field data in thedigbown
language and cultural perspective.

Ethnographic study is conducted in real-life settiand natural
behaviour is observed. The external validity dfneigraphic study is
generally high and so its generalisation is valitd asound. But
sometimes, the researchers or their informants fa&yo maintain the
position of neutrality and may be overwhelmed l®y strong feeling and
emotion of the subjects. This may defeat the baisipose of the study
and invalidate the conclusions of the study. Besiduch study requires
trained personnel as well as much time and patiencthe part of the
researchers who have to live with the tribal comityun

SELF-ASSESSMENT EXERCISE

I Have you ever carried out a research before?
. List the different types of research.
1 List the factors that survey research is depenadigorn.

3.7 Other Typesof Research

I Social Intervention Experiments

A social intervention experiment is initiated armmhducted with a
practical end in view. Its purpose is to bring aib@ tangible and
worthwhile change in the course of a natural squiatess. The
experiment is conducted in a real life situatiord anvolves
participation of a band of workers with varying esriations,
interests, skills and purposes. The two agenciesnlyn
responsible for the management and conduct of xperament
consist of a research team and an action teamrédearch team
designs the experiment, work out its details, fdatas and
defines the treatment variable, develops the measuor
assessing the treatment effect, takes decisiont dbetsampling
method assigns units to treatment, undertakesrthlysas of the
data, and prepares a report. The action team edglithe
treatment to the target population, and collea&soprds and stores
the data in a manner that they are readily avaléi the final
analysis and preparation of the report. The swfaksompletion
of the experiment principally depends upon cooriitimabetween
the research team and the action team.

11
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Social intervention experiments may be designed:

. to evaluate an on-going social intervention progreyor
) to make a preliminary assessment of a proposed
intervention under controlled conditions, as a stepards
the development of a full scale social innovatitenp A
social intervention experiment aims to reach aofdree
different though related goals such as, (i) ultengaoal, (ii)
instrumental goal, and (iii) performance goal. The
ultimate goal is the realisation of the social d&@m the
target population which the intervention is soughbring
about. The instrumental goal is the measure adojued
the achievement of the ultimate goal. The perforrea
goal relates to the efficient delivery of the treant to the
target population.
i Cross-cultural Research
This is one in which people belonging to differeniltures
interact with each other. When an educated, urxdented
researcher goes to study a group of rural or tnideaple, he or
she encounters a cross-cultural situation. A coatpe study of
two cultures is also cross-cultural research. Coodsiral
research is more common in anthropology and mafaitigfully
used in other disciplines. Cross-cultural reseg@rcvides scope
for in-depth and holistic understanding of soctid he findings
may help in spreading literacy, improved agricdtunealth and
family planning practices, awareness about enviemtnamong
the people. The finding may also help in reactartgrget group
of people with specific programmes. Participatogsearch
methods may help in making cross-cultural researmth come
out with findings relevant to the target group.

Cross-cultural research is generally conducted wiitiall groups
or communities. Participant observation is notugyio The most
Important point of cross-cultural research is itnei understating
of the culture of the community. The response h& people
comes out of the cultural background which is a lre@mmplex
of beliefs, customs, norms, values, tradition, adransmitted
from one generation to another. In cross-culturesearch
individual variation is held constant, while varaat in the culture
Is the subject of study. In other word, the memalm@mposing a
culture are treated as homogenous, because iteiscapital,
representative or normative aspect of behaviow aifiltural unit
that is taken into consideration.

12
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Limitations of Cross-cultural Research

) inadequacy of sampling
) problem of defining and measuring the variables
o reliability of data.

In spite of these inadequacies, cross-cultural arebe has
immense value in theory testing, theory buildingl amcreasing
the range of the variables which facilitate statédttreatment to
which the results may be subjected to.

Participatory Research

This is an overarching method that can be emplayetifferent

social science research method. It essentially ligsp
involvement of the subjects/stakeholders of reseautput in the
process of research.

Evaluation Research

This is a process of applying scientific procedumeaccumulate
reliable and valid evidence in the manner and éxterwhich

specific activities produce particular effects artammes. A
programme can be evaluated if it has clearly smetdoals and
the manner in which the programme is implementedeiar.

Evaluation implies making reasonable judgments almegramme
outcome based on objective evidence gathered thraagreptable
methods of research. Evaluation is determinatiothe results attained
by some activity designed to accomplish some vafgad or objective.
A programme is an organised set of activities, guts, processes or
services oriented toward achievement of specifiealyes. Evaluation
is the process of determining systematically andeatlvely the
relevance, efficiency, effectiveness and impacdhefactivity in the light
of the objectives.

3.8 Typesof Data Collected in Social Research

Whatever may be the type of research, generally tijppes of data are
collected in social science research:

Physical environment — natural resources, congtrain
Demographic characteristic of people: what kind people
inhabits a particular area of habitat?

Socio-economic environment- living condition of tipeople,
income, occupation, employment situation, land mgd
agricultural activities and outcome, housing andoso How
people live?

Activities of the people; what people do? Mass imembntact,
mobility.

13
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o People’s opinion and activities on a variety ofiess of concern.

The details on each of these categories may bedsalkepending upon
the research problem and social context in whichdone.

SELF-ASSESSMENT EXERCISE

I What is a social research?
. List the types of data collected in social research
ii. List the limitations in cross-cultural research.

4.0 CONCLUSION

Research in extension mainly focuses on human ceievhere the
totality of social life is brought to play. The tifent roles of human life
constitute a vehicle for dissemination of improvezthnologies in
agricultural production.

5.0 SUMMARY

In this unit, we have examined the concept of ne$gats importance

and characteristics in the developmental contelxe doncept of social
science research, its objectives, the motivatingtofs for social

research, the basic assumptions of social researuh,the different

sources of data and utility of social science redeavere dealt with in

detail. The different approaches to research gpdst of research are
described. We have also discussed the types afg#aterally collected
in social research.

Key words

Research: It means quest, search, pursuit, and searchrdtdr. The
purpose of research is to discover answers to ignesbr problems
through the application of scientific procedures.

Research Methodology: It is the description, explanation and
justification of various methods of conducting sh. It may be
understood as a science of studying how researdbns scientifically.
In it, we study the various steps that are generatiopted by a
researcher in studying the research problem alatigtive logic behind
them.
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Social Research: It may be defined as the systematic method of
discovering new facts verifying old facts, their nsequence,
interrelationship, casual explanations and therahtaws which govern
them.

6.0 TUTOR-MARKED ASSIGNMENT

How do you define research?

What is the need for research?

What are the different approaches to research?
Indicate the different types of research.

PONPE
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1.0 INTRODUCTION

The purpose of research is to find answers to ouesbr solutions to
problems through the application of specific praged. This particular
unit examines the essential steps in the reseandess, the factors to
be considered in selecting a topic for researctchvimay consequently
lead to formulation and evaluation of problem.

2.0 OBJECTIVES
At the end of this unit, you should be able to:

define a research problem

identify factors that determine the choice of alem
describe sources of research problems

formulate and evaluate research problem.

3.0 MAINCONTENT

3.1 Research Problem

The research problem is an account of the majanesssthat the
researcher wants to investigate and explain. tlhiesmain question that
the researcher hopes to provide answer to in ludyst This is a
complex phenomenon, which cannot be understooddrg fieeling and
observation, but requires solution through reaspron thinking and
application of basis scientific research tools pretedures. According
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to Adedoyin (2004), a problem is an interrogatieatence or statement
that asks what relation exists between two or mar@éables and which
contains implications for empirical testing of isdated relation or
relations.

The purpose of research is to find answers to guesbr solutions to
problems through application of specific procedures

Fifteen essential steps have been identified in the research process:

o selecting the field, topic or subject for research

o surveying the field to comprehend the researchlprob

. developing a bibliography

. formulating or defining the problem

. differentiating and outlining the elements of thielgem

. clarifying the elements in the problem accordingh@ir relations

to data or evidence

determining the data or evidence required

ascertaining the availability of data or evidence

testing the solvability of problem

collecting data and information

synthesising and arranging data preparation to #mailysis
analysing and interpreting the data

arranging the data for presentation

selecting and using citations, references and tdetn
developing the form and style of the research ekpasor
report.

There are no standard rules that, either singlycaltectively, will
guarantee the suitability of a research problerowéter, the following
points should guide the researcher in problem ifieation:

. the problem should be sufficiently original that dbes not
involve objectionable duplication

) the problem must be researchable

o the problem must be significant and must be capabladding

new information to existing state of knowledge,ide solutions
to problem, generate new technology or improvetiejsones,
establish the relevance or applicability of teclggl described
characteristics of variables and explain relatigrsh

. investigation into the problem must be feasible the
circumstances in which the researcher finds hinwdfierself.

) the problem must have a theoretical value.

) the problem should avoid moral and ethical issues.

17
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3.2 Selecting a Topic for Research

The range of potential topic for social researchssroad as the range
of social behaviour itself. In the developmentteah either in rural or
agricultural development, there are many probleeeking solutions
like low productivity in farms, poverty reductiomnemployment or
access to services and facilities for the welfdrine people.

The general topics of study may be suggested byespnactical

concerns or by some scientific or intellectual ieg or one may want to
find out the impacts of a particular programmeméty also be to predict
the future course of events in order to plan anrgpmte action.

Scientific or intellectual interest may also suggesequally wide range
of topics for research (impact of profit on ruratek). One may be
interested in the phenomenon that has been alrefadijed to some
extent. If one happens to be working in a resefetthin which there is

highly developed theoretical system, one may wanteist specific

predictions based on the theory.

Therefore, the scope in selecting a topic for netedepends on:

o the nature of interest of the researcher

o the limitation and recommendation of previous redean the
field of interest

. the focus of concern of the organisation or depamntrvhere one
works

o the interests of the sponsoring agency (like Wa&d#hk) of any
research project.

SELF-ASSESSMENT EXERCISE

I What is a research problem?

. What is the purpose of research?

iii. List four points that will guide a researcher inolplem
identification

3.3 Problem Formulation
A problem is an interrogative sentence or statenteat asks what
relation exists between two or more variables (elgat is the relation

between training and adoption level of farmersThe answer to the
guestion is what is being sought in the research.

18



AEM 772 MODULE 1

The next step would be to specify the researchlenob It may not
always be possible for a researcher to formulagepitoblem simply,
clearly and completely. It may take the researoipgite sometime,
thought and research before he/she can clearlwbkaiyquestions he/she
has been seeking answers to. The scientific epghould be geared to
the solutions of the problems. It becomes preisitiguto make the
problems concrete and explicit as a first steppmmilation of research.
The selection of a research topic may be determinyedther scientific
considerations. The formulation of the topic iatoesearch problem is
the first step in a scientific enquiry. It shoud@ influenced by the
requirement of the scientific procedure. Howevkere is no fool proof
rule which will guide the investigator in formulag significant
guestions about a given research area.

The characteristics of aresearch problem are:

. the problem must reflect felt needs ( i.e. the nieedncrease in
agricultural productivity for food security)
. the problems are non hypothetical: The researchlgmo must be

based on factual evidence in which case the testingheir
validity is not necessary, otherwise it is reledgdie the status of
hypothesis if it is relevant to the case in questio

. problems suggest meaningful, testable hypothegipottesis are
testable when information about their validity miag collected
and analysed

o problems are relevant and manageable: An unmaniggeab
research yields few benefit to anyone. The mosgtyiloutcome
of such research is significant treatment of pérthe problem
and neglect of other parts thus achieving littlade

) researchable problem differs from problematic situea A
problematic situation is a situation which exisssaageneralised
situation. A researchable problem must be idewtiiad defined
with specificity for instance “the increasing raiemigration of
people from rural to urban communities” or “an e@sing rate of
crime in the cities”. A problematic situation caa the source of
a variety of researchable problems.

) is the problem one which perennially causes con¢em. low
agricultural productivity)

) can the effects of a solution to the problem becisipally
enumerated

) is the problem one which can be really solved Iseaech (by

new information) or is it one which is the resuitsoch things as
lack of funds, inadequate personalities, in appabd@rattitudes of
the persons concerned or situation in which theeawh

information can make no contribution. (politicansiderations
sometimes outweigh research findings).
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. can the solution be obtained in some other way® riecessary
to study in the community or in the laboratory?

Examples of Problem Statement

The low level of technology on poultry farms for gegroduction
contributes to high cost of production, low averggeductivity and a
deficient marketing system of poultry products. 3ééactors cause low
profits to the producer, price fluctuations for tle®nsumers and
determination in the balance of payments becaustheoinecessity to
import poultry product (eggs).

The problem of downy mildew disease of maize had te low
productivity in maize production. This has led ¢wlsupply of maize
for the livestock feed millers and other users afza. Consequently the
millers resort to importation of maize at exorbitanices to supplement
the national output.

.Therearethreecriteriafor good problem statement:

) the problem should express a relation between twamore
variables

o the problem should be stated clearly and unambigjyoin
guestion form

) the problem and problem statement should be sudb asply

possibility of empirical testing. This criterion @dten difficult to
satisfy in some research.

There are certain conditions that are conducivéhe formulation of
significant problems. Among these conditions are:

o systematic immersion in the subject matter throdigdt hand
observation.

. the study of existing literature

o discussions with persons who have accumulated mesdarch

experience in the field of study.

So the first step in the formulation is the disagvef a problem in need
of a solution. It is also necessary to selectpéctthat would yield a task
of manageable size. The task must be reduced @¢otlwat can be
handled in a single study or divided into a numifesub-questions that
can be dealt with in separate studies.
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3.4 FactorsDetermining the Selection of a Problem

According to Adedoyin (2004), two sets of facton®sld be considered
in choosing a good research problem. These faarershose related to
the researcher and those related to the environm&noich factors as
epitomised by scholars are as follows:

. Workability: the researcher must consider whether he ora$e h
enough time and funds to carry out the study sstokdg.

) Methodology: it is necessary to consider whether it is fdadib
adopt what appears to be the most appropriate ety .

) Coverage: in general terms, the more restricted the stuide,

more thorough the work is likely to be. Coveragters to both
the breadth of the problem and the depth of aralysi

. Interest: it is obvious that a problem, which is of interéo the
researcher, would be studied more efficiently bm/her than
another in which he/she is not interested. Interesthe problem
area will generate enthusiasm in reading extensiablout the
subject and willingness to be thorough in the asialy

o Theoretical value: the work must contribute to knowledge.
The study should be properly placed within the erntof
previous studies. The problem must derive fromeofitked to a
theory.

o Practical value: basic research does not emphasise practical
value. But in all other forms of research, praaticalue is of
great importance.

3.5 Problem Evaluation

A researcher needs to consider the following irbjgnm evaluation:

. discovering the nature of the problem-who has ttoblpm, is it
capable of solution through research?

o determining the end objectives — what is gainedsdlying the
problem and significant to whom and for what?

) specifying the possible causes of action to sohe problem

where the investigation can begin, how data coddcdllected
and from what sources

) investigate the setting of the problem situatiom fmssible
alterations and simplification of the problem.
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The definition of the problem should include sigzahce of the
problem, definition of the terms necessary for #drainderstanding of
the problem and assumptions underlying the studghefproblem and
limitation of the scope of the problem area.

There are two types of definitions:

a. Constitutive definition which defines a construcithw other
constructs. A construct is a concept which has ddeed
meaning of having been deliberately and consciousignted or
adapted for a specific scientific purpose (e.g.i@sment of
mastery in a certain task, anxiety — subjective)fea

b. Operational definition which assigns a meaning tmastruct in
specifying the activities or operations necessaryneasure the
construct. Itis a sort of manual of instructidaghe investigator.
A measured operational definition is one that dbssr how a
variable will be measured (e.g. social participatio
cosmopolitans).

An experimental operational definition spells du details of how the
investigator manipulates the variable.

Evaluation of research problem after it has beentifled and analysed
is essential so as to access the characteristicheofproblem.The
evaluation exercise must reveal that the researoblgm fulfils the

following criteria.

Satisfy the personal goal of the researcher andexpectation of the
agency or organisation. The problem must be ¢érast to the
researcher so as to attract genuine commitmenthe& research
endeavour. The problem must also be significarthensense that its
investigation should be capable of adding new mgttion into the
present state of knowledge. Research into thelgmmobhould as well be
feasible. With regards to the organisation or agethe problem should
be researchable and research into the problem dlyamerate solution
to existing problems or open up new opportuniti@pproaches or
methods.

The researcher must be genuinely interested inthiowt a biased mind.
It is important to choose a research problem oictwpwhich one has an
open mind. This allows for creativity, originglitobjectivity, initiative,
ingenuity, foresight and all other situations cotide to original
thinking.

The researcher must possess the necessary skikgroand and
knowledge needed to study the problem effectivdtyis better for the
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researcher to focus on problem within his/her fiedfl interest,
specialisation, competence or expertise.

Necessary tools, equipment, laboratories and stishjeeded to conduct
the research must be accessible. This emphabisdadt that research
into the problem must be feasible. It is esseiiiat the data and other
necessary factors essential for in-depth study haf problem are
available in the situation in which the researabmrates.

The researcher must have time and fund to comphetestudy. The
budget in terms of fund and time to adequately yiresearch into the
problem must be arranged in advance. Availabdftthese factors must
be ensured before embarking on the research wohks will facilitate
good and reliable process and outcome.

The study must meet the scope, the significancet@pidal demand by

the institution interested in the study. The reseawork must be well

focused in terms of addressing the problem of pgensors or the end
users of the research findings. It is also necgdsaensure adequate
coverage in terms of both the breadth of the prabdad the depth of
the analysis.

There must be access to adequate data for the. stlilg researcher
needs to ensure that there is fair access to mlelsa source. (Source:
AESON, 2004).

Types of Data Collected in Social Research

a. Survey research: This involves people’s opinion and activities
on varieties of concern or directly eliciting respes from
subject by questioning.

b. Direct observation: This involves the utilisation of either human
observers (participants) or mechanical observeasnéca, tape
recorder) to observe some physical trace of behavt the
behavior itself ( what people do)

C. Physical-Trace evidence: This involves natural resources, e.g.
fossils and litters
d. Document analysis. This involves the use of record keeping

activities of government agencies, private insthg, media
organisation and private citizens

23



AEM 772 STATISTICS AND RASCH METHODS IN EXTENSION

The details of the data may vary depending oné¢kearch problem and
the social context. The data may also be furth@ssilied into primary
data, secondary data, time series data, cros®satctidata or
experimental data.

SELF-ASSESSMENT EXERCISE
I List the criteria for good problem statement.

. What are the steps in problem formulation?
iii. List the points to consider in problem evaluation.

40 CONCLUSION
From the discussions above, a researcher must eodlibn to the
problem at hand. He/she must be familiar with éhgironment where

the research problem has been identified and be @bdo a proper
formulation followed with evaluation.

5.0 SUMMARY

In this unit, we have learnt that:

. the purpose of research is to find answers to guestor
solutions to problems through application of spe@focedures

. the scope in selecting a topic for research dependbe nature
of interest and the organisation/agency

. the proper formulation of the research problem esassary in
order to be able to arrive at a solution to idesdiforoblem

) the evaluation of a research problem is essentiassto access

the characteristics of the problem.
6.0 TUTOR-MARKED ASSIGNMENT

List 15 essential steps in the research process.

What are the factors than can determine the chafi@eproblem

by a researcher?

3. The research problems must fulfill some criterindealuation to
be done. What are these criteria?

4. Give an example of problem statement in agricultexéension.

N =
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1.0 INTRODUCTION

After the problem has been formulated as discussélde last unit, the
hypothesis is derived from the problem. It is atdéme answer to the
research question or an educated guess of therchseatcome. This
unit examines the criteria for hypothesis statemére development of
hypothesis and the identification of variables.

2.0 OBJECTIVES
At the end of this unit, you should be able to:

develop hypothesis for the research problem fortadla
list the criteria for good hypothesis and type gdthesis
describe hypothesis testing and levels of signitea
identify types of errors in research and

describe the different types of variable.
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3.0 MAINCONTENT

3.1 Definition and Nature of Hypothesis

A hypothesis is a conjectural statement of thetimiabetween two or

more variables. It is a tentative answer to theeaech question or an
educated guess of the research outcome. Hypotiesibvays in a

declarative sentence form and they relate eitheeigdly or specifically

from variable to variable. The testable propositi® called hypothesis.
It is a proposition, condition or principle whicksared perhaps, without
a belief in order to draw out its logical conseqresn By this method,
we can test its agreement with facts which are kn@amd may be

determined.

With regards to definition, Onyeogi (2000) defirtegpothesis as:

o a proposition stating in a testable form the relathip between
two or more variables, and

. a conjectural statement of the relationship betwigenor more
variables.

Thus, hypothesis does not automatically furnishrésearcher with the
authentic answer to the problem under investigatiotil such a
hypothesis is tested and confirmed in the facelevant data.

Hypothesis constitutes part of the researchersngit at explaining
casual relationships. It is thus an indispensabée of the research
process which enables one to restrict and strearolie’s search for the
ultimate solution to the research problem under estigation.

According to Young (1992) “without a working hype#is, the

researcher would find it difficult, laborious anché consuming to make
adequate discriminations in the complex interpldyfactors before

him/her. The hypothesis guides him/her in the s®lecof pertinent

facts needed to explain the problem at hand. sti ahves him/her from
becoming lost in a welter of irrelevance”

3.2 Criteriaand Sourcesfor Good Hypothesis Statement
There are some criteria for good hypothesis statéeme

a. They must be formed as “if then” relationship atated in such
manner that their implications and relationshiphi® problem can
be shown logically.The explicit use of the wordsthen” is not
necessarily required, the relationship howevergcnsical and
often an explicit “if then” statement will assuma accurate
relationship.
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b. They should be stated as simply as possible botterims of
theoretical complexities and implication and innterof number

of variable.

C. They must be capable of verification or rejectiathm the limits
of the research resources.

d. They must be stated in a manner which providestine for the
research.

e. Taken together they must be adequate and effisiesuiggesting
one or more meaningful solution to the problem. yr'meust
provide for an acceptable level of confidence i tsults, but at
the same time economise the use of scarce resources

Hypothesis may be developed from various sourée$ypothesis may
be based simply on hunch. It may rest on the tigsliof other studies
and the expectation that a similar relationshipneen two or more
variables may hold good in the present study. dirbe an outcome
from a body of theory that through process of lagjideduction could
lead to the prediction that if certain conditiome present, certain results
will follow. However, the basis for correct formtilan of hypothesis is
the knowledge of the researcher, the knowledgegtieumnded primarily
in theory. The broader the experience of the rebearin relating theory
to applied problem, the more efficient he will be formulating
appropriate hypothesis

3.3 Functionsof Hypothesis

The functions of hypothesis include the following:

. It ensures the optimal use of a researcher’'s véduaime and
other scarce resources by limiting the scope ofrtgeiry.

) It transforms research questions into testableqsitipns.

. It leads to discovery of additions to knowledge hmlping to
confirm or disconfirm particular theories or propioss.

o It determines the types of data needed for an igqnd suggests
the most appropriate instrument for data collection

) It suggests the most appropriate methods and tfmisthe
analysis of data.

o It provides the framework for drawing the conclusiof a

research endeavour. In fact, conclusions are tdiesponse to
the hypothesis formulated for the study as confirmer
discontinued by data analysis.

28



AEM 772 MODULE 1

34 Typesof Hypothesis

Hypotheses are mostly classified according to thg they are stated in
the research process. Based on this method ddifatasion, there are
two types of hypothesis:

a. Null Hypothesis: It is a succinct way to express the testing of
obtained data against chance expectations. Thehyplbthesis
(also termed statistical hypothesis) is a propmsithat stipulates
that there would be no relationship or differenaween the
variables being studied and that any such reldtipnsor
difference if found to exist does so accidentallyase a result of
chance. It is more or less the negation of thectional or
alternative hypothesis. The standard error is ansied testing
the null hypothesis. It expresses the null hypgithsince it is a
measure of expected chance fluctuation around ganraero.

b. Alternative Hypothesis. This is also known as directional
hypothesis. It specifies the researcher’'s expectatif his/her
empirical test. It indicates that a relationshipddference exists
between two variables or groups and goes furthestate the
nature or direction of that relationship or diffieces. An example
can be stated thus: “Farmers who have attendedn®ate
workshop in the past would produce higher crop wiutman
those who have not attended”. This same hypothesig be
stated in a non-directional manner that “there balla significant
difference between the productivity levels of farmm@ho have
attended extension workshops and those who haatteoided”.

For further emphasis, regardless of the sourceth@fhypothesis, it
performs two important functions:

o it serves as a guide to the kind of data that rbestollected in
order to answer the research question
. it shows the way in which data can be organisedt eidisiently

in the analysis.

It goes without saying that formulation and veation of hypothesis is
a goal of scientific enquiry. Yet there is no shattto this goal. In

many cases of social relation or social researgmifeant hypothesis

do not exist. Much exploratory research, therefomest be done before
hypothesis can be formulated. Such exploratorykw®ran inevitable

step for scientific progress.
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A problem cannot be solved if it can not be redutetlypothesis, as a
problem is a question not directly testable. Thanef hypothesis is an
important and indispensable tool of scientific egsl. The reasons for
this belief are:

. they are working instrument and can be deduced ttwory or
from other hypothesis

o they can be tested and shown to be probably triesse

) they are powerful tools for the advancement of kedge

because they enable the researcher to get ouisidelfiherself.

The problem and hypothesis direct investigatiop$iéb deduce specific
empirical manifestation implied by them. It advascscientific
knowledge by helping the investigator to confirm amreject theory.
Hypothesis incorporates the theory or part of nt,téstable or near
testable form.

Some examples of hypothesis

Based on the problems mentioned earlier, the fatigvinypothesis can
be stated:

. there exists in the country improved methods of Ifppu
production which, if used by the producers wouldr@ase their
profit.

o farmers have not adopted new methods because theyaware
of their existence.

. special credit sources are necessary if farmerst@radopt

improved methods of production:
a. farmers are unable to obtain new technologies due t
financial limitations.
b. farmers are unable to obtain credit which limitittaility
to finance changes in production methods.
. egg price stabilisation programme could induce &asrio adopt
improved methods of production.

SELF-ASSESSMENT EXERCISE
I Define hypothesis

. List the functions of hypothesis
1 List the different types of hypothesis.
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3.4 Hypothesis Testing and L evels of Significance

In qualitative studies, the main purpose of thelymms is to test
hypothesis, which form the basis of the study amdliscuss these in
relation to theories in the field. Hypothesis itggis often referred to as
significance testing.

A test of significance is conducted by comparing talues of a
statistics computed from a sample with values ptediby the sampling
distribution under the assumption that the nulldtiesis is true. Tests
are made at essentially arbitrary levels of sigaifice, usually the 5
percent or the 1 percent level. For a differencebe taken as
statistically significant or not, the probabilithat the given difference
could have arisen “by chance” must be ascertainddefore the

investigator makes a judgment of significance ar-emnificance, some
critical point(s) must be designated along the pbilily scale which

will serve to separate these two judgment categorie

For convenience, researchers have chosen sevéithir standards
call “level of significance” of which the 0.05 ard01 levels are most
often used. The confidence with which a researogjects or accepts a
null hypothesis depends upon the level of signiftea adopted by
him/her. Such level of significance must have bseh before she
collects his/her data. It is not a good practastift from a higher to a
lower level after data have been collected. TheélOlevel of
significance is more exact than 0.05 level.

Significance is reported in terms of probabilityesfors. This is going
to be discussed in the next section.

35 Typesof Errors

There are few errors in the nature of problems laygbthesis. They
include:

a. Scientific problems are not moral and ethical goest

b. Value statements that indicate cultural or persqudgments or
preferences should be avoided

C. Another common defect of problem statements oftecuis in
doctoral thesis: listing the methodological poiatsproblems as
sub problems. These have two characteristics rtfake them
easy to detect:

) They are substantive problems but they spring ftbe
basic problem
. They clearly relate to techniques or methods ofpsaug,

measuring or analysing the data.
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Hypothesis testing involves risks because answerpravided in terms
of probability. Nobody is absolutely sure that teserved differences
or relationships between two variables are not ttuehance. The
probability value (p-value) is an indication of théds against the results
of the study occurring by chance. There is the caahat the results
obtained might have been influenced by forces othan the ones
provided for in the study. Therefore, the Null bypgesis may be
rejected when it should in reality be acceptedterslatively, the Null
hypothesis may not be rejected when in realityhibildd have been
rejected.

Typel Errors

These errors are made when the researcher rejéuill hypothesis by
making a difference or relationship significantthalugh no true
difference or relationship exists. In other wordgipe | error is
committed by rejecting Null hypothesis when itrige, thereby making
a non-significant difference or relationship to egpto be significant.

Typell Errors

These errors are made when a researcher acceptd hyNothesis by
making a difference or relationship not significanthen a true
difference or relationship actually exists. Inathvords, Type Il error
Is committed by accepting Null hypothesis whersinot true, thereby
making a significant difference or relationship dppear to be non-
significant.

The table below presents the decisions or infer¢hat could lead to
errors.

Table 1: Error Typesin Hypothesis Testing

Decision Reality

No Difference Difference
Reject Ho Type | Error Correct Decision
Accept Ho Correct decision Type Il Error
Source: Obilade (1987) p. 68

Whenever the significance is doubtful or uncertdhe best way to
guide against both types of erroneous inferend® idemand or seek
more evidence. Additional data, repetition of é€xperiment and better
controls will often make possible a correct judgimen

32



AEM 772 MODULE 1

Setting a high level of significance tends to prévéype | errors but
encourage the appearance of Type Il errors. Tuseadiven is that the
researcher must decide on which kind of wrong ariee he/she would
rather avoid, as apparently he/she can preventymeeof error only at
the risk of making the other more likely.

The most generally acceptable practice is to s&t lef significance of
at least 0.0 1 in most experimental research,ishéd risk Type Il errors
by preventing those of Type |I. However, it hasrbegpressed that 0.05
level of significance is often satisfactory, esp#gi on preliminary
work.

3.6 Developing the Objectives of a Research

Objectives are usually expressed in a lay termmbknd are directed as
much to the audience or client as to the researchEne primary
objective of research will be either:

o to suggest or recommend to the audience practiedns of
problem resolution
. to provide information to clarify an unknown sitiget.

Generally, the objectives taken as a group will:

define the limits of the research project for tasgarcher
clarify the need of conducting the research

identify the audience

describe the expected product of the researcthéandience.

The objectives link the theoretical relationshipsegented in the
hypothesis to the analytical and methodologicaérddation necessary
for conducting the research. An objective spesifidat the researcher
intends to do or find in the project and suggesésresearch procedures
to be used. Research objectives are neither qgadlitibjective nor are
they objectives of an action programme of the gowemt, but the
information to be obtained. However, the informafiin turn, can be
used by the audience or sponsor of the researchaforaction
programme. Objectives of a research can be dividiedtwo. Primary
or main objectives and secondary objectives. Rynudjectives are
broad in scope while secondary objective are mpeeifc.

Based on the hypothesis stated earlier, the fotigvabjectives can be
given:

. to determine the obstacles to the adoption andanaptise of new
technology by poultry farmers.
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secondary objectives listed in order of their elahip to the
hypothesis.

determine if presently known modern technologyr&iable to
poultry farmers given their present resource sibmadnd market
outlook.

determine if the extension service is effectivelyoyiding
necessary information to farmers concerning possiliernatives
for production.

determine of the required changes to adopt newntdobical on
forms are outside the financial means of the fasmer

ascertain whether present credit sources are attemuaroviding
for the farmer’ needs related to new practices.

obtain farmers’ opinion about a price stabilisatiprogramme
and their possible reaction to it with respect tarmges in use of
technology and concurrent production.

Research Work Plan

The work plan is a guide showing different actastiand the time
allotted to each. A good work plan shows whengta@ect begins and

ends.

It could be in tabular form, making it easy to ursiend and follow. A
work plan assists both the researcher and the rigndigency both to
match activities with cost and to evaluate and noorthe progress being
made on the research.

In some research activities, timing is of utmostpamance. For
example, research undertaking in agriculture halset@recisely timed
with the work plan indicating where too much or tite time is being
allocated.
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Example of aWork Plan

For a research planned for 12 months, a work play look as follows:

Activities JIFIMIAIM|J|J|A|S|O|N|D

S

1. Employment an(

training of research

. ||
assistant;
Appointment of
consultants
Preparation of

research; Instrume o
and pre-test

Choosing a sample

1% Progress Report

Administration of
guestionnaire

2" Progress Report

Data Collection

Data Analysis

3" Progress Report

Report Writing

Presentation of fing

report H

3.7 Variables

Variables refer to any aspect of behaviour or amddion that change.
More specifically, variables are those attributeslgects, events, things
and beings, which vary and can be measured. I @theds, variables
have the characteristics or conditions that canliserved, manipulated
or controlled by the researcher. Examples of vé&mbnclude age,
education, housing, income, social participatiomsk rorientation,

innovation proneness, value orientation, informatien seeking

behaviour, level of adoption, intelligence, aptduegtc. When a
characteristic has only one value, it is a constaotta variable.

Variables can be classified in several ways. Soarensonly accepted
classifications are presented below:
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Dependent and independent variables

Dependent variable may be defined as the phenomemon
characteristic hypothesised to be the outcome, cgffe
consequence or output of some input variable whahpreceded
it in time. On the other hand, phenomenon or charistic
hypothesised to be the input or antecedent varigblealled
independent variable. It is presumed to causeddy@endent
variable and is selected or manipulated prior tasueng the
outcome of dependent variable.

For example, if one wants to study the effect digren upon

attitude towards family planning, the individual ynake several
religious groups and study their attitude towamsify planning.

By this, the researcher may be able to predict kvinedigious

group has a favorable attitude or unfavourablduali towards
family planning. Here the religious groups conséitthe example
of independent variables and the attitude towaadsly planning

constitutes the example of dependent variable.

It may be mentioned here that a variable can bertignmt in one
study and independent in another. For example| tE#vadoption
is generally recognised as a dependent varialilenay also be
treated as an independent variable if it is intentie study the
contribution of adoption in enhancing income.

Moderator variable and control variable

The moderator variables are special type of inddgetnvariables
which are hypothesised to modify the relationshigiween
independent variables. Age, intelligence, etc. examples of
moderator variables.

Control variable are those which may affect theatrehship

between the independent and dependent variabldsyhich are

controlled (effects cancelled out) by eliminatinge tvariable,

holding the variable constant or using statistivedthods. The
difference between a control and a moderator vigrisbthat the
effects of the control variable are minimised, @hated or held
constant while the effects of the moderator vaeslare studied.
Since both control and moderator variables are peddent
variables, it is up to the researcher to deterrtiieeindependent,
moderator and control variables.

I ntervening variables

A variable which is hypothesised to exist but cdriyeobserved
and is presumed to occur to explain the relatignbletween
the independent and dependent  variables is calketdvening
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or hidden variable. For example, the heredity onildch
intelligence against environment

According to Kerlinger (1973), the constructs, whiare non-
observable, are been called intervening variablegan neither
be seen, nor heard nor felt. It is inferred frdme behaviour.
Hostility is inferred from, presumably aggressiwesa Motivation
IS an intervening variable. Motivation is a constrinvented by
man to account for presumably motivated behaviour.
Qualitative attributes and quantitative variable

The qualitative character refers to those which noanbe
manipulated after the researcher has started aiuhwhbnsists of
categories that cannot be ordered in magnitude.refdrs to
guality, characteristic or attribute and hence knaag attribute
characters. Characteristics such as colour, ra&se,rsligion etc.
are of qualitative type since qualitative characteannot be
ordered in magnitude. Their precise measuremengs rant
possible. However, we may obtain frequencies (aligive
variable), corresponding to different categories opinion (a
gualitative character), by assigning values in nrde

The quantitative variable refers to those variabMsch are
composed of categories that can be ordered in ruemi That
means it may exist in greater or smaller amourigamples of
guantitative variables are age, income, size af lanlding, size
of group, intelligence length of experience in thdtivation of a
particular crop, adoption quotient and other numsro
characteristics. With the quantitative variablesrecpse
measurements are possible because they can easigléred in
terms of increasing or decreasing magnitude.

A variable which is manipulated by the researcleractive

variable. Examples of active variables are rewatdiishment,
methods of teaching etc. But anxiety is one-stafable which

can be categorised as attribute variable as weltage variable.
Anxiety can be manipulated by giving a set of instions to the
subjects. In this case, it becomes an active bigiaAnxiety can
be measured with the help of a scale or test, dmenh tit

constitutes the example of an attribute variable.

Continuous and discrete variables

Quantitative variables can be further divided itwom categories
— continues variable and discrete variables. Atinaous

variable is one which is capable of being measuredany

arbitrary degree of finesse or exactness. Age,ghtei
intelligence, income, level of adoption etc, arenecexamples of
continuous variable. Such variables can be measurethe
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smallest degree of fineness e.g. height: - takevaatye within

some range. Its value is not fixed (e.g. 1.52-1-52%595-1.600).
The discrete variables are those variables whokeevacan be
determined by counting. These are not capableiafjbaeasured
in any arbitrary degree of fineness or exactnessaume the
variables contain a clear gap. For example, theban of

members in a group may be 10, 15 or 20 etc. A eliscrariable
consists only of whole numbers, fractional valuashsas 10%2
15% or 20% cannot occur. The number of femalesparticular

local government area or state, the number of baokslibrary

and so on is some examples of discrete variables.

Stimulus variable and response variable

A stimulus variable is the condition or manipulatioreated by
the researcher so as to evoke response in an snganiThe
general classes of things the researchers obdsateelate to the
environment, situation or condition of stimulatiare referred to
as stimulus variables. The stimulus variablesp &sown as
action variables, may be items like a slide showvfield day,

methods demonstration etc.

Any kind of behaviour of the respondent is calledponse or
behavioural variable. This refers to some actiomesponse of
an individual. It may also refer to the frequemveigh which a

particular event occurs or it may be the scaleevalua particular
event. The responses of farmers for questions likee you

conducted a demonstration? Yes/No or have youndete the
field day? Yes/No, are examples of response omlwiebral

variables?

Extraneousvariables

These are those independent variables that arestadéd to the
purpose of the study, but may affect the dependamable. It is,

therefore essential that extraneous variables amtratled.

Suppose, an investigator is interested in studjiegefficacy of

method of instruction on the achievement scorepguaeéent

variable) of some trainees. The methods to beuated are
lecture, seminar and discussion (independent Jajiab The

researcher discovers that the achievement scoees the

dependent variable is positively correlated witteligence (an
extraneous variable) of the subject (trainees).at’is, trainees
with high intelligence tend to score high on théiagement test
and those who are low on intelligence score are low

achievement test. Thus, the variable, intelligefro& of direct

interest to the investigator) needs to be conwollecause it is a
source of variance, which may influence the achieamt scores.
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SELF-ASSESSMENT EXERCISE

I What is a variable?
. List the different types of variables
iii. Distinguish between dependent and independentblasia

40 CONCLUSION

From the discussion in this unit, it is evidentttbh@e foundation for a
valuable research is laid on the critical procesgdsypothesis testing,
level of significance, the type of errors and th&fedent variables
addressed in the research problem.

50 SUMMARY

To sum up, scientific inquiry is an understandirgmd to the solution
of problems. The first step in formulating the @®sh is to make the
problem concrete and explicit. A researcher shoudlentify some

aspects of the topic which can be formulated intspacific research
problem which is feasible to investigate with tlesources and time
available. The next step is to propose a tentasokition to the

problems, in the form of a testable proposition. hisT testable

proposition is called hypothesis. Also, we havensthe identification
of different types of variables which constitutee tmportant, initial

endeavour of a researcher.

6.0 TUTOR-MARKED ASSIGNMENT

What is meant by hypothesis?

What are the different kinds of hypothesis?

What is meant by variable in research?

What are the different types of variables?

Formulate a simple hypothesis for a research

Develop three objectives related to the hypothesmulated

Do you think identification of variables is necagsto develop
the research tools?

NookrwNE
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MODULE 2 RESEARCH DESIGN, QUESTIONNAIRE
DESIGN AND DATA COLLECTION

Unit 1 Research Design
Unit 2 Questionnaire Design
Unit 3 Measurement and Data Collection Methods

UNIT 1 RESEARCH DESIGN
CONTENTS

1.0 Introduction

2.0 Objectives

3.0 Main Content
3.1 lllustration of the Format of the Research Desi
3.2  Benefits of a Research Design
3.3 Types of Research Designs

4.0 Conclusion

5.0 Summary

6.0 Tutor-Marked Assignment

7.0 References/Further Reading

1.0 INTRODUCTION

Research problems are to be dealt with in diffevesngs. Some research
problems may require only library research, wherhsrs may require
conducting a series of personal interviews at chffieé levels. Each
method has its own advantages and disadvantages.m@thod may be
most appropriate for a particular research probdemh another may be
for some other problems. Then the question is Howe know which
method is to be adopted for analysing the giveeaeh problem. It is
for this reason research should select a reseasigrd

2.0 OBJECTIVES
At the end of this unit, you should be able to:

o provide a definition and purpose of research design
. explain the different types of research designs.
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3.0 MAIN CONTENT
3.1 [llustration of the Format of the Research Design

Research design, in simple terms, means an outlinthe research
project’s working or form in which the researchtes be set up. It
comprises of prior decisions that make up the madéa for executing
a research project. The master plan should att leedude the
following:

. statement of the study objectives, the output efrsearch

. statement of the data inputs, or causal data, ®@malsis of which
the solution is to be reached.

o the analytical method with which the inputs will beated or
calculated.

For instance, if the research problem is to find the impact of New
Rice For Africa (NERICA) cultivation on the inpuse and the yield per
hectare of paddy, the hypothesis here is that NEBRBDltivation
increases yield per hectare and reduces the udagater and other
essential inputs. The design would have three esdésn

. the objective is to measure the impact of NERICAivation on
input use and output levels

. the relevant data should be gathered with the loélg well
designed schedule or a questionnaire

. the methodology, the tools and techniques that avbel used to

analyse the data.
3.2 Benefitsof a Research Design
A research design serves as a bridge between \wkdiden established
(the research objectives) and what is to be ddhéhere is no explicit
design, the researchers would have only foggy nstabout what to do.

It is extremely desirable that the design be putviiiing. The design
thus guides the conduct of the research.

SELF-ASSESSMENT EXERCISE

I What are the research designs that you have ugsbd past?
. Examine and list their advantages
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3.3 Typesof Research Designs

Research designs are categorised into three typekhese are
exploratory, descriptive and causal.

a. Exploratory Research: This is most commonly unstructured,
informal research that is undertaken to acquirekdpaxund
information about the general nature of the researoblem. It
Is used when one is seeking wise-guts into thergénature of a
problem, the possible decision alternatives, atelamt variables
that need to be considered.

b. Descriptive Research:  This describes phenomena without
establishing association between factors. The matabe (1) the
behavioural variables of people who are under thdysand (2)
the situational variables that existed or are fwthing. For
example “Adoption levels of hybrid maize technolagk study
may measure the adoption levels of hybrid maizarnelogy by
farmers, the number of training and demonstratieid hto
increase the adoption levels etc. It does not sthdymagnitude
of the effect of these trainings/demonstrationstha adoption
levels. But it may provide some basis for drawimfgrences.

C. Causal Research: This is carried out only when conclusive
research is able to determine whether there isisat@onnection
between an action that the decision maker is censigl and the
objective being sought.

Example: A fertilizer company placed a new fertilizer bdson

precision farming for sale. Before launching ftieduct, market survey
was conducted on its sales potential. Howevegr dfiunching the
product, sales did not increase as per the anticipaThe company
manager hypothesised that the low volume of saesdue to poor
advertisement campaign on the benefits of thelifmtiamong farming
community. Now the challenge was to test the Hypsis (extensive
advertisement) would bring about the objective l{bigsales volume).

From the above example, to test causation a cauelussearch is very
important. Absolute proof of causation is difficab prove. Causal
research would need to address the question o&ttans For instance,
training to the farmers on new methods of cultmatwas really a cause
for increased production. These-conditions areessary to decide
cause and effect statements:

43



AEM 772 STATISTICS AND RESEARCH METHODS IN EXTENSION

. strong evidence of association between an actiehadnserved
outcome need to be gathered. In other words, thleoeld be
enough evidence of variation. This means that iheables
occur together. For instance “if x occur (causenty” (effect)

o there should be evidence that action preceded dbeltror an
outcome. This means time sequence of variables ffle causal
event occurs either before or simultaneously whih effect) is
important

o the outcome or result should be explained by dmly factor not
by any other factor. If the hypothesis is that zeaproduction
increases with the use of organic manures, keeptladlr things
constant.

How are these causal relationships determined?y ahe determined
through the use of experiment. These research resign fall under
two sub categories (1) experimental (2) quasi-arpanrtal.

Experimental Designs

We can conduct experiments in two settings — indberatory or in the
field. In a laboratory experiment, the researchemiaisters the
treatment to subjects in a controlled environmehhis desired setting
assists the researcher in minimising unwanted &ffe€ extraneous
variables through the control and manipulation eftain variables.
However, laboratory experiments provide a high llegé internal

validity because the respondents can be carefutintrolled/or

manipulated. We can conclude that the results wbthifrom a
laboratory experiment are due to the changes in tieatment
variables(s) because we are eliminating the effeCtmany extraneous
variables. But the results of laboratory experitaanay not be able to
project the real world situation which means exémvalidity of the

results is questioned. Since the human factor a&riable is involved,
more and more doubts of the external validity & tbsults coming out
of laboratory experiment increases.

Field Experiments

Field experiments are conducted in the real wordirenment. This
form of experimentation provides a high level ofezral validity as the
respondents are reacting as they would be in hacir@almstances.

Experimental designs are intended to measure caumk effect
relationships. If they can measure concomitaniatian, the degree of
change in one variable (say maize production), wdtaer variable (say
fertilizer consumption) is changed. For example, agriculture,
researchers hypothesise that using a particuldicjpes (the cause or
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treatment) would reduce or kill the pest (effecijo demonstrate this,
two farmers suffering from the same problem areseho The treatment
is administered in one of the farmer’s field (tlsttgroup) while the
second farmer is the control group. The differencehe yield rate

between the test group and the control group ighated to the effects
of the pesticide.

Classic Experimental Designs. Randomisation of subjects into control
and treatment groups is a classic experimental adethhe two broad
classes of classic experimental design are:

a. Between Subjects Design
In a between subjects design, the values of therdigmt variable
for one group of participants (the group of farmerdso have
prior experience in using a knapsack sprayer) amnepared with
the values for another group of participants (fgareple, the
group of farmers who have never used the knapsptikyear
before). In between subjects design, responsas fogiven
participant appear in only one group.

b. Factorial Designs
Let us imagine a design where we have a trainimgramme
where we would like to look at a variety of programvariations
to see which works best. For instance, we wollel to vary the
amount of time other farmers receive instructiothvane group
getting one hour per week and another group 4 hpersveek.
We would like to vary the setting with one groupttyg the
training in the field and another group in the stasm. We could
think about having four separate groups to do thg,when we
are varying the amount of time in instruction whatting would
we use in class or in the field? And when we avel\sng the
setting, what amount of instruction time would sed+ 1 hour, 4
hours or something else?

In factorial design, a factor is a major indeperndesriable. In the

above example, we have two factors: time spemstruction (through

4 hours/week) and training setting (field and dlass1). A level is a

sub division of a factor. In this example, timeimstruction has two

levels and setting has two levels. In this paldcexample, we have 2 x
2 factorial designs. The number notation will tef the number of
factors and number of levels. The number of diffé treatment groups
that we have in any factorial design can easily de¢ermined by

multiplying through the number notation. For ingt@nin our example
we have 2 x 2 = 4 groups.
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A null outcome would be indicated by the averagen&on score being
the same for all four groups of the factorial dasigUnequal mean
retention scores would indicate a main effect wietifactor in imparting
training and training setting or an interactioreetfof both.

Randomised Block Designs

In the randomised block designs, the researchdrigahtify a single

extraneous factor that he thinks might affect #& units’ response to
the treatment. Therefore, the researcher willngiteto isolate that
extraneous factor by blocking out its effects. THen stratifies the
subjects and for each stratum, a factorial desgan.

Latin-Square Design

This design blocks out the effect of two extranefastors. In this
design, treatment on each subject is tested ona e in some
sequence. As a result of rotating the treatmeinis,expected that the
extraneous factors will offset each other and wagh

Quasi-Experimental Design

An experiment should be used whenever it is feasdnd is cost-
justified in conclusive studies. The experimenegign discussed earlier
Is not feasible in social sciences because hunwarfes involved whose
behaviour is very random.

The quasi experimental designs do not require oig®rqualities of
experimental design. However, they are also notrges/e because
they do yield some quantitative indicators of aggam between their
variables. There are five types of quasi experiadetésigns. They are
(1) one-shot case study (2) one-group pretest-pest design (3)
longitudinal design (4) static group comparisonigie$5) simulations.

One-shot Case Study

This is the simplest of all the designs. In tlyiset, test units (those who
are exposed to the causal variable) are not sdleatedomly but on

some other basis, such as self selection. Thdgecss are first exposed
to the causal (or treatment) variable x, then messents are taken
afterward.

46



AEM 772 MODULE 2

Example: The non-agriculture faculty working in an agttcue
organisation is asked to undergo training voluhtan some important
aspects of agriculture. After the training is quee performance of the
faculty that has undergone training voluntarilycempared with the
faculty that has not undergone training.

However, this type of design suffers poor samplecti®n, and inability
to compare the prior performance of the faculty wias undergone
training.

Non-equivalent group, post-test only

The non-equivalent, post-test only design cons$tadministering an
outcome measure to two groups or to a programnaéient group and
a comparison. For example, one group of studenghtnreceive
reading instruction using a whole language programwhile the other
receives a phonetics based programme. After twakeks, a reading
comprehension test can be administered to see vgnmramme was
more effective.

A major problem with this design is that the twagps might not be
necessarily the same before any instruction taleee@nd may differ in
important ways that influence what reading progriges/ are able to
make. For instance, if it is found that the studein the phonetics
groups perform better, there is no way of detemgnf they are better
prepared or better readers even before the progeaamd/or whether
other factors are influential to their growth.

Non-equivalent group, pre-test-post-test

The non-equivalent group, pretest-post-test degagtially eliminates a
major limitation of the non-equivalent group, ptstt only design. At
the start of the study, the researcher empiricdlsesses the differences
in the two groups. Therefore, if the researcheddithat one group
performs better than the other on the post-tesishkecan rule out
mutual differences (if the groups were in fact $amon the pretest).

This design is subject to some limitations:

. the test units are volunteered

) validity of the history because of events intermgnibetween pre-
test and post-test

o the environment that may be socio-economic may léremged

during that period.
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. maturation (changes in the subjects). For instaheefaculty
which has undergone training might have improved it
performance due to experience during the traingrgpp

. there is no control group to compare with (facuitljo did not
have the training)
o sometimes the pre-test data is collected at thes dame as the

post-test data, as when the researcher asks fates®n data of
the “before” state. This is known as a proxy mstpost-test
design and has additional validity problems siteepre-test data
are usually significantly less reliable.

Ex-post Facto Research

Ex-post facto means “from what is done afterwardsi.the context of

research, it means “after the fact” or “retrospei{i” and refers to those
studies which investigate possible cause and effelationship by

observing an existing condition or state of affangl searching back in
time of plausible causal factors.

Stepsin ex-post facto design:

. formulate the research problem including identifima of factors
that may influence dependent variable(s)

o identify alternate hypothesis that may explainrgdationships

) identify and select the subject groups

. collect and analyse data.

Ex-post facto studies cannot prove causation, bay provide insight
into understanding of phenomenon.

Longitudinal Designs or Time Series Designs

In time series designs, several assessments (osunegaents) are
obtained from the treatment group as well as from ¢ontrol group.

This occur prior to and after the application of threatment. The series
of observations before and after can provide ricformation about

phenomena that we are studying. Because meaduseseaxal points in

time prior and subsequent to the programme argyltkeprovide a more

reliable picture of achievement, the time seriesigie is sensitive to

trends in performance. Even in this design, littotes and problems of
non-equivalent group, pre-test-post-test desigtilisapplicable.

This design is an extension of pre-test-post-tesgtigh. It provides

repetitive measurements of same kind of eventsaabws points in

time. Changes that take place during those inteas@ registered. This
type of design is very useful in monitoring studies

48



AEM 772 MODULE 2

SELF-SSESSMENT EXERCISE

I Briefly explain the following:
a. Exploratory research
b. Descriptive research
C. Causal research.

i What is factorial design?

4.0 CONCLUSION

Research design is a detailed blueprint used tdegairesearch study
towards its objectives.

50 SUMMARY

In this unit, we have learnt that research desiggsents the important
features of the research methods to be used wetljusiification of the
strengths and limitations of the chosen method tivelato the
alternatives. Exploratory research, descriptiveeagch, causal research,
experimental design, quasi-experimental desigripfed design among
others was discussed.

6.0 TUTOR-MARKED ASSIGNMENT

1. Is a research design always necessary before arcbsstudy is
conducted?
2. In what ways do exploratory, descriptive and causalearch

designs differ? How will the difference influenctge relative
importance of each research approach at each iiassearch
project?

3. Is experimental design useful in the social scisAddow?
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1.0 INTRODUCTION

Questionnaire design is one of the major toolsoiad survey. Survey
has been defined as a fact-finding study that coadirtypes of social
investigations. Survey methods have attractediderable attention in
the recent years as sources of information onfttitedes and behaviour
of people (living in rural or urban areas). Thegmse of many surveys
iIs simply to provide someone with information. Fexample, an

extension agent may want to know the rate of adopti certain seeds
among farmers in a given community, how familiesddferent size,

composition and social status react to new teclyedo Whatever may
be the case, the purpose of social survey is ttagxghe relationships
between a number of variables.

Moser and Kalton (1971) emphasised that some optimeipal ways of
collecting information in social survey are mail egtionnaire and
personal interviews.

20 OBJECTIVES

At the end of this unit, you should be able to:

o develop questionnaire for social survey

. structure a questionnaire

) determine what it takes to pre-test questionnaire

) describe the process of administering questionnaire
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3.0 MAINCONTENT

3.1 Structuring a Questionnaire

A questionnaire or recording schedule is the imsémt on which the
principal ways of collecting survey data depend.

These two terms (the questionnaire or recordingedale) are
sometimes used to distinguish between a situationwhich the
respondent fills in the answers and that in whichrgéerviewer asks the
guestions and records the answers. To the surveygrae, the
distinction is very important because in one caséshe is producing a
document to be understood by the respondent unaideld in the other
case the users will be persons specially trainddhtalle such document.

In questionnaire design, the convenience of theerwawer and
respondent should be considered. Layout and pgréhould be such
that editing and coding can proceed smoothly. ©Ohéehe skills in

designing a questionnaire is to make clear whicestions are to be
answered and by whom? Sometimes, whole sectiorceooonly a sub-
group of respondents, in which case this shouldgbie plain to

whoever is recording the answers. Frequentlyu@ston’ consists of a
main question and one or more “dependent” questidhsr example,
one may want to know the number of people thatgapgving rice in a
community. If rice growers are identified, one magmnt to probe
further into the methods used in rice growing. this case only rice
growers will answer the second question.

It is obvious that the survey planner must vigolpusxamine every
guestion and exclude any that is not strictly ratévto the survey’'s
objectives. In this, the pilot survey or pre-tessthe most helpful tool.
When setting the scope of a questionnaire, one fitapcriterion to

consider is that of the practicability of the quast It is not good

asking persons’ opinions about something they dioumalerstand or
about events too long ago for them to rememberrately or about
matters which although concern them, they are ahfito have accurate
information on or that are so personal or emotidhat valid answers
cannot be expected by formal direct questioning.
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Guidelines on Questionnaire Design

Question content

In considering the contents of questionnaires, féll®wing must be
considered:

the researcher should keep in mind, when writinghetem, that
the major purpose of the questionnaire is in twhido(a) to
translate the research objective into specificrimition and (b)
to assist the interviewer in motivating the respand to
communicate, the required information.

the language used must be gauged to both the dé\ibEe group
to be interviewed and the precision of the datadede In
choosing the language for a questionnaire, the lptipo being
studied should be kept in mind. The aim in questi@rding is
to communicate with respondents as nearly as dessibtheir
own language.

the social acceptability of the possible alterratanswers must
be considered. Most respondents will lie or reftseespond
rather than destroy their ego by giving a socialhacceptable
answer. Others may attempt to attract attentiaihémselves by
exaggeration.

leading questions: a leading question is one whyclis contents,
structure or wording, leads the respondent in tihection of a
certain answer. For example, “do you read onlylydai
newspapers, such &sinch or Tribune?” Respondents may seek
refuge in the answers named. Hence either all oenaf the
alternatives should be stated.

each question should be limited to a single ideauble-barreled
and ambiguous questions such as “did the extenament
communicate clearly and accurately?, should bedeaebiat all
costs. If an ambiguous word creeps in, differeebgie will
understand the question differently and will, infeef, be
answering different questions. The following exaenglan be
considered, “is your work made more difficult besauwou are
ploughing manually? The question may be askedl|da@aners
in the survey irrespective of whether they are glong
manually. What then, would a “No” answer mean?

subjects which people do not like to discuss inlipuytresent a
problem to the questionnaire designer. Respondamtsoften
embarrassed to discuss private matters, to give poestige
answers and to admit to socially unacceptable bebawand
attitudes. |If, for instance, questions on numifectoldren and
frequency of taking a bath were asked from locah&s, many
of them would probably refuse to reply and othesy rdistort
their answers.
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. Question order

It is usually best to arrange the sequence of guresfrom the more
general to the more specific. In putting the indlisal questions together
to form the questionnaire, the order of questioesds to be planned.
The order may affect the refusal rate and thepteisty of evidence that
it may also influence the answers obtained.

At the start of the interview, the respondent isure of himself/herself
and so the opening questions should be ones toipuat ease and build
up rapport between him/her and the interviewer. eyTlshould be
interesting questions, which he/she will have rfGadilty in answering,
and they should not be sensitive topics, othernlvesshe may refuse to
continue with the interview. The questions shodldnt proceed in a
logical manner moving from topic to topic in a widmat indicates to the
respondent the relationship between the questions.

When determining the order of questions within giddhe conditioning

effect of earlier questions should be consideréids not good asking

“can you name any insecticide” if a previous qumstias mentioned all
known insecticides. In order words, knowledge tjoas must not be

preceded by relevant information. Even thoughregemay centre on
specific issues, it is a good idea to start withalor question about the
subject and then to narrow down to the specifigass

3.2 Pretesting Questionnaire

It is exceedingly difficult to plan a survey withoa good deal of
knowledge of its subject matter, the populatiorsito cover, the way
people will react to questions and, even the arsweey are likely to
give. One must be able to have an idea of how tbagurvey will take,
how many interviewers will be needed, and how mtighll cost.

How, without trial interviews, can one be sure it questions will be
as meaningful to the average respondent as taitikeysexpert? How is
one to decide which questions are worth askingllat@ommonsense
suggests the necessity of doing a few test intes/ier sending out trial
forms by way of preparing for the main survey. STt known as “Pre-
test”. Pre-test is a standard practice widely useadsearch surveys.
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Role of Pre-test in Survey

Pre-test provides guidance on the following:

. the adequacy of sampling frame from which it isgosed to
select the sample. For example, one might be pigro use the
tax register of farmers as the basis for drawisgraple.

) the variability (with regard to the subject undewrestigation)
within the population to be surveyed. This is impot in
determining an efficient sample design since thg decision on
sample size requires some knowledge of the vaitialof the
population.

o the non-response rate to be expected. The probalhiers of
results and non-contacts can be roughly estimated the pre-
test and the effectiveness of various ways of reduaon-
response can be compared.

o the suitability of the method of collecting the aatAlternative
methods are available, and one needs data onréiaiive cost,
accuracy and likely response rates to make a derwibice.

. the adequacy of the questionnaire. The questiommail have
been previously tested informally on colleagues frmhds, but
the pre-test offers a way of trying it with the &iof interviewers
and respondents to be used on the main survey.

) the probable cost and duration of the main survey af its
various stages. |If it appears that the survey take too long or
be too expensive, the pre-test can be valuablaggesting when
economies can be made.

From the above, pre-test can help to guide the cehdetween
alternative methods of collecting the data, ordgrilme questions,
wording and so forth. Questionnaires should tloeeebe designed, so
as to ensure a strict testing of these alternatives

SELF-ASSESSMENT EXERCISE

I List the guidelines in questionnaire design.
. State the role of pre-test in surveys.

3.3 Administering Questionnaire

For a meaningful and successful administrationugfstjonnaire, special
permission is needed to approach certain categofiesdividuals or
institutions. The request usually takes the forfmadetter of intent,
stating what the research project is about, thénoakst to be used and the
nature of the sample. This should be as briefassiple and in clear
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language. A copy of the interview schedule mayrdmuired, though
this is more likely at the state or local than ational level.

Arranging for an announcement about a survey eithethe local radio
or through the village head before interviewingibheds a good way of
spreading information about its acceptability tee thuthorities and
gaining cooperation from the people. Announceméantshurches and
mosques are also useful.

Before the work in each village begins, the sumenvimust have visited
the chief to discuss the survey, emphasising thatreplies will be
confidential and would not be revealed to governnoéficials.

The major tasks of an interviewer are to locatéhbissample members,
to obtain interviews with them and to ask the goestand record the
answers as instructed. The amount of time thevig@er spends on
different aspects of his/her work depends, howeworrsuch factors as
the length of the questionnaire and the naturbetample.

Having located the respondents, the interviewer twasobtain an

interview. The aim of his/her introductory proceesl must be to

increase the respondent’s motivation to co-opetdégshe can achieve
this by first stating the organisation he/she rspnés and perhaps
showing an authorisation card. In many cases, tingether with a brief

statement of why the survey is being done, is ehotm secure

cooperation. When the survey answers are to la¢etteas confidential

and anonymous, this should be made clear to tiponeent. It is often

worth explaining in simple terms, how the samples walected and that
lack of cooperation would make it less represeveati The interview

should remove any suspicion that he/she is ouskdest questions, (i.e.
to find out how much the respondent knows).

In most large-scale surveys, the aim is to attaifoumity in the asking

of questions and recording of answers. In consszpjehe training of
interviewers is oriented towards efficiency in @wlling instructions. An

interviewer is expected to ask all applicable goest to ask them in the
order given and with no more elucidation and prgkiman is explicitly

allowed, and to make no unauthorised variatiorteenwordings.

Characteristics of inadequate response:

. partial response in which the respondent giveslevaat but
incomplete answer
. non-response, when the respondent remains silergfases to

answer the question
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. irrelevant response, in which the respondent doésanswer the
guestion asked

. inaccurate response, when the question is answered reply
which is biased or distorted.

. verbalised response problems, when the respondplaies why

he/she cannot answer the question, perhaps bebals®e fails
to understand it because he/she thinks it is wegle or
inappropriate.

Techniquesfor dealing with inadequate response:
o interviewer should allow a brief expectant pausddwelop, thus

indicating that something more is required, but plaeise must
not be allowed to become a long one or it may heavegative

effect

. expectant glances can also be useful, they canlasiyibe
overdone

) give the respondent encouragement by an expressioh as
“that is interesting” or “| see”

o when the interviewer needs to ask a supplementaegtmpn, it

must be a neutral one, such as “how do you meaén Yyou tell
me more about that?”

) repeating part of the respondent’s answer in atsuesianner
can also be useful, but an attempt to summariseegondent’s
answer for this can also be dangerous.

Recording

Another important aspect of questionnaire admiaigin is recording.
Recording answers may seem straight forward, buais lbzan be
introduced here as everywhere else. An interviawest not be so busy
writing that he is not really listening; otherwibe may write what
he/she expects to hear rather than what was saite must keep in
mind that there is no “correct” answer. Some Wwél quite contrary to
what is expected and some may seem threateningisinfonmed.
Nevertheless, if all answers could be predicte@dmance, then there
would be no need for a survey. In any case, peugple a right to their
opinions. Write answers down as accurately as ilplessvith no
rounding out to what was “probably possible”. Téeés no need for
complete sentences if only a phrase was used attig/kvritten must be
understandable to an outsider. If it does not masense,
probe.

Ball point pens must be used rather than penadsalise the latter will
rub off and be illegible. Use a plastic bag tokeehedules dry and
keep them neat and together so they do not get Tdstre is much work
to be done on them, after the interviewing is cceted.

57



AEM 772 STATISTICS AND RESEARCH METHODS IN EXTENSION

SELF-ASSESSMENT EXERCISE

I What is inadequate response in questionnaire astration?
. List some of the symptoms of inadequate response.
iii. Mention two techniques of dealing with inadequaigponse.

40 CONCLUSION

In this particular unit, we have not attempted &aldcomprehensively
with the subject of questionnaire design. The {oiselected for
discussion have been those thought to be of irtei@slearners
embarking on survey. To the problem of questiomnalesign in
general, there is no easy solution. Even if orlews all the accepted
principles, there usually remains a choice of savquestions forms,
each of which seems satisfactory.

The answer to a question lies in a detailed preg-tesre than anything
else. It is the essence of a good questionnaire ifterviewing
technique for a pre-test tends to resemble thernmdb interviewing.
This is different from formal interviewing of the&l survey.

5.0 SUMMARY

Question designing remains a matter of common sengerience and
avoidance of known pitfalls. It is not yet, a neattof applying

theoretical rules. Alternative versions of quassionust be vigorously
tested in pre-tests, and as such, tests of pradtiganust play a crucial
role in questionnaire design.

6.0 TUTOR-MARKED ASSIGNMENT

Mention the 2 major guidelines in questionnairegles
In each of them, describe 3 main points to be clemed.
What are the roles of pre-test in survey?

List the symptoms of inadequate response.

Describe the techniques for an inadequate response.

arwbhPE
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1.0 INTRODUCTION

The design of the research project specifies wtthdata that are needed
and how they are to be obtained. It means that dhe research
problems are formulated, it should become evidematvkind of data
will be required to study the problem, and whatdkof analytical tools
are appropriate to analyze the data.

20 OBJECTIVES

At the end of this unit, you should be able to:

. find out what kind of data will be required to syuthe research
problems

. explain the different data collection devices, ths¢rengths and
weaknesses.
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3.0 MAINCONTENT
3.1 DataElicitation Method

It is a way of getting information, so that you tbgain information by

observing what people do (observation), and whey tho-think-or feel

(self report). Some methods of data collectioroine no direct contact
with the object of research. They rely essentialbpn archives (i.e.
records) or artifacts as sources of data (archivélje data observation,
self-report and archival information can then beorded in many

different ways. All these can be used to genebbath qualitative or

guantitative data records (and sometimes botheaséime time). When
we use observation we can choose to give a queditatcount of what
happens or we can decide to report a quantifiedkol@vn of what

happens.

3.2 Natureof Data

Not all categories of data analysis are alwaysistindt as they might
first appear. They can, depending on the partictdaearch aims, be
closely interlinked. For example, in exploratogsearch the data may
be continuously analyzed as they are collected.e @halysis keeps
giving clues to the most fruitful area of furtheatd collection and
subsequent analysis. When a particular phenomesomvestigated
according to a specific predetermined methodaqlagwyight not even
be possible to begin the analysis until all thewvaht data have been
collected.

When considering what data you might require, aerscarefully the
sources, the availability and the possible methofdgollecting data.
When considering analysis, think about the tookshhiques and
resources required. The different research siededpave often
distinctly different methods for data collectiordaamnalysis.

3.3 Quantitative Versus Qualitative Research

Most researchers use either qualitative or quaivitaresearch.
Qualitative relates to distinctions based on qualitd quantitative relate
to considerations of size.

The difference might be summarised by saying thanttative research

Is structured, logical, measured and wide. Qual#aresearch is more

intuitive, subjective, and deep. This implies thaime subjects are best
investigated using quantitative while in othersalgative approaches

will give better results. In some cases both mashezan be used.
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The main difference between qualitative and quainig research is not
of quality but of procedure. In qualitative resdgrfindings are not
arrived at by statistical methods or other procedusf quantification.
In some studies data may be quantified, but thdysisaitself is
gualitative, such as with census data reports.is fuite common for
researchers to collect their data through obsemaind interviews, the
methods normally relate to qualitative research.al@ative and
guantitative methods are therefore not mutuallyliesiece. Qualitative
research is mixture of the rational, explorativel amuitive, where the
skills and experience of the researcher play anortapt role in the
analysis of data. It is often focused on sociakpss and not on social
structures, which is frequently the focus in quatire research. In
guantitative research, variables need to be mealsu@ore about
measurement) and the more precisely defined thablar the easier it
is for the data to be analysed and measured.

3.4 Collecting Data

The first step in data collection process is tokléor secondary data.
These are data that were developed for some pumpbse than for
helping to solve the problem at hand.

Economic and social statistics are collected indialéy or intentionally.
A considerable body of data is available as a tesiuadministrative
actsfor example statistics of crime, car accidemisnbers of wage-and
salary earners incidental to payroll tax collecsioand details of imports
incidental to collection of custom duties. Thegatistics are not
collected primarily for research purposes, althotigty may be very
useful in the field of research. Since they areaotiected primarily for
research, they may not be in a form completely @gmeite to research.

You will collect two kinds of data during your reseh. First, the

historical data is collected from background regdiaccess to written
records, audio disks, CDs, video and computer ssutetters, drawings
and so on. Second, the first hand data that yoargée during research
process, interview information, questionnaire nesueind so on.

In all studies, the majority of researchers gattmne primary data to
answer their research question. Once the reseatderdecided to
collect information/data through primary sources/she has to decide
what kind of data collection method to use. He/stwld use
observation, experiment, interview or survey. Hogre the choice of
data collection will depend upon judgment on whigpe of data is
needed for a particular research problem. One itapbaspect is to
identify/know the unit of analysis. Here, we calesi some details on
how to review the literature to form the backgrouadyour study. By

62



AEM 772 MODULE 2

now, you should have gained considerable experigntiee method of
data collection and recording, but it will probalblg useful at this point
to go back and check on the main points again.

SELF-ASSESSMENT EXERCISE

I Briefly explain (a) Qualitative Research (b) Qutative
Research
. List the steps in data collection.

3.5 Typesof Data

To find information when one is doing a historistldy (i.e. of any past
events or ideas, even the very recent past), theger types of data can
be collected. The first is the primary data foumdhe form of historic
artifacts, such as building and ruins, commercial domestic objects,
human and animal remains, works or art etc. Tlerskis primary or
secondary data in the form of literary sources,hsas histories,
commentaries, diaries, letters etc. The third @sords, which are
contemporary, impersonal recording of events, 8dna and states,
which may be descriptive or statistical in natufénese, again, may be
classified as primary or secondary forms of da¢pethding on the types
of information which you are extracting from theiny of them can be
guantitative or qualitative in nature.

3.5.1 Secondary Data

These are useful not only to find information tdveoour research
problem, but also to better understand and explairresearch problem.
In most research, we need to begin with a liteeattaview. (earlier
studies on and around our topic of research). Thelude books,
journal, articles, and online data sources suclvels pages of firms,
government, semi-governments organisations andogaies. The first
step is to locate these sources and then to eealn@tusefulness of the
contents of each. Some research questions canndseeged only
through secondary data sources, where no furthex dallection is
needed. The first and foremost advantage of usewpndary data
obviously is the enormous saving in time and mondfe researcher
needs to go to the library and locate and utilise gources. This not
only helps the researcher to better formulate amtbrstand the research
problem, but also broadens the base for which sieenonclusions can
be drawn. In other words, the verification procisssore rapid and the
reliability of information and conclusions is grigatnhanced.
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3.5.2 Primary Data

When secondary data are not available or are unalilelp our research
guestions, we must ourselves collect the data dhatrelevant to our
particular study and research problem. These daacalled primary
data. What we should look for, ask about and cbliepend upon our
research problem and research design. We haveateslmices as
regards the means of collecting primary data. Ndignthis includes
observation, experiments surveys (questionnaineg)iterviews. The
main advantage of primary data is that they arkecigd for a particular
project at hand. This means that they are moresistmmt with our
research questions and research objectives.

3.6  Sources of Data/l nformation

One of the main problems faced by the researctedirsg historical and
recorded data is that of locating and accessing.thédnother fact is
often that of authenticating these sources, anthands the question of
interpretation.

Locating historical data is an enormous task. Ai#is can involve
anything from unearthing city ruins in the desertummaging through
dusty archives in an obscure library or downloaditige latest
government statistical data from the internet.isldifficult to limit a
brief description of sources to those which migatrelevant to student
research, as the nature of the detailed subjesssfarch determines the
appropriate source and the possible range of disbjscenormous.
However, here are some of the principal sources:

o Libraries and Archives. they are generally equipped with
sophisticated catalogue systems which facilitate tracking
down of particular pieces of data or enable a ttawde made to
identify anything which may be relevant. Internatll computer
networks can make remote searching possible.

. Museums and Collections. these often have efficient
cataloguing systems which will help your search.owdver,
problems may be encountered with searching andsadoeless
organised and restricted and private collectidreger museums
often have their own research departments whictbeaot help.

o Government Department and Commercial/Professional
Bodies. they often hold much statistical information bbaurrent
and historic.

) The Internet: this is a rapidly expanding source of information
of all types.

. The Field: not all historical artifacts are contained in r@usS.

Ancient cities, buildings, archaeological digs et available for
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study insitu. Here, various types of observatiol e required
to record the required data.

Two important factors that play a vital role:

. Authentication of historical data can be a comgdexcess, and is
usually carried out by experts. A wide range ahteques are
used, for example, textural analysis, carbon datipgper
analysis, location checks, cross-referencing anayméhers.

. Interpretation is an integral part of the analysisthe data,
although it can be argued that a current interpogtaof the
historical evidence is required before any realyais can begin.
A detailed historical analysis of an event will Wwerthless if the
historical data have been incorrectly interprefed,example, if
the evidence was from a source whose bias wasetedel

SELF-ASSESSMENT EXERCISE

I List types of data.
. Mention 2 factors that play important role in segof data.

40 CONCLUSION

To conduct a research study two types of data eagakhered. They are
primary and secondary data. Secondary data colecs the first step

in data collection. Primary data, in contraststovey, observations or
experimental data is collected to solve the pddrcproblem under

investigation.

5.0 SUMMARY

In this unit, we have learnt that collection of alas a way of getting
information after proper analysis. Also, we hagarht that the quality
and nature of data collected will determine theoinmfation that will
emanate from it. The issues of quantitative andlitaive were also
discussed. In this, a particular research lenadf its the usage of both
guantitative and qualitative.

6.0 TUTOR-MARKED ASSIGNMENT

What is data elicitation method?

Distinguish between quantitative and qualitativyeetyf research?
Explain the difference between secondary and psirdata?
What are the advantages of using secondary data?

Name two precautions that are required while cboligahe data?

arwpdE
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1.0 INTRODUCTION

The world is full of potential data. You will, h@awer, only be
interested in collecting data which are relevantytur study and
specifically required in order to investigate yowgsearch problem.
Even so, the amount of information you could cdllec your specific
subject is likely to be enormous, so a method rbastised to limit the
amount of data you must collect to achieve yoursaiffihe main
technique for reducing the drudgery of your datidéection is to study a
sample, i.e. a small section of the subject of yoterest. There are
several things one must consider in selecting gpkam

2.0 OBJECTIVES
At the end of this unit, you should be able to:

o list the various sampling techniques
. explain the different statistical tools and teches,.
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3.0 MAINCONTENT

3.1 Why Take Samples?

When the research problem is specified, and anopppte research
design and data collection instrument is developiesl,next step in the
research process is to select those elements fioohwhe information
will be collected. One possibility is to collectfeanmation from each
member of the population. Another way is to cdlieéormation from a
portion of the population by taking a sample of@ats from the larger
group. On this basis, infer something about thgea group. For
guantitative studies in particular, sampling isrextely important. A
well-known example is an opinion or exit poll, dretbasis of a small
fraction of all voters, to infer something of thetwmg intentions of all
potential voters. There are at least two reasongaking a sample
instead of including all units or elements. Thetaaf including all units
will often be prohibitive, and the time needed w sb will often be
long. For example, if you want to study the crppdafic problem faced
by small and marginal farmers, you cannot study eaw every farmer
because you might not have the financial resouares time to visit
each farmer to know about his crop specific prolslerm this case, you
will have to select perhaps a few hundred. Theontgmt issue is,
however, that the farmers selected should be reptative of the whole

group.

Gathering Infor mation

Survey research depends heavily on the processrmplsig and on
asking questions, either through questionnairesterviews or
observations. You do need to acquire skills tahde properly. When
conducting any kind of survey to collect informati@r when choosing
some particular cases to study in detail, the queshevitably arises:
how representative is the information collectedhef whole population?

3.2 Universeor Population

The two terms universe and population are usedcimdageably. A
population may be defined as the totality of aipalar characteristic for
any specified group of individuals or objects. Thad the science
graduate students of a college, all the medicakbao a library, all the
workers in a factory etc., are examples of popoihati
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A population may be finite or infinite. A populafi is said to be finite
if it consists of a limited number of elements battit can be easily
counted. For instance, the population of universstyidents, the
population of a village or city etc. But an intimipopulation is one
whose size is unlimited and therefore, its memisarmot be counted.
The population of fishes in a river, the numbemuotrobes in the soil
etc is examples of infinite population.

Sample

A sample may be defined as a selected number frqgrapalation to
represent it. Generally, this selection is donsoeding to some rule or
plan. By studying the sample some inferences neaynade about the
population.

Statistic and Parameter

A statistic is a characteristic of a sample, butpaameter is a
characteristic of a population. The word parametassed to indicate
various technical measures like mean, median, maostandard

deviation, correlation etc. in the population oivense. Such statistical
measures describe the characteristics of a populatror example, the
population mean (g) is a parameter. Whereas, wigework out certain

measures such as mean, median, mode or the omes&mples, then
they are known as statistics as they are basebleooharacteristics of a
given sample. The sample means (X) is a statistic.

Sampling Frame

The element or object to be sampled or a large cwmrttaining the

objects is called sampling unit. But a list of etlrepresentation of
elements in a population from which the sampleeieced is called a
sampling frame. The elements in a population mestdpresented in
some way. Lists such as membership names, are ofied. Other

examples include organisation directories, telephdinectories etc as a
frame for concluding opinion survey in a city.

Sampling Error

The basic difficulty which confronts us when we wavith samples is
that, samples are virtually never identical to thearent populations.
This difference between a sample and its populaBoreferred to as
sampling error. Furthermore, no two samples froengame population
will be identica. They will be composed of diffetandividuals, they
will have different scores on a test or other measund they will have
different sample means. A sampling error is, tfogee defined as the
difference between a parameter value and the sapgilmate of a
character which occurs when sampling is done fiwgrpiopulation.

69



AEM 772 STATISTICS AND RESEARCH METHODS IN EXTENSION

This is the underlying error involved in samplirgyen if it is done
scientifically.

Sample errors occur randomly and are equally likelybe in either
direction (positive or negative). The magnitudetlod sampling error
depends upon the nature of the population. Theerhomogenous the
population, the smaller is the sampling erroris lalso inversely related
to the size of the sample. This means that sammimor decreases
when the sample size increases and vice-versastBimelard deviation
of a sampling distribution of means is called stadderror of mean.

Probability

Probability may be defined as the relative freqyené an event
occurring, usually reported as a percentage otifrac The probability

of rolling 5 on dice is }/because there are six possibilities on lines. The
probability of a tail on a single toss of coin isd¥20.5. Probability of
.05 means that an event is likely to occur 5 timatsof every 100 times

if it takes place in the same situation.

Method of Selectinga Random Sample

For selection of a random sample, the Table of BandNumbers

(Fisher and Yates, 1963) may be useful. The taétesreproduced in
many other books on research methods and statislies table may be
entered at any point and read in any directionthéoright, to the left, up
the column, down the column, or diagonally usindiféerent starting

point and reading plan, a different but equally ¢yt of random
numbers may be obtained.

For selection of a sample up to two digits (1-99) two-digit random
number table may be consulted. If we intend tedeh set of 10
subjects at random from a population numbered B&p by going
through the first column from top downward, theldaling set of
random numbers shall be obtained. The numbers vdrehepeated or
exceed the size of population are deleted. If a&ioue, a second set
of random numbers shall be obtained.

1'set: 03 97 16 12 55 84 63 33 57 16
2Yset:26 23 52 37 70 56 31 68 64 27
Irrespective of the size of sample to be seledimda population 1 to
999 and 1 to 9999, a three-digit and a four-digihdom numbers
respectively have to be consulted. For arrangirsgtaof numbers of

objects randomly, the same method may be adopimiv-a-days, the
random numbers can be generated through a computer.
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SELF-ASSESSMENT EXERCISE

I List reasons for using sample
. Define the following: a). Sample b). Statistic 8ampling frame
d). Probability

3.3 Typesof Sampling Methods

Following Blalock (1960), most sampling method daa categorised
into two groups:

o probability sampling methods
o non- probability sampling methods.

3.3.1 Probability Sampling M ethods

In probability sampling methods, the size of theep& population or
universe from which the sample is to be drawn nliesknown to the
researcher. Besides, each element of individu#thenpopulation must
have an equal chance of being included in subsécgample. The
positive point of probability sampling method isath the obtained
samples are considered representative and therdafogeconclusions
derived from such sample are worth generalizatioth @@mparable to
similar populations to which they belong. Probi&pgampling provides
for calculating the standard error of the distnbnt Probability
sampling methods are of three types:

o simple random sampling
. stratified random sampling
) cluster sampling.

Simple Random Sampling

A simple random sample which is known as unresticandom sample
may be defined as a probability sampling methodhich each element
in the population has an equal and independentcehainbeing selected.
A random selection of rural primary schools in theal government
would have been such that every school in the laaelaequal chance of
being selected. This sampling method is bias-trees the sample has a
high probability of being representative of the plagpion. The random
nature of the sampling method is expected to actamdrol for all
variables. For example, two groups randomly seteétom the same
population would be expected to have approximatedysame average
of physical, psychological, social and demograghiaracteristics.
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One of the major disadvantages of simple randompBagis that it
does not ensure that the elements which exist @lsmmbers in the
population will be included in the given sample.r example, in a
population of 1000 university students only 10 stuid possess IQ more
than 140 (i.e. genius) and the researcher is o drdy 50 students from
1000, students. If he wants to include few gestugents in the sample,
chances are very slim that such ‘genius’ studeotsidvbe included.

Stratified Random Sampling

In stratified random sampling, the population rstfdivided into two or
more homogenous subclasses or strata, which malyabed upon a
single criterion such as sex, yielding two strataale or female or upon
a combination of two or more criteria such as gax lavel of education
and so on. A simple random sample of the desivmler may be taken
from each population stratum using the table oficem numbers. This
stratification tends to increase the precisionha analysis because of
the homogenous grouping (sub grouping resultsdoag the variance
within each sub-group while maximising the variabetween groups).
Stratified random sampling may be of two types.

Proportionate Stratified Random Sampling

In this method, the researcher stratifies the paipur according to
known characteristics of the population and subsetly, randomly
draws the individuals in a similar proportion fraach stratum of the
population. For example, there are 1000 studentsa imniversity,
comprising 600 B.Sc, 300 M.Sc and 100 PhD studentow the
researcher wants to draw a sample of 160 studemtsthe three classes
in similar proportion as they appear in the popatat This is done in
the following way:

Class of Population Sample
Number of Students | Number of students
Proportion in each class selected

B.Sc. 600 0.60 160x.60 = 96

M.Sc 300 0.30 160x.30 = 48

PhD 100 010 160x.10 = 16

Total 1,000 1.00 160
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Proportionate  stratified random  sampling increasethe

representativeness of the sample drawn from eaetust, because
those elements that exist in a few numbers (PhRlestis in this
example) are also included proportionately in treangle. In this
method, the sampling error can also be minimised.

Dis-proportionate Stratified Random Sampling

In dis-proportionate stratified random sampling moet, the sample
drawn from each stratum is not necessarily disteid@ccording to their
proportion in the population from which they aradamly selected. In
other words, some of the strata of the populatioay nbe over
represented and some under-represented. For exaomyt of 1000
university students, 700 students are male and fa@tale. If the
researcher wants to draw a sample of 100 studemts the set of 1000
and if he draws randomly both the males and femalegjual number,
say 50 each, it will constitute a dis-proportionateatified random
sample. The investigator puts equal weight to esuictum in selecting
the sample and thereby over represents one strdgemale students)
and under represents the other (male students).s fiethod is
comparatively less time consuming than proportiersatatified random
sampling. But due to over-representation of sortrates of the
population, some bias in the sample may be intreducSuch type of
sample may not be truly representative.

Cluster Sampling

This is a random sampling method in which the sarmgplinits are not

individual elements of the universe, but groupleiments or clusters.
For example, a researcher wants to study the prabte rural school-

going children and wants a sample of 10 percedm&n from the rural

schools in the area. He may select at random t€epeof the rural

schools (clusters) in the area and then use aslsaatipthe children

attending those schools. This method has somdigahadvantage. It
is easier to test all children in a few schoolsntha test a group of
children scattered at random throughout, all thets in the area. The
limitation of this method is that it has large sdingperror.

3.3.2 Non-probability Sampling M ethods

Non-probability sampling is that sampling procedurenhich there is
no way of assessing the probability of the elemehfsopulation being
included in the sample. In this type of samplingms for the sample
are selected deliberately by the researcher instfadusing the
techniques of random sampling. Some of the importachniques of
non-probability sampling methods are — quota sargplipurposive
sampling, systematic sampling and double sampling.
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Quota Sampling

In this method, the elements of the sample arectseleuntil the same
proportion of selected characteristics which existhe population is
reached. For example, in a population of 10,00flviduals, 1000
people belong to upper class, 7000 and 2000 peeppectively belong
to middle and lower classes. If the investigatedercher wants to select
1000 individuals, and finally selects 100 indivitki&rom upper class,
700 from middle class and 200 from lower class ediog to his
convenience (but not randomly), this constitutestg$sample. The main
difference between quota sampling and proportiosatgified random
sampling is that in the former, the final selectmiindividuals is not
random, whereas in the latter, the final selecisomndom. This method
is convenient, less costly and can include theviddals from different
strata of population. But quota sampling being an-remdom,
potentially biased sampling method, can lead tgdaampling error.

Purposive Sampling

It is also non-random sampling method in whichgample is arbitrarily

selected because characteristics which they posaess deemed
important for research. In purposive sampling,itivestigator has some
belief that the sample being selected is typicahef population or is a
very good representative of the population. Thisaiso known as
judgment sampling. For studying attitude of thegle towards the
national issues, a sample of journalists, teachedslegislators may be
chosen, which is an example of purposive samplinthis method

ensures that those individuals will be includedthe sample that is
relevant to the research design. This is a popukthod for student
research project.

Systematic sampling

This is a non-random sampling method in which evéhelement is
chosen from a list of numbered elements. Thus)yeslement does not
have a chance of being drawn once the startingt peiselected. The
starting point is often chosen randomly and somegicthanged several
times during the selection process to improve thHeances of
representativeness especially in ordered list. eciely every ¥ roll
number in a class of 70 students, drawing evéfynime from a
telephone directory constitutes examples of sydstienrsampling. This
method is easier, faster and less expensive tg oatrparticularly with
a large population. But it is potentially a biasesnpling method. Bias
and consequent misleading conclusions are partiguikely if lists are
ordered on some large to small character or viasayeor there is
periodicity i.e. sampling a particular day over e weeks. If
selecting every 10 name in a list once the starting point is selected
every 10' name has a 100 percent probability of being seteathereas
the nine names in between have zero probabilibeoig selected.
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Double Sampling

This is defined as drawing a small sample of irdirals from a bigger
sample of them. For example, the researcher wantstudy the
knowledge of newly married couples towards familgnming through
mailed questionnaires. For this purpose, he/shiés maestionnaire to
1000 couples residing in different localities. IHieds that only 50
percent that is 500 questionnaires are returneédm Ehese 500 persons
he draws a random sample of 100 and mails ano¢hef gjuestionnaire
to get their in-depth knowledge about family plargni This method is
known as double sampling. This method has theddesstage of taking
much time and labour of the researcher.

Pointsto note during sampling

Having selected a suitable sampling method, thamng problem is to
determine the sample size. There is no easy artsvikis problem. If
the population is very homogenous, and the studytsvery detailed,
then a small sample will give a fairly represen@tview of the whole.
In other cases, you should consider the following:

The greater the accuracy required in the true semtation of the
population, the larger the sample must be. The gfzhe sample also
should be in direct relationship to the number oésjions asked, the
amount of details required in the analysis of taeadand the number of
controls introduced. It is generally accepted t@tclusions reached
from the study of a large sample are more convgtman those from a
small one. However, the preference for a largepgamust be balanced
against the practicalities of the research ressuyrce. cost, time and
effort.

The amount of variability within the population ¢klically known as
the standard deviation) is another important fadgtordetermining a
suitable sample size. Obviously, in order thatgwsection of a diverse
population is adequately represented, a larger leamil be required
than if the population were more homogenous.

3.4 Statistical Tools

There are two meanings to the world ‘statisticEhe first is the science
of collecting and analysing numerical data, espigcia, or for, large

guantities, and usually inferring proportions imhole from proportion
in a representative sample. The second refersnio systematic
collection or presentation of such facts; for exknppopulation

statistics are records of population numbers an#em#. Statistical
methods deal purely with quantitative data, or wamalitative data
which are expressed in numerical terms.
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As you well know by now, one of the primary purposd scientific

investigation is to discover relationships amongm@mena in order to
explain, predict and possibly control their occooe It is in the
discovery and quantification of these relationshippat statistical
methods are valuable tool. We are talking heraiaborrelation, rather
than casual, relationships.

Correlation techniques generally aim to answerethgaestions about
two variables or two sets of data. Does a relahignexist between the
two variables or sets of data? If so, what is thection of the
relationship, and what is the magnitude? A widegeaof techniques
can be used, depending on the nature of the vasdi¢ing analysed,
and they bear exotic names like Kruskal's gammand&é’s coefficient
of concordance, Guttmann’s lambda and Chi-squadeKaimogorov-
Smirnov tests. However, there is no reason todreaus about this for
as Leedy suggested, a simple definition of staistiight be: a language
that, through its own special symbols and grammalees the intangible
facts of life and translates them into comprehdasimeaning. If
statistical tests are to be used to analyse tha, daere are usually
minimum sample sizes specified from which any gigant results can
be obtained.

You do not even have to be a mathematician to bse gpecial

language, as user-friendly computer packages @si&PSS) will do all
the calculations for you. However, you must beeabl understand the
function and applicability of the various testsytmur own sets of data.
In this respect, researchers are advised to follthwe; first rule of

statistics is “always consult a qualified statisti. The second rule is,
know enough about statistics to be able to viewathace critically.

There is no need to explain in detail the rangtesifs and their uses. It
will help your understanding, though, is a desaiptof the realm of
statistics provided, and the various branches efdikciplined outlined.
The diagram portrays the main classes of statisacgl their
characteristics, and will serve as a guide to tkplamations which
follow:
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STATISTICS
Parametric : .
. . _— Non-Parametric Statics
Inferential Statistic Statistics
Inference Variation ] Randomness
Predictions Correlation Variance
Hypothesis ] Association
testing
Central Tendency
] Correlation
Estimations
Distribution

The major classes of statistics are parametric aod-parametric

statistics. An understanding of the meaning of rampeter, which in this

context refers to a function of the populationessential in order to
appreciate the difference between these two worgparameter of a
population is a constant feature which it shareth wther populations:

a common one is the ‘bell’ curve of the normal trency distribution.

Most populations display a large number of moréess ‘average’ cases
with extreme cases tailing off at each end. FangXe, most people are
of about average height, with those who are exthegmaé or short being

in a distinct minority. The distribution of peofdéheights shown on a
graph would take the form of the normal or “Gausstairve shown

below. Although values vary from case to case,gbeerality of this

type of curve amongst populations is so strongstedisticians take it as
a constant — a basic parameter — on which the lesilmus of parametric

statistics are based. For those cases, whered#n@meter is absent,
non-parametric statistics may be applicable.
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3.5 Descriptive Statistics

The two classes of parametric statistics are dasei and inferential
statistics. Descriptive statistics provide a mdtlad quantifying the
characteristics of the data, where their centrbasy broadly they speed
and how one aspect of the data relates to ano8pacaof the same
data. The “centre of gravity’ of the data, themirg of central tendency
can be determined by finding the ‘mode’ or the ‘ilm@tdand any one of
several ‘means’. These measures have their owractesistics and
applications and should be chosen with regard ® data being
analysed.

Frequency count

Mean Score
Mean and M ode Coincide with the Mean

The measure of the dispersion (or spread) of the, d@w flat or steep
the Gaussian curve appears, is an indication of hmamy of the data
closely resemble the mean. The flatter the cutie, greater is the
amount of data that deviate from the mean i.eféher that are close to
the average. The horizontal length of the curge gives an indication
of the spread of values and the extent of the ewserepresented in the
data, while the occurrence of a non-symmetricalveuindicate
skewness in the data values.

Apart from examining the qualities of a single sétdata, the main

purpose of statistical analysis is to identify aqeantify relationships

between variables. This is the type of researcheaatorrelation

research. But remember, the mere discovery andsumement of

correlation is not sufficient on its own to providesearch answers. It is
the interpretation of these discoveries which piesi the valuable
knowledge which will give answers to your reseajakstion.

Coefficient of Correlation

The technical term for the measure of correlat®nthe coefficient of
correlation. There are many types of these, tlgarson’s’ being the
most common. It is possible to measure the cdroeldetween more
than two variables if you use the appropriate testewever, one must
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be wary about assuming that, because a stringststati correlation
between variables can be demonstrated, there isss&cgly a casual
bond between the variables. It may be purely chamdhe influence of
other factors that, say, leads to area as of hegisity development in
cities having high crime rates. The researchert maefully question
the premises on which such a casual assertion d@& nand review the
facts to examine if such casualty is verifiabl®@iher ways.

3.6 Inferential Statistics

Inferential statistics goes beyond describing tharacteristics of data
and the examination of correlations between vagmbAs the name
implies, it is used to produce predictions througference, based on the
data analysed. What is not so clear from its n#@mihat inferential
statistics is also used to test statistically bdsgubtheses.

The predictive role is limited to estimating pogida parameters from
simple statistics. This is not as abstruse asghiat first seem. Singly
stated, this entails making predictions about thialiges of a total

population on the basis of the qualities of a sanglhis is an exercise
which is commonly carried out in quality controbguction processes,
where a sample of the production is tested in otdeestimate the
qualities of the total production. Three paranstéyualities) are
commonly estimated: central tendency (proportibrpr@ducts which

are close to the norm, e.g., within permitted $@erance; variability

(e.g. range of sizes occurring), and probabilityy.(¢he proportion of
acceptable products produced).

As with all predictions made from samples, the espntative quality of
the sample is crucial to accuracy.

Two types of estimate can be made of populatiorarpaters from

sample statistics: points estimate and intervainesgés. Point estimates
attempt to pinpoint the population parameter thiotige sample statistic
value (.e.g. the standard derivation and average sf a sample of
manufactured components, giving an estimate okthedard deviation
and average size of the whole production run ofséome component).
While this produces a precise estimate of the patars of the

population, the values are greatly dependent orirthe representative
guality of the sample.

Interval estimates of parameters are the samplistgta to predict the
band within which almost all (typically 95% or 99%i) the values will

lie. The expected range of the statistical valokshe population is
established, and if any values fall with a sigrfitfrequency (i.e. more
than 5% or 1%) outside this range, then this vdigbwill be
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considered to be caused by something more than ofemece. For
example, the range of sizes of a manufactured coemgas estimated
from a sample to be normally within a certain talere, e.g. fLlmm
when the production machines are running correctfymore than say
5% of the components are found to be beyond thess,sand then the
production is being changed (e.g. a fault in thedpction machine),
obviously, the larger and more representative émepte from which the
sample statistics were taken, the more likelihduat the prediction is
correct.

3.7 Null Hypothesis

The statistically based hypothesis is commonlyrreteto as the null
hypothesis. Inferential statistics are used tottas type of hypothesis.
As a very simple example of the principles involuesing the above
case of the manufactured component, the engineer delsigned the
production machines could hypothesise that, acogrtti his design, the
components will be manufactured within the sizesrtahce_+1mm.
Assuming that the machines are properly built andkimg correctly, if
samples taken of the components produced show 3b6%i of the
component fall within the size tolerance (i.e. mgngicant different is
observed between the predicted and the observednpéers: this is
where the null comes from), then his hypothesis banseen to be
supported. If more samples are taken with the sa®elt, then more
support is received. If, however, the sample shibvasmore than 5% of
the components exceed the size tolerance, thea thex cause for this
beyond mere chance. The engineer’s hypothesisbeillejected. For,
his hypothesis was proved to be wrong either duadorrect design or
faulty calculation.

3.8 Non-Parametric Statistics

Not all data are parametric, i.e. samples and @ojounls sometimes do
not behave in the form of a Gaussian curve. Daasured by nominal
and ordinal methods will not be organised in cuwen. Nominal data
tend to be in the dichotomous form of either/og(¢his is a cow or a
sheep or neither), while ordinal data can be dysgulan the form of a set
of steps (e.g. the first, second and third pos#tion a winners’ podium).
Statistical test built around discovering the meatandard deviations
etc. of the typical characteristics of a Gaussiamve are clearly
inappropriate for analysing this type of data. N@mametric statistical
tests have been advised to recognise the partichidaacteristics of non-
curve data and to take into account these singhlaracteristics of non-
curve data as well as take into account these lsingharacteristics by
specialized methods. In general, this type of i®déss sensitive and
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powerful than parametric tests — it needs largenpdas in order to
generate the same level of significance.

Tests can be used to compare the qualities of twmare groups or
samples (e.g. Wilcoxon matched pairs signed rars, teign test,
Kruskal Wallis test) or to analyse the rankings enag different judges
(Kendall coefficient or concordance, Spearman rarder correlation),
or to compare the data from observed and theorsteaces (chi-square
test). Detailed information about which test te der particular data
sets can be obtained from specialised tests oistgtst and of course,
your own expert statistical adviser. This is p@dha good place to warn
you that computer statistical packages (like ST®#)not distinguish
between different types of parametric and non-patamdata. In order
to avoid producing reams of impressive looking,utto meaningless,
analytical output, it is up to you to ensure that tests are appropriate
for the type of data you have.

This is a specific method of examining records lbkinds (e.g. radio
and TV programmes, films, etc), document or pulilces. A checklist
is made to count how frequently certain ideas, wopkrases, images or
scenes appear in order to be able to draw somdusimes from the
frequency of their appearance (e.g. the perceptadn modern
architecture in the media). Care must be takeh wélection of the
variables to be studied, and the method of theeismeement. The data
collected can be summarised and collected eithdoons or by using
statistical tests.

Qualitative Analysis

By immersing him/herself in the data and then d&agcout patterns,
surprising phenomena and inconsistencies, the nes®acan generate
new concepts and theory, or uncover further ingsraf those already
in existences. The clues to new concepts andyh#wugh indistinct at
first, will be strengthened by repetitions of inemds or works,
irregularities (e.g. conflicting views offered byiffdrent groups of
people), and other signs, such as particular emetthsplayed when
people see things.

SELF-ASSESSMENT EXERCISE
I Identify the different sampling methods.
. Explain briefly: a) Stratified random sampling b)lu€ter

sampling c) Purposive sampling.
iii. List the points to note during sampling.
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4.0 CONCLUSION

A problem confronting the researcher determineskviif the sampling
methods available and the appropriate one to usethis unit, the
criteria the researcher can use when selectingpipeopriate sampling
method is discussed.

5.0 SUMMARY

This unit teaches the learner to understand sagglih various nature.
We have been able to look at population, sampleypbag frame,
representative sample, sampling error, and non-&agngrror.

6.0 TUTOR-MARKED ASSIGNMENT

1. Why do researchers use sampling procedures?

2. Briefly comment on simple random sampling and Systic
sampling methods with examples.

3. Why should you not make generalisations about amtwy the
observation of a simple case? Are there instamndem this is
done? Give one example.

4. What do you mean by sampling error?

5. Briefly mention about statistics and its uses.

6 What is null hypothesis?
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UNIT 1 DATA PRESENTATION
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1.0 INTRODUCTION

Data are for large samples where the parametrilmgssons cannot be
met. Data are either counted or ranked. Statiggiconcerned with data
collection, organisation, analyses and interpretatif data collected for
decision making. Statistics is in a way making sen$ variability.
While descriptive statistics deals with describiagsample without
making any generalisations, inferential statisitscabout the confidence
with which we can generalise from a sample to titeée population. In
this unit, we are going to discuss how the datdectdd can be
presented for possible decision making.

2.0 OBJECTIVES

At the end of this unit, you should be able to:

) handle data for decision making
) present research finding in narrative, tabular gunaghhical forms
) calculate measures of central tendency and digpersi
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3.0 MAIN CONTENT

3.1 Data Handling

When data have been collected in research, theg ttabe edited and
coded in a numerical form ready to be summarisdat twibles, charts,
diagram or group into frequencies before calcutetiare made. In this
discussion, it is assumed that coding and editinehbeen done. The
collected data are ready to be summarised. Databeapresented in
four principal methods namely, tables, diagramaytshand graph.

3.2 Tabular Presentation of Data

Tabulation is one way of presenting statisticahdaA table is a detailed
display of numerical information. Data are arrahge horizontal rows
or vertical columns in a table.

Rules for Tabulation
In constructing a table, the following rules ardwed:

Table must be titled

The title must be precise, concise and descriptive
Columns and rows must be divided by rulings
Table should not contain too much information
Table must be neat to convey its message.

arwnPE

Tables form the basis for reducing and simplifythg details of a mass
of data into a form that is understandable. Taldés facilitate
comparison of data.

A statistical table could be a simple one or a demmne. A simple

table presents the number of measurements of dess®j of items
having the characteristics stated at the head aaflamn or row which

forms the basis of the table. However, a comp&det presents the
numbers or measurement of more than a group ofsiteet out in

additional columns or rows and the table is oftesded into sections.
A simple table, (Table 1), shows scores obtained28yagricultural

extension students in an agricultural statisticangration. While a
complex table, (Table 2), presents array of exatimnacores obtained
by 10 agricultural extension students in five agjticral extension

courses.
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Table 1: Students Scores in  an Agricultural Statiscs
Examination

No. of Students Scores obtained

7 53

5 62

6 65

8 71

2 75

Total 28

Note: Simple frequency distribution can also be calledgrouped
frequency distribution while grouped frequency mlsttion requires us
to group values of the variables and thereforegmesesults as grouped
frequency distribution. A frequency distributiohases the frequency
with which each value of the variable occurs in istribution. In
essence, we have simple frequency distributiongaodped frequency
distribution.

Table 2: Students Scores in Five Agricultural Exnsion
Courses

S/N | Programme| Rural Extension Extension Extension

Planning Sociology| Communication | Administration | Research

Methods
1. 60 56 62 61 58
2. 54 50 55 52 55
3. 64 63 62 60 61
4. 65 62 68 63 62
5. 58 55 56 54 55
6. 59 56 53 54 51
7. 68 64 66 63 65
8. 60 62 65 62 63
9. 64 63 64 61 68
10. | 65 60 62 68 64

3.3 Diagrams and Charts

These are pictorial presentation of data. A clias not present
information as precisely as a table gives a quickerall impression of

findings. A glance at a chart might persuade ssuide one to read the
accompanying report. The most popular types om$oof graphs or

chart are:
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Histogram

A histogram is a graphical display of a frequengstribution. It looks
more or less like a bar chart except that therenarspaces between the
“bars” of the histogram. For example, if in a coomity, there are 38
poultry farmers (egg producers) and a survey wame do obtain their
knowledge of some improved poultry production ps and the
following scores were obtained:

84 |82 |75 |70 |71 |65 |66 |68 |59 |54 |55 |57 |58
49 |50 |49 |51 |44 |46 |47 |48 |48 |44 |39 |40 |41
41 |41 |34 |34 |29 [29 |24 |25 |19 |20 |22 |15 |12

The array of data could be presented is in Figd@wever, to obtain the
histogram, first, we need to construct a frequemigstribution as
illustrated in Table 3.

Table 3: Frequency Distribution of Knowledge Scors of
Poultry Farmers on Improved Poultry Practices

Score interval

Tallies

Frequency

84-88
79-83
74-78
69-73
64-68
59-63
54-58
49-53
44-48
39-43
34-38
29-33
24-28
19-23
14-18
9-13

I
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Sum38
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Fig 1: The Histogram of Farmers' Knowledge
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Frequency Polygon

This is another method of representing a frequetistyibution. In this,
a curve is drawn by connecting the mid points & tolumns. Then
resultant frequency polygon usually shows the shapa distribution.
For example from Table 3, a frequency polygon cardtawn for the
knowledge scores of the 38 farmers.

Fig 2: Frequency Polygon for the Knowledge Scoreso  f
Farmers
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84-88

Frequency Carve
A frequency curve shows the shape of a frequenstyilgution. It is

necessary to always use small class intervals @@ lobservations in
order to have narrow and long columns. However,jdiging the
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resultant histogram we will have a curve that dessrhow the variable
is distributed in the population. Using scoresTable 3, we can obtain
a frequency curve as follows:

Fig 3: Frequency Curve of Knowledge Score
9 1\
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Score interval
Fig. 3: Frequency Curve of knowledge Score

Distribution Shapes

A distribution is described as skewed if the cdses to pile up at one
end of a curve and with a long tail at the othéeevi&ness is described
in terms of the tails of the distribution. Gengrathere are three main
types of distribution shapes.

1. Positively Skewed Distribution
When there is piling up of cases on the left ofdstribution and
a long tail extending to the right, the distributics said to be
positively skewed. In this type of distributionajority of people
have low scores/values while few high scores ouesl That is
low values have the highest frequencies. Thishés tiype of
distribution obtained when difficult tests are give students.
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Figure 4: A Positively Skewed Distribution

Negatively Skewed Distribution

When there is a pile-up of so many cases on tha 0§ the
distribution with a long tail extending to the lefif the
distribution, the distribution is said to be negaly skewed. This
kind of distribution is obtained when a teacheregian easy test
to a group of students and most of the studentmbigh scores

or values on the tests. In this type of distribathigh values
have the highest frequencies.
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Figure 5: A Negatively Skewed Distribution

3.

Normal Distribution
When most students have similar scores with a fawnig low

and high scores respectively in a test, a nornsfidution is the
result.

Normal distribution has a bell-shaped curve thatyisimetrical
about the arithmetic mean. The two ends of therecwlo not
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touch the horizontal axis although they approacsithe values
of the variables become extremely small or extrgneige.The
normal distribution has two parameters: they are @hthmetic
mean and standard deviation.

These parameters determine the position and sprafad
distribution. There is a relationship between tlmemal curve
and its parameters that enables the proportionpoipallation that
lies between any two values of the variables incwhive are
interested to be found. Tables are availabletfes¢ proportions.

We use Greek lettgr to denote the arithmetic mean of a population and
the Greek lettess to denote the standard deviation of a populatian.W

use Greek letters to stand for population paranstdrordinary lette
for sample statistics for example, x.

In a normal distribution, almost all of the popidat lies between the
values of the variable that are four standard diewia (4c) on either
side of the arithmetic meamp)(of the distribution. The range4 ¢ to
utd o spans 0.999 or 99.99% of the population. Thelkehbei only a
tiny proportion of the population (0.01%) outsitie range.

As a normal curve is symmetrical, the mean, theiamednd the mode
coincide at the centre of the distribution. Halftbé population has a
value of the variable above the mean and halfdedsw the mean.

Other proportions of the area under curve thatbeafound are:

0.6826 betweenu(-1c) and (1+1 o)

0.9545 betweenu(-2 ¢) and (1+2 o)

0.9973 betweenu(+36) and (1+3 6)

‘/'f
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Figure 6: A Normal Distribution
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Cumulative Frequency Curve (Ogive)

Data can be pictorially represented by the cumwgatiequency curve
which is also called the Ogive. An Ogive is fornmgg obtaining the
cumulative frequencies and converting them to tlopartions of all the
cases which is the relative cumulative frequenay thien multiply them
by 100.

There are two types of Ogives, namely, “less th@give and “More
than “Ogive. To build an Ogive curve, we creatditoinal columns for
the score interval and frequency columns for theresanterval and
frequency columns. These additional columns are ¢hmulative
frequency column (CF), cumulative proportion colu@P) and the
cumulative percentage column (C %). This can lbstilated with a set
of 50 farmers’ knowledge scores as shown in Table 4

Table 4: Frequency Distribution of Knowledge Scog of 50
Farmers
Scores Frequency | Cumulative Cumulative C%
Frequency Proportion
(CCF) (CCP)
30-39 6 6 6+50=0.12 12
40-49 9 15 15+50=0.3 30
50-59 9 24 24+50=0.48 48
60-69 13 37 37+50=0.74 74
70-79 8 45 45+50=0.9 90
80-89 5 50 50+50=10 100

In plotting and interpreting the “Less than” Ogiwee use the upper
class limits. The interpretation of Table 4 is tHar example, that 6
farmers have knowledge score less than 39. 15efaritave knowledge
score less than 49 while 37 farmers have knowledgee less than 69
and so on.
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One advantage of either “Less than” or “More thanfve is that we can
estimate the number of farmers, who have certamicpéar level of
knowledge.

In plotting “More than” Ogive we use the lower ddsnit. In Table 5
for example, 50 farmers have 30% or more knowledgearmers have

40% or more knowledge.

Table 5 will be used tot pMore than”

Ogive.
Table 5. Frequency Distribution of Knowledge Scores of 50
Farmers
Scores| Frequency Cumulative Cumulative C%
Frequency (CF) | Proportion (CP)

30-39 |6 50 50+50 =1 100
40-49 |9 44 44+50=0.86 86
50-59 |9 35 35+50=0.70 70
60-69 |13 26 26+50=0.52 52
70-79 |8 13 13+50=0.26 26
80-89 |5 5 5+50=0.1 10

92



AEM 772 MODULE 4

Fig 8:A 'More Than' Ogive
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Fig. 8: A “More than” Ogive
Bar Chart

This is appropriate for displaying frequency dlsition or other
information related to qualitative or attribute @at This is because
attribute data have distinct end points and cafweotnerged as in the
case of histograms. There are different types of dbarts namely —
simple, multiple, component and percentage bartehBar charts can
be used for comparisons of two or more groups.

Tips for Constructing Bar

1. Thickness of the width must be regular throughdbe
construction

Constant gap must be left between bars

Start scale at zero point

Bar charts can be presented in a horizontal form
Description could be placed in bars if too rowdy

akrwn

Simple Bar Chart
A farmer incurred some expenditure on his farm apens; these are

expressed as percentage of total expenditure. &taeahd figure of the
expenditure are illustrated in Table 6 and Figurespectively.
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Table 6: A Farmer’s Expenditure on his Farm Operatons
Farm Operations Percentages (%)

Clearing operations 10

Land preparations 15

Inputs 40

Labour 20

Miscellaneous 15

Total 100

Fig 9: Simple Bar Chart of Crop Farmers Expenditure

40
351
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25
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10
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Clearing Land Prep Inputs Labour  Miscellanous

Farm Operations

Multiple Bar Charts

This is used to compare the changes in value ofammore variables.
For instance, we might want to compare the earrofgsale and female
farmers within the same community over a periotiraé. The array of
data is given in table 7.

Table 7: Farmers Earnings in a Community

Sex Jan Feb March | April May June
Male 500 550 400 450 500 600
Female | 300 300 350 400 450 500
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The array of data may be represented in Fig. 10guai multiple bar

chart.

Fig 10: Multiple Bar Charts of Male and Female Farm

Earnings in a Community
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Component Bar Chart

This is used to show the total components of aabéeiover a period of
time. Assuming the data in Table 8 illustrate distribution of students
in each department of a Faculty of Agriculture. eDa period of three
year-period, a component bar chart as in Figureoldd be constructed.

Distribution of Students in a Faculty of Agriculture

Departments 1978 1979 1980
Extension and Rural20 25 22
Development.

Agricultural Economics. 30 28 31
Agricultural Biology. 12 10 10
Agronomy. 10 10 10
Animal Science. 13 12 12

Total 85 85 85
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Fig 11: Component Bar Chart of Distribution of Stud  entsin Each
Department

Values

01980
m1979
m1978

Departments

Percentage Component Bar Charts

To obtain a percentage component, bar chart saesonverted to
percentages before constructing bars. Each columrthée graph
constitutes 100% of the time period of that vaeabAll columns in the
graph are of the same height.

Pie Chart

A pie chart is useful in representing proportiomalationships of
between magnitudes when these are more importantthie magnitudes
themselves. Pie chart is a circular diagram incWheach class or
attribute is represented by a sector whose argaoigortional to the
percentage or relative frequency of the class wibate. The relative
frequency of a class is the ratio of the frequenicthat class to the total
number of occurrences or observation.

Steps in drawing a pie chart

I Find the relative frequency or percentage valuthefamount in
each class.

. Determine the angle of the sector correspondingdaoh class
using the formula.

Angle of section: _fi x 360
1. YA 1
Where fi = Frequency or amount of class.
>fi = sum of all frequencies or total amount in@ésses.
The ratio fi
>fi  is called relative frequency
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iii. Draw the pie charts

For instance if there are 85 students in the exanalove and 20
students in Agric Extension Department, 10 studentdgronomy, 35
students in Agric. Economics, 15 students in AnirBalence and 5
students in Agric. Biology, then we can construgiti@ chart as in Fig
12. This will be based on the following calculatso

Agric. Extension — 20 students = 2B60= 84.7
85 1

Agronomy - 10 students = 20360 = 42.35
85 1

Agric. Economics - 35 students = 8860 = 148.24

85 1

Animal Science - 15 students = 36 360 = 63.53
85 1

Agric. Biology - 5 students =%360 = 21.18
8 1

Fig 12: Pie Chart of Distribution of Students in Fa  culty of Agric

O Agric Ext

m Agric Econs
O Agric Biology
0O Agronomy

W Animal Sc.
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3.4 Grouped Frequency Distribution

Sometimes due to the nature of the question ofresgarch, we might
wish to group values of variable and present resuit grouped

frequency distribution. If for example we have #mwledge score of
improved practices of 50 farmers after a campaigh @presented as
follows:

45, | 50, 70, 60, 30, 35, 50, 40, 80, 170, B85, KO, |40,
80, | 70,| 70, 55, 45, 80, 6% 40, 75, 150, 45, [0, |60,
60, | 50,| 40, 70, 60 65 70, 35, 60, 80, %0, p5, |60,
50, | 40,| 80, 70, 60, 40, 30, 60, 50, 35, 50.

For grouped frequency distribution, we can groupres in groups of
10. For instance,

30-39, 40-49, 50-59, 60-69, 70-79, 80-89 and so on.

Table 9: Frequency Distribution of Knowledge Scors of
Farmers

Variable Tally Number of Farmers
Scores Frequency

30-39 —II | |6

40-49 [ | 9

50-59 Qi i 9

60-69 " u |13

70-79 e 8

80-89 Al 5

Total 50

In a group frequency distribution, class limits ahe smallest and
largest values that are included in a class. Héocgroup 40-49, 40
and 49 are the class limits. Class width are dfiees between the
lower class limit of any interval and the lower sgdalimit of the next

class interval. Class limits are also statisticallgfined as half a
measurement unit above the largest observatiorevialuhe class and
half a measurement unit below the smallest obsé&rvahlue in the

class.
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SELF-ASSESSMENT EXERCISE

I List the different charts and diagrams for presgntresearch
reports.

. What are the different steps to follow in order doaw the
following charts and diagrams: (a) Pie chartsHistograms (c)
Bar charts?

3.5 Measures of Central Tendency

Measures of central tendency or location are meaghat help to locate
where the data are concentrated or centered aecdasor packed. The
most common measures of central tendency or lotaie mean, the
mode and the medium.

The Mode

This is a category of a variable that contains neases than can be
found in other categories. In other words, the mesdée most frequent
score. For instance, in a community, the followimgstribution
represents the number of times maize plots wereledcke

Maize plot Frequency

~Noob~,wWNPE
NPFP,PRAARNOOTW

The most frequent value is 3 as it has a frequef®; Thus the mode
iIs 3. Mode could be unimodal or bimodal. For gred data, the mid-
score of the interval with the highest frequencythe mode or the
interval with the highest frequency i.e. the modderval. Mode is
greatly influenced by skewed distributions.

Median

In a list when values of x can be arranged fronhégg to lowest score,
the score that falls in the middle is the mediaoresc Median is the
value of x such that there are as many score grédaa the median as
there are scores less than the median. The mexdihe mid point of a
distribution. That is the point where 50% of tlmre lie below and
above. Actually, this is also a centile. A centi$ that point below
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which a certain percentage of the cases lie. iBise, the median is
the fiftieth centile.

To calculate median remember to arrange score destending or
ascending order before determining the median.

Apply either N+ 1 for odd numbers or

2
Apply N and_N+ 1 for even numbers
2 2

For instance, the median for odd numbered disiobudf 55, 48, (39),
36, 25 is 39.

Median for even numbered distribution of 55, 48, 39 25, 10.
The mid point is the average of the two middle ssor

39 + 36 = 37.5
2

Median for Grouped Data

The following ages of farmers were obtained inaming community:
12, 14, 15, 16, 17, 19, 22, 24, 25, 24, 26, 27,283,29, 30, 31, 32, 33,
33, 32, 36, 37, 37, 38, 39, 39, 38, 37, 42, 42 44346, 48, 48, 47, 51,
52,52, 54, 58, 62, 62, 64, 65, 66, 68.

Find the median age of the farmers.

Procedure

1 Form the farmers’ age into classes or groups.
2 Find the frequencies.

3. Find the cumulative frequency (or less than).
4 Apply the formula.

Mdn = L + (N— cfb) |
2

fw
where
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Mdn = median
N = Number of cases in the distribution
L = Lower limit of the interval within which the ndén lies containing
the median
fw = Frequency of cases within the interval contagrthe median.

MODULE 4

i = interval size.
Table 10:  Frequency Distribution of Farmers Ages in a
Community

Interval Tallies Frequency Cumulative
Frequency (CF)

12-16 [ 4 4

17-21 Il 2 6

22-26 1 5 11

27-31 mr 1 6 17

32-36 I 5 22

37-41 Nl 7 29

42-46 M~ 5 34

47-51 [ 4 38

52-56 1] 3 41

57-61 I 1 42

62-66 Il 5 47

67-71 I 1 48

Mdu = L + (N— cf6) i
2

fw

= 32 + (48— 17)
2

5

=32+ (24-17) 5

5
=32 +(7)5
5

=32+(1.4)5
=32+7
=39

5

101




AEM 772 STATISTICS AND RESEARCH METHODS IN EXTENSION

Mean

It is also called arithmetic mean

X= ¥X
N

Weighted mean X = N (Xa) + Nay (Xa)
Ni;+ N,

Where
N1 = Number of individuals in group 1

N, = Number of individuals in group 2
X1 = meanOf Group 1
X, = Mean of Group 2

For instance, in a sample of 100 farmers, 60 offdnmers were female
while 40 were male and we determined their knowdeldgel to be 70%
and 80% male and female respectively, calculateteeage knowledge
of the farmer.

_ _N(Xayt Ny (Xp)
Weighted meanX = NN,

X = (60 x 80) + (40x70)
40 + 60

X = 4800 + 2800
100
= 7600
100 = 76

Comparison of Mean, Median, Mode

Mean is more affected by skewed distribution, medests for skewed
distribution while mode is greatly influenced byesled distribution.

Measures of Dispersion

Measures of dispersion or measures of variabilgyednine how far
apart the observations are. It is possible for different sets of data to
have the same mean but different values of the samasure of
dispersion. Measures of dispersion include rarmgelities, mean
deviation, variance and standard deviation.
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Range
The range is the highest score minus lowest sdasegne
HS-LS+1

Range is affected by the number of scores. lwistrue reflection of
variability.

Quartiles

These refer to the point on a distribution belowichha certain
percentage of scores will be found. This is cal®d exactly the same
way as median.

There are actually 4 quatrtiles.

Q1 = (First quartile) 75%

This is the point below which 25% of the scoreshaf distribution will
be found. This is also referred to as the lowertije.

Q2 = (Second quartile) 50%

This is the point below which 50% of the scoresl Wwé found in the
distribution.

Q3 = (third quartile) 25%

This is the point below which 75% scores of thetritigtion will be
found. This is also called the upper quatrtile.

Q4 = (Fourth quartile)
This is the point below which 100% of the scorel @ found.

The formulas for calculating Q3 (upper quartileyl &1 (lower quartile)
are:

Q3 = L + (3N- cfb)i
4 -

fw

While
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Ql=Lx(N—cfb)i
4

fw

The process of calculating them is the same as ftratalculating
median of a grouped data.

Mean Deviation

The mean deviation is the average deviation ofs&idution of scores
from the mean.

Xi - Xi - X
MD = (X1 —X) = X (X)

N N

The mean deviation is obtained by subtracting eswbre from the
mean, summing up all the differences and dividing M. This
arithmetic operation ignore all the signs (+ or -).

Variance

The variance is the squared deviation around thenmé& here are two
methods of calculating variance: sum of square atk#nd raw score of
method.

Sum of square method

In the sum of square method, variance is obtainedubtracting the
mean from each score and squaring the differefite differences are
then summed up and it is referred to as sum ofreq(ss). When we
divide the sum of squares by N, we obtain the waea This sum of
square method is illustrated on Table I
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Table 11:  Sum of Square Method of Calculating Vaance

X X(X-X) X2 (X-X)?
9 +3 +9

8 +2 +4

7 +1 +1

6 0 0

5 -1 +1

4 -2 +4

3 -3 +9

Yx>42 Yx? = 28

Variances ? = Yx? = 28= 4
N 7

Raw score method of variance calculation

We calculate the sum of squares from raw scorésllasys:

= yx* = (o)
N

>'X = sum of raw scores.
Y'x?= sum of square of raw scores
(>x%) = correction term

N

Yx*~ also called the corrected sum of squares

For population

% = 3x 2 (0
N

For sample
S=3x* - %)’
n

n-1
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Table 12: Raw Score )I}/Iethod of Calculatirzlg Variane

X
9 81

64
49
35
25
16
9

w » 01O N

280

c2=280-1764
7

=

= 280 -—252
7
= 28
7
c?=4

For sample size, it will be

S =yx° - &Ox)°
n
n-1
280 -252
6
- 28/6
S = 4.67
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Standard Deviation

This is the square root of the variance. Whilehaance gives values
in squared units of measurement, standard devigiwes values in the
original units.

6%= \¥xPorc®= ~c?
N

S =\Yx’orc*=+c?
n-1

Computational formula is

N

N
Or

For sample

S =Vpx’" (20°

n

n-1

From our earlier data used in calculating variance

c=\V4=2
Or
S =vV4.67 =2.16

Standard deviation allows us to describe the redaposition of any
observation in a distribution. Once we know theameand standard
deviation, we can say exactly the number of obsens that are 1, 2,
or 3 standard deviation above/below the mean.

Another important use of standard deviation is he use of linear

transformation of raw scores to standard “Z” scordswever, Z scores
have 2 great limitations: having negative signs @éecdmals.
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SELF-ASSESSMENT EXERCISE

I Explain the following: Central Tendency, Standardviation,
and Variance
. Express the calculation in formulas.

4.0 CONCLUSION

In data presentation, statistics is concerned wiaihecting organising,
analysing and interpreting data collected for denisnaking Statistics
Is in a way making sense of variability. While dgsiive statistics deals
with describing a sample without making any gersattans, inferential
statistics is about the confidence with which wa generalise from a
sample to the entire population.

5.0 SUMMARY

In this unit, we have learnt how the data colleatad be presented for
decision making. We were able to discuss amoner dtiings:

6.0

108

rules for tabulation

diagrams and charts

skewed and normal distribution
measures of central tendency
measures of dispersion and
grouped frequency distribution.

TUTOR-MARKED ASSIGNMENT

Describe the following:

a.
b.
C.
d.

Tabulation

Diagrams and charts

Normal Distribution

Grouped Frequency Distribution.

How do you describe the component of the institutacated in
the middle belt of Nigeria?
Draw the pie charts to describe the following data:

a. Administration Department = 50 staff

b. Finance and Accounts Department = 35 staff

C. Rural Development and Gender Issues Department = 12
staff

d. Agricultural Development Management Department = 4.
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UNIT 2 REPORT WRITING
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6.0 Tutor-Marked Assignment
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1.0 INTRODUCTION

One of the most difficult aspects in research eppring a report, which
iIs most often delayed for a variety of reasonstegearch may have the
most brilliant hypothesis, the most carefully desid and conducted
study, the most striking findings but unless thaee put together in a
meaningful way and communicated to others, it wibt have much
relevance. For the fact that writing the report Idobe difficult,
sometimes scares people.

Report writing is a process of analysing, undeditagy appreciating and
consolidating the findings and project a meaningfiodl coherent view
of the phenomenon studied. The sole purpose ohtsewriting is to
inform, hence it should be accurate and truthfuhaut exaggerations.
The report should be factual rather than expressiwpinion, written in
a disinterested third person, in a passive rarehgasning humour. Since
the study is completed when the writing occurss iisually written in
the past tense although the present tense may éeé s those
statements of continuing and general applicabilityhe purpose of the
report is not communication with oneself but commation with the
audience. The author makes an attempt to clargfyotvn thoughts in
order to make it meaningful to the reader and it purpose, he may
have to clearly be aware of what the audience wamnmeed to know
about the study and how the information can be jrestented.

Different procedures have been used to prepareandsereport
depending on the type of audience aimed at bydpert. It may start
with the statement of the problem, presentation tleé research
methodology, results, discussion, conclusions amglications.
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There are some basic qualities of good scientifitivg, which include
accuracy and clarity. The first question that certethe writer of the
report is what information to convey and how theiaas points are
related to one another. The requirement for thigisvrite a detailed
outline of the proposed report and to go over d@iadgo discover any
omissions.

It would be desirable to have someone to go thraighoutline and
make comments regarding the coverage, sequendmgg,points of
omission, etc. There are different outlines used gresentation of
research report, a sample of which is presented |8this may also vary
with the nature of the study and the particulacigi;he in which the
report has been prepared.

As for the writing style, one should be guided bg bbjectives of the
writing, the sole purpose of which is to conveyommhation rather than
to achieve a literary production.

2.0 OBJECTIVES

At the end of this unit, you should be able to:

o appraise the method of preparing a research report

. identify the target audience — sponsor of reseadministrator
or policy makers, academic community and to preplaeereport
accordingly

o provide a general framework for preparing a reseegport.

3.0 MAIN CONTENT

3.1 Target Audience

The form of a research report will depend uponttrget audience for
whom it is intended. The research report can lepared for the
academic community, the sponsor of a researcheogeheral public.

Reports prepared for academic community may tai&dédim of a thesis
or dissertation leading to some academic degrdéenaay take the form
of a monograph incorporating in a detailed manther entire process of
research or it may take the form of a researclclartlealing with
different aspects of the study published indepetigeim different
journals. Here, the main objective is to indicdatee scope, the
methodological variations made in undertaking tiuel\s rather than the
findingsper se.
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In the research reports prepared for the sponsoes r@search, they
become the target audience. The needs of the sporespbe different
as they may want to understand problem or solvechlgm. The
purpose of the research report is to inform theouar aspects of the
problem studied based on the objectives in termduilling the
requirements of the sponsor. It gives answers ¢oréisearch questions
proposed by them in an effort to solve or undestaat problem.

As for the research reports published for the comtion of the general
public, it may take the form of summary reportgicés or brochures.
The main concern would be to know the salient femstwf the findings
without bothering about technicalities. Based oa thrget audience,
research reports can be classified into:

. Comprehensive research report
. Research articles
o Summary report

Each of these may take the form in which it mekésrequirements of
the target audience. However, it is asssumedaitt@mnpting to write a
multi-purpose report to serve all audience beconiffcult because

what each one looks for in the report will be diffiet. It is assumed that
the most useful approach is to choose and writeaf@ingle target

audience at a level appropriate to it.

The form, content and style of the research regploould be chosen to
suit the level of knowledge, experience and interefs the target
audience as well as anticipate the likely useshferesearch findings.

3.2 Suggestions for Preparing Reports

Comprehensive Research Report

The report should be an effort to narrate the ttaéarch process and
experience. The experience of the researcher shmuldocumented in
selective and organised way.

The objective of the research report is to commateiavith the target
audience and hence the level or knowledge, undhelistan of the
audience should be kept in mind.

The major thrust of the report should be to commatei what actually

happened throughout the research process and mglyswhat we
hoped would happen at each stage.
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Research experience and findings that may not sedrve any relation
to the immediate objectives of the study should b®teliminated in a
hurry. What may appear to be irrelevant infornmatieay turn out to be
important to understand the difficult situation.

The report should not be merely selective — namatif our successes
but may also contain the limitations along with thasons for it.

It is more efficient to first prepare an adequaitdioe and then to follow
it by drafting a report.

Since most readers may not go through the entperteit is necessary
to organise the chapters and sections effectivélly meaningful titles
so that those interested may read the concernéidrseas required.

Research Articles

It deals with different facets of a research probl@ a more detailed
fashion, emphasising the methodology adopted insthdy.Also, the
conclusions are to be related to the specific dives.

Summary Reports

These are generally meant for the general publ&ince summary
reports may receive wide distribution, they arej@irently written in less
technical language and may make greater use oérbgtethods of
presenting the data. It focuses on major findirtgsjr elucidation in
simple and clear language and categorical statesmabbut the
implication of the study and recommendations.

3.3 Reports for Administrators and Policy Makers

We may have to prepare reports for administratog @olicy makers
which may have implication for their activities.

If the research is sponsored by an organisatioay tmay ask the
researcher to diagnose the situation, evaluatea¢hien programme or
advise them about alternative programmes to sobreesparticular
problem.

However, in these reports, the technical detailsceming design and
execution of research are of subsidiary intereshéoadministrators or
policy makers as they are primarily concerned ablmeidiagnosis of the
problem and recommendations. In case the researciimed at
evaluation of on-going action programme, the repbduld contain:
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. An assessment or appraisal of the quality and gyaoftactivity
or effort

Describe performance (results or efforts)

Evaluate adequacy of performance with regard tadtee need
Report efficiency (in terms of cost, time and perssl)

Specify how and why the programme did not work orked or
what attributes of the programme made it more 8 &iccessful;
which recipients are more or less affected, undatwonditions
the programme was more or less successful andatiueenof the
effects of the programme (unitary or multiple eftecand
cognitive, attitudinal and behavioural effects).

The report may be divided into two parts. In thestfipart, a brief
introduction containing the background of the peoh] the broad
aspects of the programme, the terms of referencabmctives of the
study may be given. It may be followed by a sumnwrthe findings
and suggestion and recommendations (sometimepdhiss referred to
as executive summary).

In part Il, it may contain a detailed descriptioh the programme,
sources of data, procedures followed, statisticallysis of the data,
discussion, conclusions and recommendations. ifaig be followed
by selected references and appendices of techmatiers. Language
used for preparing the report for the administatand policy makers
should be carefully chosen and observations madesuggestions
offered should have the findings as the base. Tigenstanding of the
practical problems of the implementing agenciesikhalso be borne in
mind while making the recommendations. By anddatbe evaluation
report should aid in understanding the problem sreaethod of
overcoming them, and contribute to the construatieeelopment of the
programme.

Finally, the broad sequence of contents of a cohgreive research
report should be as follows:

. Title: The title of the report should be clear, concesed
indicative of its contents. In other words, it musdate the
problem adequately and in clear terms indicatirgrédationships
of the variables studies.

) Foreword: Generally, a foreword of about a page indicathng
content of the study, brief statement of the prohlebjectives,
agencies sponsoring the study etc to be writtea pgrson who
conducted the research or by the head of the md@sear
organisation or someone of importance associaté the type
of research that was done.
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o Table of Contents The purpose of a table of contents is to
enable the readers to identify the parts of themegnd to see the
relationship of the parts to one another and irdidhe title of
each chapter and section, sub-section along with phge
number.

. Introduction : It should contain information about the nature of
the research problem, its importance in the lagertext, the
scope and the type of attempts made to answer ébearch
guestion. It may also contain a brief narrationtlod way in
which the material of the report is organised.

Review of Previous Studies

It is also necessary to provide a brief reviewhs éxisting information

in relation to the research study. This may inechn analysis of the
various findings related to the type of researclorder to bring home
the existing knowledge in the area and to indi¢chte knowledge gap
leading to the formulation of the research hypathefor the present
study. Sometimes, this can also form part of thiedduction whenever
information about previous findings are limited snope. A separate
chapter or section may also be given delineatiegviirious aspects on
which previous studies have been conducted andahelusions arrived
at, in order to put the research problem underystndthe proper

perspective.

Methodology: The methodology chapter may contain informatibous
the objectives of the study in clear and precismseor the hypothesis
formulated, the method of formulating the hypotkesic, followed by
the brief description of the study area, the typeespondents covered
(scripting), the nature of sample and the methosetécting the sample
could be given in detail. It should contain infaton about the type of
measuring tools used, the method of developin@paty the variables
were identified, the decision about the nature efhsuring instruments
or the method followed to collect data, the type setondary data
collected along with their source and justificatidor using any
particular method may be given in a more detaitechf

The method of collecting the data, the type of @oits experienced and
the limitations of the data may also be indicatedhidetailed form to
provide the context under which the data were cotsil

Following this, the method of treatment of the ddltee procedure and
statistical techniques adopted for treatment ofdé®@, both qualitative
and quantitative should be indicated. The needuiing different

statistical techniques and the type of inferenbes$ &re expected to be
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drawn should be emphasised in relation to the rekegquestion or
hypothesis as the case may be.

Discussion and Interpretation: While preparing the data, proper
tabulations must be made giving information abdwe type of data

contained in each table or the type of measurdsad] the way in

which the table has to be read should be impliedhm title and

explanation of the figures contained may be givefoatnotes.

The first table of the research is to draw infeemnérom the table to
indicate the trends of the data and relate them®d$ to the research
hypothesis or objectives as the case may be omhdofindings of
previous studies. The interpretation of the daa lbe based on one’s
general knowledge of the area, previous findinghersocial context in
which the study was done. In case the interpoetasi repetitive, then it
IS necessary to combine a series of tables oftsesubrder to derive the
type of findings and then attempt an interpretaiiothe larger content.

One can use graph to predict the trends of theltsesis it would

explicitly bring home the type of information moeéfectively than the
table of content. The use of table, the statikteehniques relevant to
the analysis of the data and for drawing infererares relating to other
larger findings should constitute a part of thecdssion of the findings
of the study.

However, three major aspects should be taken otoumt, viz.

1. A statement of the inferences drawn from thedifigs of a
particular research may be expected to apply ifairsituations
2. As a qualification of these inferences, the aed®er should

indicate the condition of his study that limit thextent of
legitimate generalisation. It is also necessaryntake an
observation on a typical results obtained and edlato the
methodological contribution if any.

3. The discussion of the implications should alsdude relevant
guestions that are still unanswered or new questibiat are
raised..

SELF-ASSESSMENT EXERCISE
I Why do you write reports?

. List four suggestions for comparing comprehensiesearch
reports.
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4.0 CONCLUSION

The method of organising the research findings arperience in a
coherent manner constitutes the research reportleWtriting the
report, the researcher should keep in mind theetargdience: academic
community, administrators and policy makers orgbaeral public. The
approach followed to write the report depends on vidnom it is
intended and for what purpose. The comprehensiseareh report is
generally intended for academic purposes of obtgira university
degree. Care needs to be taken in the writing sand language used
as the purpose is to inform others based on oressarch findings
rather than show one’s prowess in vocabulary.

5.0 SUMMARY

In this unit, we have learnt how to write the rdpoir a research. We
have been able to look at the different audiencktheair needs in terms
of the structure and detail expected in a resesgpbrt. Suggestions
were also offered for preparing comprehensive reka@port.

6.0 TUTOR-MARKED ASSIGNMENT

1. What is research report?

2. Who are the target audience?

3 What steps do you follow to prepare a research rtefor
administrators and policy makers?

4. Recall the general format for the preparation ahprehensive
research report.
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