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Introduction

CIT 891 Advanced Multimedia Technologies isa three [3] credit unit course of twelv
units. It deals with multimedia integrated services / elements such as voice, graphics,
images, video and animation. Multimedia data representation and compression

techniques are also covered. In addition image processing with special focus on image
enhancement with histogram analysis, image restoration from projection and feature
detection were discussed. Finally, you will find this material useful in understand ing
topics such as image coding with DCT and wavelet technologies, video coding with
motion estimation, and JPEG/JPEG2000, H.263and MPEG standards. The course

mater ial is made up of four modules.

Module 1 providesa foundationfor the course.Inthis module we described the
components of a multimedia system; explained some desirable features for a
multimedia system, and provided other details thatwill help you understand the
remaining parts of the course. Also covered in the module are the various elements

of multimedia and their representation within the computer system.

Module 2: inthis module we discussed some compression techniques, explained
how a compressionsystems  work, stated some advantages and disadvantage of
data compression, discussed how signals are transformed from one domain to the

other, discussed the different classes of signals, explained the meaning and the
different types of transforms and the applications of Fourier transforms in
multimedia processing

Module 3: In this module, we described histograms and their applications in image
enhancement, we also considered how filters are used for the removal of noise,
explained the applications of morphological operations in image processing,
explained image degradation model and the principles of object detection

Module 4 hasits focus image compression with discrete cosine transform (DCT)

and wavelet technologies, video compression with motion estimation and image
and video compression standards. In this module MPEG, JPEG and H.363
standards were discussed.

The aimof this course is to equip you with the basic skills in creating, storing,
compressing, retrieving, and managing multimedia data as well as providing the
required knowledge for you to become a multimedia system expert. By the end of

the course, you should be able to confidently work in any multimedia service
oriented organization such as entertainment, broadcasting, IT, cable, satellite,

mobile and computer organizations.

This Course Guide gives you a brief overview of the course content, course
duration, and course materials.



What you will learn in this course

The main purpose of this course is to provide the necessary skills for
understanding the creation, storage, compression, transmission and management
of multimedia data.

Course Aims

i. Introduce concepts in the field of multimedia technologies;

ii. Provide the necessary details on how multimedia data are represented,
stored, compressed and used,;

lii. Expose readers to the mathematicsof multimedia data transformation and
manipulations;

iv. Acquaint readers with existing standards that will allow interoperable
transfer of multimedia data from one system to another.

Course Objectives

Certain objectives have been set out to ensure that the course achieves its aims.
Apart from the course objectives, every unit of this course has set objectives. In

the course of the study, you will need to confirm, atthe end of each unit, if you

have met the objectives set at the beginning of each unit. By the end of this course

you should be able to:

» understand various concept associated with multimedia technology
* describe the component of multimedia systems
« explain some desirable features for multimedia systems
« explain the basic concepts of multimed ia element representation
 explain the principles of dig itization
« discuss some compression techniques
» explain how a compression systems work
* state the advantages and disadvantages of data compression
* discuss how signals are transformed from one domain to the other
« discuss the different classes of signals
 explain the meaning and the different types of transfor ms
« explain the applications of Fourier transforms in multimedia processing
» consider how histograms are used for image enhancement
 consider how filters are used for the removal of noise
 explain the applications of morphological operations in image processing
» explain image degradation model
» explain the principles of object detection
« explain the meaning of motion estimations
 explain the different types of frame
 explain the principles behind MPEG-1 Video Coding
» provide an overview of d ifferent image / Video Standards



o explain important features of some common standards used in multimedia
app lications

* highlight the areas of applications of the standards

Working through this Course

In order to have a thorough understanding of the course units, you will need to
read and understand the contents of this course and explore the usage of some
multimedia applications.

This course is designed to be covered in approximately sixteen weeks, and it will
require your devoted attention. You should do the exercises in the Tutor-Marked
Assignments and submit to your tutors.

Course M aterials

These include:

1. Course Guide

2. Study Units

3. Recommended Texts

4.  Afile for your assignments and for records to monitor your progress.

Study U nits

There are twelve study units in this course:

Modul el

Unit 1: Multimedia Systems and Requir ements

Unit 2: Elements of Multimedia

Unit 3: Multimedia Sig nal Representation and Processing

Modul e2

Unit 1: Over view of Current Techniques in Image/Video Compression
Unit 2: Image Processing and Human Visual System

Unit 3: 2D Data Transform with DTFT, DFT, DCT

Modul e3

Unit 1: Image Perception, Image Enhancement with Histogram Analysis
Unit 2: Morphological Op erators

Unit 3: Image Restoration, Feature Detection and Pattern Matching



Modul e4

Unit 1: Image Coding With DCT and Wavelet Technolog ies

Unit 2: Video Coding With Motion Estimation

Unit 3: Image / Video Compression Standards JPEG, MPEG and H.263.

Make use of the course materials, do the exercises to enhance your learning.

Textbooks and References

J.D. Gibson (Eds) (2001), Multimedia Communications: Directionsand Innovations,
Academic Press, San-Diego, USA

D. Jankerson, G. A.HarrisandP. D. Johnson, Jr (2003), Introduction to Information
Theory and Data Compression, Second Edition, Chapman and Hall/ CRC, Florida,
USA

A. Gershoand R. Gray (1992), Vector Quantization and Signal Compression, Boston
MA

S. Mitra and Tinkuacharya (2003), Data Mining Multimedia, Soft Computing, and
Bioinfor matics, John Wiley & Sons, Inc, Hoboken, New Jersey, Canada.

C. Schuler, M. Chugani (2005), Digital Signal Processing, A Hands-on Approach,
McGraw Hills, USA

B. Furht, Stephen W. Smoliar, H. Zhang (1995), Video and Image processing in
multimedia systems, Kluwer Academic Publisher

T. Acharya, P.-Sing Tsai (2005), JPEG2000 Standard for Image Compression: Concept,
algorithm and VLSI

B. A. Forouzan, S. C. Fegan (2003), Data Communication and Networking, McGraw Hill
Higher Education, Singapore

C. Schuler, M. Chugani (2005), Digital Signal Processing, A Hands-on Approach,
McGraw Hills, USA

D. Strannedby, W. Walker(2004), Digital Signal Processing and Applications, Newnes,
An imprint of Elsevier, Jordan Hill, Oxford

H. Benoit(1997), Dig ital Television, MPEG-1, MPEG-2 and Principles of the DVB
system, Focal Press, An imprint of Elsevier, Jordan Hill, Oxford

S. Heath (1996) Multimedia and Communications Technology, An imprint of
Butterworth-Heinemann, Jordan Hill, Oxford



J. D. Gibson (Ed.) (2001), Multimedia Communications, Directions and Innovation,
Academic Press, San Diego, USA

F. Halsa (2001), Multimedia communications, Applications, Networks, Protocols and
Standards, Pearson Education

A. N. Netravali and B. Haskell (1988), Digital Pictures. New York: Plenum
Press

A.N. Netravali and B. Haskell (1988.),Digital Pictures. New York: Plenum
Press,

A. K. Jain (1989. ) Fundamentals of Imag e Processing. Englewood Cliffs, NJ:
Prentice-Hall,

W. B. Pennenbaker and J. L. Mitchell,(1993) JPEG: Still Image Data Compression
Standard. New York: Chapman & Hall

R. Hunter and A. H. Robinson,(1980) "International digital facsimile standard,"
Proceedings of IEEE, vol. 68, pp. 854-867.

D. A. Huffman, " A method for the construction of minimum redundancy
codes,"” Proceedings of the IRE, vol. 40, pp. 1098-1101, 1952.

R. J. Clarke, Transform Coding of Images (1985) New York: Academic Press,
I. T. Jolliffe, Principal Component Analysis (1986) New York: Springer-Ver lag,

12. D. Hand, H. Mannilaand P. Smyth, (, 2001) Principlesof Data Mining. Cambridge,
MA: The MIT Press

K. R. Rao and P. Yip (1990), Discrete Cosine Transfor m - Algorithms, Advantages,
Applications. San Diego, CA: Academic Press

M. Ghanbari, Video Coding (1999) : An Introduction to Standard Codecs, vol. 42
of Telecommunications Ser ies. London, United Kingdom: IEEE

K. R. Castleman(1996) Digital | mage Processing. Prentice Hall.

R. Gonzalezand R. E.Woods (2000), Digital Image Processing. Addison-Wesley,
second

R. M. Haralickand L. G. Shapiro(1993), Computer and Robot Vision. Addison-Wesley

J. S, Lim(1990), Two- Dimensional Sig nal and Image Processing. Prentice Hall, 1990.



William K. Pratt (1991), Dig ital Image Processing. John Wiley and Sons, second edition,

M. Rabbani and P. W. Jones(1991). Dig ital Image Compression Techniques. SPIE
Optical Eng ineer ing Press

S. Roman(1997), Introduction to Coding and | nformation Theory. Springer-Verlag, 1997.

A. Rosenfeldand A. C. Kak (1982) Digital Picture Processing. Academic Press, second
ed ition

J. P. Serra. Image analysis and mathematical morp hology. Academic Press, 1982.

M. P. Sied band (1998) Medical imaging systems. In John G. Webster, editor, Medical
instrumentation: application and design, pages 518 576.John Wiley and Sons, 1998.

M. S.onka, V. Hlavac,and R. Boyle (1999), Image Processing, Analysisand Machine
Vision. PWS Publishing, second edition

S. E. Umbaugh (1998) Computer Vision and | mage Processing: A Practical Approach
Using CVIPTools. Prentice-Hall.

http://encyclopedia.jrank.org/articles/pages/6922/Video-Coding-Techniques-
and-Stan dards.html

http://www.mpeqg.org/

http://lwww.jpeg.org/

S. Image Compression - from DCT to Wavelets : A Review,
http://www.acm.org/crossroads/xrds6- 3/sahaimgcod ing. html

http://upload.wikimedia.org/wikipedia/commons/6/6e/Sampled_signal.p ng

Assignments File

These are of two types: the self-assessment exercises and the Tutor-Marked
Assignments. The self-assessment exercises will enable you monitor your
performance by yourself, while the Tutor-Marked Assignment is a supervised
assignment. The assignments take a certain percentage of your total score in this
course. The Tutor-Marked Assignments will be assessed by your tutor within a
specified period. The examination at the end of this course will aim at determining

the level of mastery of the subject matter. This course includes twelve Tutor-
Marked Assignments and each must be done and submitted accordingly. Your best
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scores however, will be recorded for you. Be sure to send these assignmentsto
your tutor before the deadline to avoid loss of marks.

Presentati on Schedule

The Presentation Schedule included in your course materials gives you the

important dates for the completion of tutor marked assignments and attending
tutorials. Remember, you are required to submitall yourassignmentsby the due
date. You should guard against lagging behind in your work.

Assessment

There are two aspects to the assessment of the course. First are the tutor marked
assignments; second, is a written examination.

In tac kling the assignments, you are expected to apply information and knowledge
acquired during this course. The assignments must be submittedto your tutor for
formal assessment in accordance with the deadlines stated in the Assignment File.

The work you submit to your tutor for assessment will count for 30% of your total

course mark.

Atthe end ofthe course, youwill needto sit fora final three-hour examination.
This will also count for 70% of your total course mark.

Tutor M arked Assignments (TMAS)

There are twelve tutor marked assignments in this course. You need to submit all
the assignments. The total marks for the best four (4) assignments will be 30% of
your total course mark.

Assignment questions for the units in this course are contained in the Assignment
File. You should be able to complete your assignments from the information and
materials contained in your set textbooks, rea ding and study units. However, you
may wish to use other references to broaden your viewpoint and provide a deeper
understanding of the subject.

When you have completed each assignment, send it together with form to your
tutor. Make sure that each assignment reaches your tutor on or before the deadline

given. If, however, you cannot complete your work on time, contact your tutor
before the assignment is done to discuss the possibility of an extension.
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Examination a nd Gra ding

The final examination for the course will carry 70% of the total marks available
for this course. The examination will cover every aspect of the course, so you are
advised to revise all your corrected assignments before the examination.

This course endows youwith  the status of a teacher and that of a learner. This
means that you teach yourselfand that you learn, as your learning capabilities
would allow. It also meansthatyou are in a better positionto determine and to
ascertain the what, the how, and the when of yourcourse learning. No teacher
imposes any method of learning on you.

The course units are similarly designed with the introduction following the table of
contents, then a set of objectives and then the concepts and so on.

The objectives guide you as you go through the units to ascertain your knowledge
of the required terms and expressions.
Course Marking Scheme

This table shows how the actual course marking is broken down.

Assess ment Marks

[ Assignment 1- 4 Four assighments, best three marks of the four
count at 30% of course marks

Final Examination 70% of o ferall course marks

Total 100% of course marks

Table 1: Course Marking Scheme
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Course Overview

OnNIt_[T1Ue 0T WOIK WEEKS ASSessment
Activity (End of Unit)
Coufse Guide Week T
Modulel
I Mdltimedia Systems and Requirements Week I Assignment 1
Z_ EIgments of Multimedia WEEKZ ASSignment 2
3 MyltimediaSignal  Representation and Week 3-4  Assignment 3
Processing
ModuleZ
1 Ovperview of Current Techniques in I mage/Video Week 5 Assignment 4
Compression
2 Image Processing and Human Visual System  Week 6 Assignient 5
3 ZD[Data TranstormwithDIFT, DFIT,DCIT Week /-6 Assignment ©
Modules
T Tmage Perception, I mage Enhancement with Week 9 Assignment 7
Histogram Analysis
2 Mqrphological Operators Week 10-11 [ Assignment 8
3 Image Restoration, Feature Detection and Week IZ  Agsignment 9
Pattern Matching
Module4
1 Tmage Coding with DCT and Wavelet Week 13 Agsignment 10
Technologies
2 Video Coding with Motion Estimation  Week 14[ Assignment [II
3 Image/ VIOeo Compression standards ~ JPEG, VWeeK I5-16 [ AsSignment 17
MPEG and H. 263.
Rev(sion VWEEK 10
Examination Week 17
Total 17 weeks
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How to get the best from this course

In distance learning the study units replace the university lecturer. This is one of

the grea t advantages of distance learning; you can read and work through specially

designed study materials at your own pace, and ata time and place that suit you

best. Thinkof it as reading the lecture instead of listening to a lecturer. In the
same way that a lecturer might set you some reading to do, the study units tell you

when to read your set books or other material. Just as a lecturer might give you an

in-class exercise, your study units provide exercisesfor youto do atappropriate

points.

Each of the study units follows a common format. The first item is an introduction

to the subject matter of theunitand how a particular unit is integrated with the

other units and the course as awhole. Nextis a set of learning objectives. These

objectives enable you know what you should be able to do by the time you have

completed the unit.  You should use these objectivesto guide your study.When you
have finished the units you must go back and check whether you have

achieved the objectives. Ifyou make ahabit of doing this you will significantly

improve your chances of passing the course.

Remember that your tutors job is to assist you. When you need help, do not
hesitate to call and ask your tutor to provide it.

1. Read this Course Guide thoroughly.

2. Organize a study schedule. Refertothe Course Overview for more
details. Note the time you are expected to spend on each unit and how the assignments
relateto the units. Whatever method you chose to use, you

should decide on it and write in your own dates for working on each unit.

3. Once you have created your own study schedule, do everything you can to
stick to it. The major reason that students fail is that they lag behind in
their course work.

4. Turnto Unit 1 and read the introduction and the objectives for the unit.
5. Assemble the study materials. Information about what you need for a unit
isgiven inthe Overview atthe beginning of each unit. You will almost

always need both the study unit you are working on and one of your set of
books on your desk at the same time.

14



6. Work through the unit. The content of the unititself has been arranged to
provide a sequence for you to follow. As youwork through theunit you
will be instructed to read sections from your set books or other articles. Use
the unit to guide your reading.

7. Review the objectives for each study unit to confirm that you have achieved

them. If you feel unsure about any of the objectives, review the study
material or consult your tutor.

8. When you are confident that you have achieved a unit s objectives, you can
then start on the next unit. Proceed unit by unit through the course and try
to pace your study so that you keep yourself on schedule.

9. Whenyou have submitted an assignment to your tutor for marking, do not
wait for its return before starting on the next unit.  Keep to your schedule.
When the assignment is returned, pay particular attentionto your  tutors
comments, both onthe tutor-marked assignment form and also written on
the assignment.  Consult your tutor as soon as possible if you have any
questions or problems.

10. After completing the last unit, review the courseand prepare yourself for
the final examination. Check that you have achieved the unit objectives
(listed at the beginning of each unit) and the course objectives (listed in this
Course Guide).

Tutors and Tutorials
There are 12 hours of tutorials provided in support of this course. You will be

notified of the dates, times and location of these tutorials, together with the name
and phone number of your tutor, as soon as you are allocated a tutorial group.

Your tutor will mark and comment onyour assignments, keep aclose watch on
your progress and on any difficulties you might encounter and provide assistance

to you during the course. You must mail or submit your tutor-marked assignments

to your tutor well before the due date (at least two working days are required).
They will be marked by your tutor and returned to you as soon as possible.

Do not hesitate to contact your tutor by telephone, or e-mail if you need help. T he
following might be circumstances in which you would find help necessary.
Contact your tutor if:

 you do not understand any part of the study units or the assigned readings,
* you have difficulty with the self-tests or exercises,

15



 you have a question or problem with an assignment, with your tutors
comments on an assignment or with the grading of an assignment.

You should try your bestto attend the tutorials. This isthe only chance to have
face to face contact with your tutor and to ask questions which are answered
instantly. You can raise any problem encountered in the course of your study. To

gain the maximum benefit from course tutorials, prepare a question list before
attending them. You will learn a lot from participating in discussions actively.

Summary

This course has introduced you to the basic principles and concepts in the domain of
multimedia technologies. The skills you need to understand the various elements of
multimedia data, their representation withinthe  computer, compression

techniques, new and emerging services / applications, etc. are intended to be

acquired in this course. The content of the course material was planned and written

to ensure that you acquire the proper knowle dge and skills for you to become an

expert in multimedia technologies. We wish you success with the course and hope

that you will find it both interesting and useful.
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MODULE 1
UNIT 1: MULTIMEDIA SYSTEMS AND REQUIREMENT S

CONTENTS

1.0 Introduction

2.0 Objectives

3.0 Main Content

3.1 Overview of Multimedia Technology

3.2 Definition of multimedia

3.3 Multimedia Applications

3.4 Multimedia Systems

3.5 Components of Multimedia Systems

3.5.1 Input Devices/ Output Devices

3.5.2 Systems Devices

3.5.3 Storage Devices Hard d isks, CD-ROMs, DVD-ROM, etc
3.5.4 Communication devices

3.5.5 Additional Hardware

3.6 Multimedia Workstations

3.7 Desirable Features for a Multimedia Computer
4.0 Conclusion

5.0 Summary

6.0 Tutor Marked Assignment

7.0 References/ Further Readings

1.0 INTRODUC TION

In this unit, we shall provide a foundation for this course on multimedia technologies. In
achieving this, we attempt to refresh your skills / knowledge of some basic concef
fomputer systems and related courses / topics such as signal processing, computer
hardware and software, data communications, computer network, multimedia

app lications etc. Specifically, we shall describe the components of a multimedia system;
explain some desirable features for a multimedia system, and provide other details that
will help you understand the remaining parts of this course.

2.0 OB JECTIVES

At the end of this unit, you should be able to:

- Exp lain the meaning of multimedia technolog y

- Describe the component of multimedia systems

- Exp lain some desirable features for multimedia systems

3.0 MAIN CONTENT

3.1 Overview of Multimedia Technology

Multimedia technology has emerged in the last fewyears as a major area of research
Multimedia computer systems have opened a wide range of potential applications by
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combining a variety of information sources such as voice, graphics, animation, images
audio, and full motion video. Multimedia technology refers to both the hardware and
software, and techniques used to create and run multimedia systems. Multimedia
technology has its background in the merging of three industries; computer,
communication, and broadcasting industries. Many applications existtoday as aresult of
the advances in multimedia technology. The mode of delivery for the applications
depend s on the amount of information that must be stored, the privacy desired, al
gwdential expertise of the users. Applications that require large amounts of data are
usually distributed on Digital Versatile Disk - Read Only Memory (DVD-ROM), while
personal presentations might be made directly from a computer using an attached
projector. Also some of them can be viewed on the internet from aserver or bundled into
portable consumer electronics such as Personal digital assistants (PDAs), iPods, iPhones,
mp3 payers, etc.

3.2 Definition of Multimedia

Multimedia simply means multiple forms of media integrated together. Media can be
text, graphics, audio, video, animation, dataetc. Anexample of multimediaisablog that

has text regarding an owner along with an audio file of some of his music and c:
evaude selected videos of its owner. Besides multiple types of media being integrated
with one another, multimedia can also stand for interactive types of media such as games,

Digital Versatile Disk (DVD) or Compact Disk - Read Only Memory (CD-ROM)
containing computer-aided learning instructions, animationsor movies. Other terms that
are sometimes used for multimedia include hypermedia,media, etc.

3.3 Multimedia Applications

We have seen arevolutionin computer and communication technologies in the twentieth
century. The telecommunications industry has experiences some dramatic innovations
that allowed analog to digital networking that enabled todays very powerful internet
technology. Transition from the analog to the digital world has offered many
opportunities in the way we do things. Telecommunications, the Internet, dig ital
entertainment, and computing in general are becoming partof ourdaily lives. Today, we
are talking about digital networks, digital representation of images, movies and video,
TV, voice, dig ital library  all because digital representation of signal is more robust than

analog counterpart for processing, manipulations, storage, recover y and transmission over

long distances, even acrossthe globe throughcommunication networks. In recent years,
there have been significant advancement in processing of still images, video, graphics,
speech, and audio signals through digital computers in order to accomplish d ifferent
app lications challenges. As a result, multimedia in formation comprising image, video,
aud io, speech, text, and other data types has the potential to become just another dat
type. Telecommunications isno longera platform for peer-to-peer voice communications
between two people. Demand for communication of multimedia data through the
telecommunications network and accessing the multimedia data through Internet is
growing exp losively. In orderto hand le this pervasive multimediadata it isessential that
the data representation and encoding of multimedia data be standard across different
platforms and applications. As more portable consumer electronic devices continue to
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emerge, stillimagesand video data comprisea sig nificant  portion of the multimedia data
and they occupy the lion share of the communication bandwidth for multimedia
communications. As a result, development of efficient image compression technique
continues to be an important challenge in multimedia technology research.

With the increasing usage of multimedia systems, it is not uncommonto find them exist
as standalone / workstations with associated software systems and tools, such as music
composition, computer-aidedlear ning, and interactive video or as distributed systems.
The combination of multimedia computing with distributed systems in recent times, have

offered greater potentials; new applicationsbased on distributed multimedia systems
including multimed ia information systems, collaboration and conferencing systems, on-
demand multimedia services and distance learning are all made possible today.

Generally, multimedia applications use a collection of multiple media sources e.g. text,
graphics, images, sound/audio, animation and/or video. Examp les of multimedia
app lications include:

Wor Id Wide Web(WWW)
Hypermedia courseware
Video- on-demand
Interactive TV
Computer Games
Virtual reality
Digital video editing and production systems
Multimedia Database systems
Video conferencing and Teleconferencing
Groupware
Home shopping
Games

3.4  Multimedia Systems

The word multimedia in a computer environment implies that many media are under
computer control. Thus a multimedia computer is a system capable of processing
multimedia data and applications. In its loosest possible sense, a multimedia computer
should support more than one of the following media types: text, images, video, audio
and animation. However, thatmeans that a computer which manipulates only text and
images would qualify as a multimedia computer. A Multimedia System is characterized
by its capability to process, store, generate, manipulate and render multimedia

infor mation.

3.5 Componentsof Multimedia Systems
A multimedia systems is not too different from any other type of computer system except
for it ability to process multimedia data. Thus, it should have features that can proces
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aud io, video, graphicsandanimation. Where these data would need to be transmitted, it
should have enough memory and support adequate bandwidth / data compression features

to minimize delays. Now let us consider the Components (Hardware and Software)
required for a multimedia system:

3.5.1 Input Devices/ Output Devices

An input device is any p iece of hardware use to accept any type of multimedia da
fvocessing by the computer while an output device is any piece of computer hardware
equip ment used to communicate the results of multimedia processing carried out by an
multimedia processing system (such asacomputer)tothe outside world. Incomputing,
input/output, or 1/O, refers to the communication between a multimedia processing
system (suchas a computer), andthe outside world. Inputs are the signals or datasent to
the system, and outputs are the signals or data sent by the system to the outside world.

The most common input devicesused by the computer are the keyboard and mouse. The

keyboard allows the entry of textual infor mation while the mouse allowsthe selection of

a point on the screen by moving a screen cursor to the point and pressing a mouse button.

The most common outputs are monitors and speakers. Microphone is another inputdevic
that can interpret dictation andalso enable usto input sound like the keyboardis

used for text. A digital camera records and stores photographic images in digital forn

that can be fedto acomputeras the impressions are recordedor stored inthe camera for

later loading intoa computer. The digital cameras are available for still as well as  motion

pictures. Other capture devices include video recorder, graphics tablets, 3D input devices,

tactile sensors, VR devices, etc.

Output devices exist in different forms. A printer for example, receives the signal fror

computer and transfers the infor mation to paper. Printers operate in different ways, fo

example, the Dot-matrix printer strikes the paper a line at atime while inkjet sprays in

The laser pr inter uses a laserbeam to attract ~ inkAnother example of anoutput  device is

the monitor. It is a device for display. It is just like a television set and

diegsunaddly from two opposing corners of the picture tube. The standard monitor size is 14

inches. Very large monitors can measure 21 inches diagonal or greater. Another, common

device that may be seen with a multimed ia system is the amp lifier. An amplifier
is atectronic devicethat increases the power ofa sig nal. Amplifiers
areused  in audioequipments.  They are also called power equipme
Speakers  withbuilt-inamplifiers

have become an integral part of the computers today and are important for any

multimedia project.

3.5.2 Systems Devices

These are the devices that are the essential components for a computer. These include
microprocessor, motherboard and memory. Microprocessor is basically the heart of the
computer. It is acomputer processor on a small microchip. When you turn your computer
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on, it is the microprocessor, which performs some operations. The microprocessor gets
the first instruction from the Basic Input/Output System (BIOS), which is a part of it
memory. BIOS actually load the operating system into random access memory (RAM).
The motherboard contains computer components like microprocessor, memory, basic input

[ output system (BIOS), expansion slots and interconnecting circuitry. You can
enhance the performance of your computer system by additional components to a
motherboard through its expansion slot. RAM also called primary memory, locates the
operating system, application programs, and data in current use so that the computer's
processor reaches them quickly. RAM is called "random access" because any storage
location can be accessed randomly or directly. RAMismuch faster than the hard di
the floppy disk, the CD-ROM and any other secondary storage device. But might get
slow when wused to its limit. That is the reason you need more memory to support
multimedia applications.

3.5.3 Storage Devices  Hard disks, CD-ROMs, DVD-ROM, etc

Storage device provides access to large amounts of data on an electro magnetically
charged surface. Most personal computers typically come with ahard  disk that contains
several billion bytes (g igabytes) of storage. The popular ones are 40 GB and above. Hard

disk contains a part called which is responsible for improving the time it takes
feach or write to a hard disk. The disk cache hold s data that has recently been rea
other type of hardware cache inside your computer is cache memory. Cache is t
templies stores something temporarily. For example, Temporary Internet files are saved in
Cache. On the other hand Compact Disc, read-only memory can store computer data i
the form of text, graphics and sound. To record data into a CD, you need a writer
Normally this type of CD is either (CD-R) or (CD-RW). Forthe latter youcan u
e as a floppy disk write, erase and again write data into the same disk. In tl
QmeRe data recording is completed, it becomes a CD- ROM and nothing can be deleted.

Photo CD: is astandard for storing high-resolution photographic images which can either

bea asa pre mastered disc or a CD-WO disc. In the latter the images can be added to it.

A CD-ROM is a read-only, digital medium, whose mastering is expensive, but whose
rep lication is relatively cheap. It current capacityis over 700 MB, itaccesstime are less
than 400 m/sec, and its transfer rate is 300 Kbs. A newer technology, the dig ital versatile

disc (DVD), stores much more in the same space and is wused for playing ba
DwAessas originally said to stand for digital video disc, and later for digital versatile disc.

DVD isanoptical disctechnology with a4.7 gigabyte storage capacity on a single-sided,

one- layered disk, which is enough for a 133-minute movie. DVDs can be single- or
double-sided, and can have two layers on each side; a double-sided, two-layered DVD
will hold up to 17 gigabytes of video, audio, or other infor mation. This compares to 650
megabytes (.65 gigabyte) of storage for a CD-ROM disk. DVD uses the MPEG-2 file and
compression standard. MPEG-2 images have four times the resolution of MPEG-1
images and can be delivered at 60 interlaced fields per second where two field s constitute

one image frame. (MPEG-1 can deliver 30 noninterlaced frames per second.) Audio
quality on DVD is comparable to that of current audio compact discs
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3.5.4 Communication devices

A modem (modulator-demodulator) modulates dig ital signals going outfrom a computer

or other dig ital devices to analog signals fora telephone lineand demodulatesthe analog
signal to convert it to a digital signal to be inputted in a computer. Some personal
computers come with 56 Kilobits per seconds modems. Modems help your computerto
connect to anetwork, communicationnetworks such aslocal network, Intranets, Internet,
Multimedia server, or other special high speed networks.

3.5.5 Additional Hardware

Having d iscussed the basic componentsthat you will find on a standard computer system

we shall now proceed to mention some additionaldevices you should expect tosee ona

system dedicated for multimedia processing. One of such devicesis the video captur

device. Video capture is the process of converting an analog video signal such as th

produced by a video cameraor DVD player to digital form. The resulting digital dataare

referred to as a digital video stream, or more often, simply video stream.
Video tepruewalog  devices like video camera requires a special video capture

card that converts

the analog sig nals into digital form and compresses the data.

Video capture card use various components of the computer to pass frames to the
processor and hard disk. Video-capture results will depend on the perfor mance and
capacity of all of the components of yoursystem working  together. For good quality
video, a video-capture card must be able to capture full-screen video at a good rate. For
example for a full-motion video, the card must be capable of capturingabout 35 frames
per second at 720 by 480 pixels for digital video and 640 by 480 for analog vide
determine what settings will produce the best results for your projects, you must be
careful in defining these parameters. A video adapter provides extended capability to a
computer in terms of video. The betterthe video adapter, the better isthe quality of th
picture you see. A high quality video adapter is a must for you while designing you
developing multimedia applications.

Another device to mention here isthe sound card which isa device that attaches to the
motherboard to enable the computer to input, process, and deliver sound. The sound card
generates sounds; records sound from analog d evices by converting themto dig ital mode

and reproduce sound for a speaker by reconverting them to analog mode. A standard
example of this is Creative Lab s Sound Blaster.
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3.6 Multimedia Workst at ions

A multimedia workstation can be defined as a computer system capable of handling a
variety of information format; text, voice, graphics,image, audio, and full motion video.
Advances in several technologies are making multimedia systems technically and
economically feasible. These technologies include powerful workstations, high capacity
storage devices, high-speed networks, advances in  image and video processing (such as
animation, graphics, still and full-motion video compression algorithm), advances in

aud io processing  such as music synthesis, compression and sound effects and speech
processing (speaker recognition, text-to-speech conversion and compression algorithms),
asynchronous and ATM networks.

The main subsystem that could differentiate a multimedia workstation from tradition
(non-multimedia) workstation include CD-ROMdevice, videoandaud io subsystem and
multimedia related hardware (including image, audio and video capture storage and
output equipment).

Video Subsystem

A video subsystem for multimedia system is usually composed of a video codec whict
provides compression and decompression of images and video data. This also performs
video capture of TV- type signal (NTSC, PAL, SECAM-these are defined latter in this
unit) from camera, VCR and laserdisc, as well as playback of full-motion video. The
playback partof the systemshould include logicto decode the compressed video stream
and place the result in the display buffer depending on the functionalities supported.
Where a video sub systemexists for a PC-based multimedia system, it canbe connecte
to a central system to receive data in real-time and allows for the scheduling.

An advanced video subsystem may include additional components for image and video
processing. For example, the system can contain output connection for attachment to a
monitor, which will allow the user to view live images during the capturing process.

An additional function of the video subsystem may be the mixing of real-time video
images with video graphicsarray (VGA)  computers graphics or igination from the
computer system.

Audio Subsystem
An audio subsystem provides recording, music synthesis and playback of audio data.
Audio data is typically presented in one of three forms:

* Analog wavefor m

* digital waveforms
e Musical Instrument Dig ital Interface (MIDI)
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Analog wavefo rm: audio is represented by an analog electr ical sig nal whose an
siteeidies the loudness of the sound. This form is used in microphone, cassette tapes,
records, audio amp lifiers and speakers.

Digital wavefo rm is represented wusing dig ital data. The dig ital audio
has adwgidagadhver analog audio, such as less indifference to noise and
distortion. However,

it involves larger processing and storage capacities. Digital devices which use dig ital

waveforms audio format are compact disc, the digital audio tape (DAT) and the digite

compact disc (DCD).

MIDI (Musical Instrument Digital Interface) refers to digital encoding of musical
infor mation where the sound data is not stored, and only the commands that describe how

the music should be p layed are generated. MIDI g ives the highest data compressio
gasy forediting, and iswidely acceptedas a musical data standard. However, it requires
add itional hardware (music synthesizer) to generate music

An aud io systemcould capture and perform digitization of external audio signal through
an Analog/Digital converter andgenerationof  audio signal through a Digital/Analog
converter. The digital signal processor (DSP) performs data compression and some
add itional processingfunctions,  such as mixingand volume controls. Some advanced
multimedia systemscombine  both video and audio subsystemsinto a unified | video
subsystem.

Self Assessment Test/Practice

1) List Five (5) Multimedia applications
2) Describe the three main for ms of representing audio data

Multimedia Related Hardware

Multimediarelated hardware includes videoand audio equipment requiredat multimedia
production and or presentation stages; these equip ment (some already mentioned in the
previous section) can be div ided into:

* Image and Video capture equipment; still and video camera, scanner and video
recorders

» Image and video storage equipment: laserdisc, videotapes and optical disks

* Image and video output equipment: displays, interactive display, TV projectors
and printers

* Audio equipment: microphones, audio tape, recorders, video tapes recorder, audio
mixers, head phones and speakers
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There are several home TV distribution standards. These include PAL, SECAM, NTSC

There are three main analog color coding systems: Phase Alternation Line (PAL),
Sequential Couleur Avec  Memoire (SECAM) and National Television System
Committee (NTSC). They differ mainly in the way they calculate the
luminance/chrominance components from the Red Green Blue (RGB) components.

PAL - Itis a European standard whichusesa TV scan rate of 25 frames (50 half-frames)
per seconds and a frequency of 625 lines / frames. Other countries where it is us
#astralia and South America.

SECAM -It is French standard similar to PAL, but it uses different internal / vid
and io frequencies. Besides France, SECAM is also used in Eastern Europe.

NTSC -Itisthe USA standard which is very different from PAL and SECAM standards.
The frame rate in NTSC is 30 frames (60 half-frame per seconds and the frequency is 525
lines per frame. Other countries where this standar d is used are Canada, Japan and Korea.

3.7 Desirable Featuresfor a Multimedia Computer

By definition, a multimedia computer processes at least one media type that is either

discrete or continuous in nature. Text and images are example of discrete media (i.e., they

are time- independent), whereas video and audio are time-dependent, and consequently,

continuous. The processing of time-independentmedia  is meant to happen as fast as

possible, but this processing is not time cr itical because the wvalid ity of the data
does depend on any time condition. However, in the caseof time-dependent
med ia, their values change over time - and, infact, processing values in the

wrong sequence can invalidate (partof) the data. In addition, multimedia systems are
presently being faced with some of the following challeng es:

» How to render different data at the same time  continuously;
» Sequencing within the media;
» Data retrieval from distributed networks;
» How to strictly maintain the temporal relationships on playback ;
» Retrieving and playing frames in correct order / time frame in  video;
* Synchronization ;inter-med ia scheduling-E. g. Vid eo and Audio
* How to represent and store temporal information. ;
* Multimedia data compression, etc

Given the above challeng es the following feature are desirable (if not a prerequisite) for a
Multimedia System:

* Very high processing power. This is needed to manage large amount of data
and real-time delivery of med ia
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o Efficient and High Input / Output devices interfaced with the file systems.
This is needed to allow for real-time recording as well as play back of data
users.

o Special Operating System to allow access to file system, quick and efficient
processing of data. It is needed to support direct transfers to disk, real-time
scheduling, fast interrupt, processing, input/output streaming, etc.

o Storage and Memory large storage units (of the order of hundreds of
Gigabytes if not more) and large memory (several gigabytes or more). Large
Caches should be provided and high speed buses for efficient management.

* Network Support Required for inter-process controls and Client-server
communications in d istributed systems

o Software Tools user-friendly tools needed to handle media, design and
develop multimedia applications.

» Bandwidth: This is probably the most critical area for multimedia system,
without sufficient bandwidth, multimedia applications are simply not practical.
The challenge is not simply in providing X megabits per second of bandwidth.
The bandwidth has to have the right characteristics to ensure the desired quality of
service at all times.

4.0 CONCLUSION

As technology advances, so we expect new multimedia applications / products to be ir
the market. No doubt, a good number of new mediatechnologies are being used to create
comp lete multimedia exper ience. For instance, virtual reality integrates the sense of touch

with video and audio media to immerse an individual into a virtual world. Oth
taedmolog ies being developed include the senseofsmell that can be transmitted via ti
Internet from one individual to another. Lots of multimedia entertainment software is
available onthe internet while others are bundled into portable consumer electronics. No
doubt, ascomputers increase their power, new ways of integrating media will makethe
multimedia experienceextremely exciting

5.0 SUMMARY

In this unit we have covered multimedia systems and technology by learning basic
defin itions. In addition, the features of the hardware, software and network devices
required for a multimediasystem to function were discussed. Furthermore the desirable
features for a multimedia computer system and some multimedia app lications were
covered. In the next unit, you shall lear n about the elements of multimedia.
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6.0 TUTOR MARKED ASSIGNM ENTS

la.) What is the meaning of the term multimedia ?
b.) What do you consider the main requirements for multimedia systems?

2a) List three international television standard and state there features
b.) List some additional devices that you expect to find ina multimedia computer system

7.0 REFER ENCES /FURTHER READINGS
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UNIT 2: ELEM ENTS OF M ULTIMEDIA

CONTENTS
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2.0 Objectives

3.0 Main Content
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3.5 Animation
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1.0 INTRODUC TION

Inthe unit, you have been introducedto multimedia systems and the basic hardware and
software requirements of multimedia systems. You should not forget also that the
fundamental characteristics of multimedia systems are thatthey incorporate and process
multimedia such as text, colour, audio / voice, video, and animated grap hics. In this unit
you will study, the main features of this elements.

2.0 OBJECTIVES

At the end of this unit, you should be able to:
- Describe the elements of multimedia
- Describe some digital video formats

3.0 MAIN CONTENT

3.1 Text
There are three types of text that are processed bya multimedia computer and these are:

Unformatted text, formatted textand hypertext. Texts are captured from the keyboard
and hypertext can be followed by a mouse, keyboard, stylus or other devices when
i®ing runon acomputer.

a) Unformat ted text

Unfor matted text, also referred to as plain text consists of strings of fixed sized characters
from limited character set. Anexample of acharacterset thatis widely use in computing
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is ASCII which stands for American Standard Code for Information Interchang e. Normal
alp habetic, numeric, punctuation and control charactersare represented by ASCII
character set and constitute the unformatted text.

b) Formatted text

This isalso known asrich text. It enables documents comprising of stringsof characters
of different size, styles, and shape with tables, images and graphics to be inserted at some

points within a document. An example of a formatted text is this course materi
whschproduced by a word processing package. Most word processing packages such as
Microsoft Word (MS-WORD) has features that allow a document to be created which
consist of characters of d ifferent styles and of variable size and shape, each of which can

be p lain, bold, or italicized. To prepare this course mater ial some features of MS-WORD

were used in for matting the texts, preparing tables, inserting graphics, etc, at appropriate
positions to make the material more interesting for the reader.

c) Hypertext

This refers to documents that contain unformatted or for matted text as well as links f
other parts of the document, or other documents. The user can move to any section of the
document accessible by selecting the link. The linked document may be on a single
system or physically distributed across different systems. Hypertext that includes
multimedia information such as sound, graphics, and video, is sometimes referred to a
hypermedia.

3.2 Graphics/ Images

Graphics are visual presentations on some sur face, such as a canvas,
wall, soregsuterpaper, or stone to  brand, inform, illustrate, or
entertain. Examples are

photographs, Line Art, graphs, diagrams, drawings, typography, numbers, symbols,

geometr ic desig ns, maps, engineering drawings, or other images. Graphics often combine

text, illustration, and color. Graphics are usually generated by agraphics editorprogram (e.g.

Illustrator) or automatically by a program (e.g.Postscript).  Graphics files usually
store the primitive assembly anddo nottake up a very highstorage overhead. Graphics
are usually editable or revisable (unlike I mages). Input devices for capturing graphics
include keyboard (for text and cursor control), mouse, trackball orgraphics tablet.

Images

Images may be two-dimensional, such as a photograph, screen display, and aswell as
three-dimensional, such as a statue. They can be captured by scanner, digital camera fol
processing by a multimedia computer. In a broader sense, an image can be seen
as hwp-dimensional figure such asamap,a graph,a pie chart, or an abstract paintir
In this
wider sense, images can also be rendered manually, such as by drawing, painting,
carving, rendered automatically by printing or computer graphics technology, or
developed bya combinationof methods, especially ina pseudo- photograph. Tobe more
specificastill image is asingle static image, as d istinguished froma moving image. This
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phrase isused in photography, visual mediaand the computer industry toemp hasize that
one is not talk ing about movies.

Images are displayed (and printed) inthe formof a twodimensional matrix of ind ividual
picture elements knownas p ixels orsometimes pels. A computer display screencan be
considered as being made up ofa two-dimensional matrix of individual picture elements
(pixel) each of which canhave arange of colours associated with it. For example, VGA
(Video graphic array) is a common type of display and consist of 640 horizontal pixels by

480 vertical pixels.

3.3 Audio /Sound

Voice and music, for example are by nature analog, so when we record voice
or wieledjavecreated an analog electric signal. They can be captured into the computer f
processing via microphones andthen  digitized and stored. If we want to store the
recording in the computer or send it digitally, we need to change it through a proce:
called sampling. The term sampling means measuring the amplitude of the sig nal at equal
intervals. After the analog signals is sampled, we can store the binary data in the
computer or use line cod ing (or a combination of block coding and line cod ing) to further
chang e the signal to a dig ital one so it can be transmitted digitally.  Digital
signals bssproneto noise and distortion. A small change in an analog signe
can change the received voice substantially, butit takes a considerably change tc
converta O to loral
to 0. Two popular methods of Analogto-digital conversion are the Pulse amplitude
modulation (PAM) and the Pulse code modulation (PCM). A CD Quality Audio requires
16-bit sampling at 44. 1 KHz.

3.4 Video

A still image is a spatial distribution of intensity that is constant with respect to tim
Video, on the other hand, is a spatial intensity pattern that changes with time. Anothe
common term for video is image sequence, since video can be represented by a time
sequence of still images. Video has traditionally been captured, stored and transmitted in

analog form. The term analog video signalrefers to a one-dimensional (1-D) electrica
signal of time that isobtained Dby sampling the video intensity pattern inthe vertical and
temporal coordinates and converting intensity to electrical representation. This sampling
process is known as scanning.

A typical example of scanningis the Raster scanning. This begins at the top-left corne
and progresses horizontally, with a slight slope vertically,across the image. When it
reaches the rig ht-hand edge itsnaps backto the left edge (horizontal retrace) to start aew sc

line. On reaching the bottom-right corner, acomplete frame has been scanned
and scanning snaps back to the top-left corner (vertical retrace) to begin a new frame
During retrace, blanking (black) and synchronization pulses are inserted.
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The aspect ratio, vertical resolution, frame rate, and refresh rate are important parameters

of the video signal. The aspect ratio is the ratio of the width to the height of tl
frhmevertical resolution is related to the number of scan lines per frame (including the
blank ing intervals). The frame rate is the number of frames scanned by second. The effect

of smooth motioncan be achieved using a frame rate of about 25-30 framesper second
However, at these frame rates the human eye picks up the flicker produced by refreshing

the display between frames. To avoid this, the display refresh rate must be above 50 Hz.

3.5 Animat ion

Video may be generated by computer program rather than a video camera. This ty]
wfdeo content is nor mally referred to as computer animation or - sometimes, because of the

way it is generated, animated graphics. Animation is the rapid display of a sequence

images of 2-D or 3-D artwork or model positions in order to create an illusion of

movement. It is an optical illusion of motion due to the phenomenon of persistence o
vision, and can be created and demonstrated in a number of ways. The most commao
method of presenting animation is as a motion p icture or video program, although several

other forms of presenting animation also exist. . The typical frame rate required for

animation is 15-19 frames per second.

4.0 CONCLUSION

In this unit, you have been exposed to the fundamental media elements i.e text,
images/graphics, aud io, and video/animation.

5.0 SUMMARY

Computer systems have capacities to manipulate multimedia elements. In the next unit,
you shall be exposed to how these elements are represented within the computer system

6.0 TUTOR MARKED ASSIGNM ENT
1) Explainthe following terms:

a) Frame rate

b) Pixel

¢) Animation
d) Aspectratio
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1.0 INTRODUC TION

In the preceding unit we covered the elements of multimedia. Multimedia technology has

in the last few years led to the development of wide range of applications by combining a

variety of information sources such as text, images, graphics, colors, animation, images
audio, and full motion video. In orderto effectively manipulate thevaried data element,
digitization process is employed. This entails the conversion from other forms of storage,

which are analog, to represent mediaasaset ofbinary datawhich can be manipulated by
the machine.  The time to access text or imaged-based data is usually short compared to
that of audio andvideodata. Audio and video signals vary continuously with time as the

amp litude of the speech, audio and video varies. This type of signal is called analc
signal. The duration of applications involving audio / video can be relatively long.If an app
lication requires a single type of media say images, the basic form of representing the

media elements (i.e pixel) is used. However, in application that involves all media
elements (text, picture/images, audio, video/animation) integrated together insome way;

the four media type would be represented in digital form for ease of processing |
timemputer system.

2.0 OBJECTIVES

At the end of this unit, you should be able to:

- Exp lain the basic concepts of multimedia element representation
- Exp lain the principles of dig itization

- Describe the techniques of analog - digital conversion

- Exp lain the concept of color representations
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3.1 Principles of Digit ization

Both sounds and imagescan be considered assignals, inoneor two dimensions,
respectively. Sound can be described as a fluctuation of the acoustic pressure in time,
while images are spatial distributions of values of luminance or color. Images can be
described in their RGB (Red Green Blue) or HSB (Hue Saturation VValue) components as

will be discussed later. Any signal, in order to be processed by numerical computing
devices, have to be reduced to a sequence of d iscrete samples, and each sample mt
bepresented using a fin ite number of bits. The fir st operation is called sampling, a
sieeond operation is called quantization of the domain of real numbers.

The general properties relating to any time-varying analog signal are represented in
Figure 3.1. As shown in part (a) of the figure, the amp litude of such signal var ie
continuously with time. The highest and lowest frequency components of the signal
shown inFig3.1(a) may bethose shown inFigure 3.1(b). Our assumptionis basedona
mathematical technique known as Fourier analysis. As we can use this theory toshow
that any time-varying analog signal is made up of a possibly infinite number
fiaglency sinusoidal signals whose amplitude and phase vary continuously withtime relati

to each other. You shall learn more about this theory in Module Two
thoigrse.
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Therange of frequenciesof the sinusoidal componentsthat make up a signal is called the
signal bandwidt h. We consider two examples as shown in Figure 3.1 (c). He
pansigesing audio  sig nals. Our first example is a speech signal and the second
shgiséd produced by say an orchestral.

Recall that inunitone, we stated that the microphone can be used as an input device ina
multimedia system.  When human speech is captured by a microphone,what itdoes isto
convert it into electrical signal that are made up of sinusoidal signal varying in
frequency say between 50 Hz and 10kHz. In the case of music signal, however, the range

of sig nal iswider and varies between 15 Hzand 20 kHz, thisbeing comparable with the
limits of the sensitiv ity of the ear.

From Data communication background, we should recall that when an analog signal is
being transmitted through a network the bandwidth of the transmission channel  that is
the range of frequencies the channel will pass should be equal to or gr eater th:
bandwidth of the signal. If the bandwidth of the channel is less than this, then some of the
lowand/ or high frequency components will be lost thereby degrading the quality of the
received sig nal. This type of transmission channel is called bandlimiting channel.
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(or per other unit) taken from a continuous signal to make a discrete signal. For tim
domain signals, it can be measured in samples per second (S/s), or hertz (Hz).

it

-

#ir & 36 i . ¥

Figure 3.2 a: Analog signal Figure 3.2b: Resulting Sampled sig nal

In relation to the sampling rate, the Nyquist sampling theorem states that: in order to
obtain an accurate representation of a time-varying analog signal, its amplitude must b
sampled at a minimum rate that is equal to or greater than twice the highe
$iageeityl component that is present in the signal.

This is known as the Nyquist rate and is normally represented as either Hz or more
correctly, samples per second (sps). Sampling a signal at a ratewhich is lower than
Nyquist rate  results in additional frequency components being generated that are not
present in the original signal which in turn, cause the original signal to become d istorted.

The distortion caused by sampling a signal at a rate lower than the Nyquist rate
is Hégstrated by considering the effect of  undersampling a single

frequency sinusoidal

signal as shown in Figure 3.3.

- | 15
Figure 3.3: Alias Signal Generation due to undersampling Source [F. Halsall, 2001]
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the example, the original signal is assumed to be a 6kHz sinewave which is samp led at

a rate of 8 kilo samples per second. Clearly, thisis lower than the Nyquist rate of 12ksps

(2 x 6 kHz) and, as we can see, results ina lower-frequency 2 kHz signal being created in

place of the original 6 kHz signal. Because of this, such sig nal are called ali
signalthey rep lace the corresponding orig inal sig nals

In general, this means that all frequency components present in the orig inal sig nal that are

higher in frequency than half the sampling frequency being used (in Hz), will generat
related low-frequency alias signals which will add to those making up the original source

thereby causing it to become distorted.  However, by first passing the source signal
through a bandlimiting filter which is designed to pass onlythose frequency components
up to that determined by the Nyquist rate, any higher-frequency components in the signal

which are higher than thisare removed before the signal is sampled. Due to this function

the bandlimiting filter is also known as an antialiasing filter.

3.3 Nyquist s Theorem

From the precedingd iscussions, the sample rate must be chosen carefully when
considering the maximum frequency of the analog signal being converted. Nyquists
theorem states that the minimumsampling rate frequency should betwice the maximum
frequency of the analog signal. A 4Hz analogue signal would need to be sampled at twice

that frequencyto convert it digitally. For example,a hi-fi audio signal witha frequency
range of 20 Hz to 20 Khz would need a minimum sampling rate of 40 kHz. High
frequency sampling introducesa frequency component which has to filtered out using an

analog filter.

In the process ofd igitizing video, If the frequency content  of the input analog signal
exceeds half the sampling frequency, aliasing  artifacts will occur. Thus, a filtering
operation is used to bandlimit the input signal and conditions itfor the following
sampling operation. The amplitude of the filtered analog signal is then sampled at
specific time instants to generate a discrete-time signal. The minimum sampling rate is
known as the Nyquist rate and is equal to twice the sig nal bandwidth.

The resulting discrete-time samples have continuous amp litudes. Thus, it would require
infin ite precision to represent them.The  quantization operation is used to map such
values onto a finite set of discrete amplitude that can be represented by a  finite number of

bits.

3.4 Encodersand Decoders for Multimedia Applications

a. Signal Encoders
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circuit. known as a sig nal encoder. An encoder is a device used to change a signal (such as
a  bitstream) or data into a code. Encoders serve any of a number of purposes suc
aempressing information for transmission or storage, encr ypting or add ing redundancies
to the input code, or translating from one code to another. Thisis usually done by means
of a programmed algorithm, especially if any partis digital, while mostanalog encod ing
is done with analog circuitr y.

b. Signal Decoder

Similarly, the conversion of the stored dig itized sample relating to a particular med ia type

into their corresponding time-varying analog form is performed by an electrical circuit
known as signal decoder. A decoder is a device which does the rever se of &
gndgileg, the encod ing so that the original infor mation can be retrieved. The same method
used to encode is usually just reversed in order to decode. In digital electronics, a decoder

can take the form of a multiple-input, multiple-output logic circuit that converts coded
inputs into coded outputs, where the input and output codes are different.

3.4.1 Encoder Design

The conversion of a time- varying analog signal suchas an audiosignal intodig ital for m

is carr ied out using an electronic circuit known as signal encoders. The pr incip

of gncoder are shown in figure 3.4.1 and, as we can see in part (a), it consist

two miednits; a bandlimiting filter and an analog-to-digital converter (ADC), the latter

comprising a sample-and-hold and a quantizer. A typical waveform set for a signal

encoder is shown in part (b) of the figure. The function of the bandlimiting filter

temove selected higher- frequency components fromthe source signal(A). The output of

the filter (B) is often then fed to the sample-and- hold circuit which, as its name implies is

used to sample the amp litude of the filtered signal at regular time intervals ( C) ar

twld the sample amplitude constant samp le (D ). After which, it is fed to
the Gasitieenerts each sample amplitude into binary value known as a codeword ( E).
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Flgure 4.1 Anallog to dlg ital signal conversion Source [F. Halsall, 2001]

3.4.2 Decoder Design

Analog signals stored, processed and transmitted in a d igital form, normally, prior to their

output must be converted back again into their analog form. The loudspeakers, for

example, aredriven byan analog current signal. The electronic circuit thatperforms this

conversion is known as a (signal) decoder, the principles of which are shown in figu

3.4.2. As depicted in the diagram, fir st, each digital codeword (A) is converted
into aguivalentanalog sample  using a circuit called a digital-to-analog converter (DAC).
This

produces the signal shown in (B), the amplitude of each level being determined by tl

correspond ing codeword.

ey cavdpau
sfymce

[irgitheec
5 (':‘:-J‘.;.'-\."'\r"l._ -:'-_{ i1

Figure 3.4. 2 Source [F. Halsall, 2001]
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order_to reprgaﬁégm’fﬁé'E' original signal, the outputof the DAC is transmitted througha
w-pass filter which, as its name implies, only passes those frequency components that
~.made up the original filtered signal ( C ). Usually, the high-frequency cut-off of th
low-pass filter is made thesame asthat usedin the band limiting  filter of the encoder. In
this case, the main function if the filteris for reconstruction. Hence, the low-pass filter is

known as a recovery or reconstruction filter.

CODEC

Many multimedia applications involves audio and video in which the communications

channel is usually two-way simultaneous. Thus any terminal equipment used should

support both input and output simultaneously. This often informs the need to have the

aud 1o / video sig nal encoder in each of the terminal equipment to be combined
into gingle unit called audio / video encoder-decoder or simply an audio/video codec.

3.5 Colour Representations

Colour is the visual perceptual property correspondingin humans to the categories called

red, yellow, blue and others. Colour derives from the spectrum of distribution of ligl
energy versus wavelength interacting in the eye with the spectral sensitivities of the lig ht
receptors. Electromag netic radiation is characterized by its wavelength (or frequency)
and its intensity. When the wavelength is within the visible spectrum (the range of
wavelengths humans can perceive, approximately from 380 nm to 740nm), it is known
as "visible lig ht .

Colour avelength intervaT[[Frequency
interval

Red ~/00-63fnm ~2430-480 THz
Orange ~6351590 nm ~480-510 T
Yellow ~5904660nm ~510-540 THE
Green ~560-490nm ~540-610 HZ
Blue ~290-Z90nm ~b610-6/0 1HZ
Violet ~450-400 nm ~6/0-750 |H2|
Table 357 Colours '

Colour categories and physical specifications of colour are also associated with objects,

mater ials, lig htsources, etc., based on their p hysical properties such as light absorption,

reflection, or emission spectra. Colour space can be wused as a model to
identify ooloargcally; forexample, acolour can be specified by their unique
RGB and HSV values.

3.6 Colour Principles:

It is a known fact, that human eyes see a sing le colour when a particular set
thresary colours are mixed and disp layed simultaneously. The truth is that, a whole
spectrum of colours known as a colour gamut can beproduced by using different
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_proportions of tﬁ‘%ﬁ?ﬁ?@égﬁrimary coloursred (R), green(G)andblue (B). This principle
own in  figure 3.6 together with some example of colours that can be produced.

The missing technique used in part (a) is knownas additive colour mixing which, since
black is produced when all three primary colours are zero, is particularly useful for
producing a colour image ona black surface as is the case in display application. It is also
possible to perform complementary subtraction colour mixing operation to produce a
similar range of colours. This is shown in part (b) of the figure and as we see, wi
subtractive mixing white is produced when the three chosen primary colours cyan (C),
magenta( M), and vyellow ( Y ) areall zero. Hence this choice of colours

is paeficfar producing a colour image on white sur face as the case in printing app lication.

(=}

Figure 3.6: Colour derivative principles a) additive colour mixing b) Subtractive colour missing
Source [F. Halsall, 2001]

This is the principles used in the picture tubes associated with colour television
set amgst computer monitors  in  the formation of images. The  three
main properties of a colour source that the eye makes use of are:

» Brightness: this representsthe amountof energy that simulatesthe eye and varies
on a gray scale from black (lowest) through to white (highest). It is thus
independent of the colour of the source;

* Hue: this represents the actual colour of the source, each colour has a d ifferen
frequency / wavelength and the eye deter mines the colour from this;
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Saturation: fhis “‘fépresents the strength or clarity of the colour, a pastel colour has
a lower level of saturationthan acolour such asred. Alsoa saturated colour such
~asred has no white lig htin it.

Another term we must define is luminance. This term refers to the brig htness of a source.

As we saw insection 3.6 arange of colourscan be produced by mixing the three primary
colours R, G, andB. Inasimilar way arange of colours can be produced on a television
display screen by varying the magnitude of the three electrical signals that energize th
red, green,and blue p hosphorous. For example, if the mag nitude of the three signal are in

the proportion

0.299R + 0.587G + 0.114B

Then the colour white is produced on the d isplay screen. Hence, since the luminance of a source

is only a function of the amount of white light it contains, for any colour source its
luminance can be determined by summing together the three primary components that
make up the colourinthe proportion. That is;

YS =0.299RS + 0.587GS+ 0.114BS

Where YS  is the amplitude of the luminance signal and RS, GS, and BS are the magnitude
of the three colour component signals that make up the source. Thus, since the luminance

signal is a measure of the amount of white lig ht it contains, it is the same as t
sgpeaby a monochrome television. Two other signals, the blue chrominance (Cb) and the

red chrominance (Cr), - are then usedto representthe colouration hue and saturation

of the source. These are obtained from the two colour difference signals:

Cb=Bs-Ys andCr=Rs Ys

Which, since the Y signal has been subtracted in both cases, contains no br ightness
infor mation.  Also,since Y is the function of all three colours, then G can be readi
computed from these two sig nals. In this way, the combination ofthe  three signals Y, Cb

and Cr  contains all the information that is needed to describea colour sig nal while at the

same time being compatible with monochrome television which use the luminance signal

only.

Chro minance Components:
In practice, although all colour television systemsuse this same basic principles to

represent the colouration of a source, there are some smalld ifferences  between the tw
systems in terms of the magnitude used for the chrominance signals.
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Colour modéfd™ “*"#

olour model is a method for specifying colours in some standard way. It generally
consists of a three dimensional coordinate system and a subspace of that system in which
each colour is represented by a single point. We shall investigate three systems.

a) RGB

In this model, each colour is represented as three values R, G, and B, indicating the
amounts of red, green and blue which make up the colour. This model isused for disp lays

on computer screens; a monitor has three independent electron guns for the red, greer
and blue component of each colour. Some coloursrequire negative values of R, G, orB.
These colours are not realizable on a computer monitor or TV set, on which only positive

values are possible.  The colours corresponding to positive values form the RGB gamut;

in general a colour gamut consists ofall the colours realizable with a particular colour
model.

The RGB colour model is an add itive colour model in which red, green, and blue light are

added together in wvarious ways to reproduce a broad array of colours. The name
thedel comes from the initials of the three add itive primary colours, red, green, and blue.

The main purpose of the RGB colour model is for the sensing, representation, and display

of images in electronic systems, such as televisions and computers, though it has also
been used in conventional p hotography. Before the electronic age, the RGB colour model

already had a solid theory behind it, based in human perception of colours. RGB is
device-dependent colour space: different devices detector reproduceagiven RGB value
differently, since the colour elements (such as phosphors or dyes) and their response
the individual R, G, andB levelsvary from manufacturerto manufacturer,or even inthe
same device over time. Thus an RGB value does notdefine thesame colour across
devices without some kind of colour management. Typical RGB input devices are colour

TV and video cameras, image scanners, and dig ital cameras. Typical RGB output devices

are TV sets of various technologies (CRT, LCD, plasma, etc.), computer and mobile
phone displays, video projectors, multicolour LED displays, and large screens as
JumboTron, etc. Colour printers, on the other hand, are not RGB devices, but subtractive

colour devices.

b. HSV
HSV stands for Hue, Saturation, Value. These terms have the following meanings:

Hue: The true colour attribute (red, green, blue, orange, yellow, and so on).

Sat urat ion: The amount by which the colour as been diluted with white. The more white
in the colour, the lower the saturation. So a deep red has high saturation, and a light red (a
pinkish colour) has low saturation.

Value: The degree of brightness: a well Ilit colour has high intensity; a
dark talointertsity.
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Note that a conversion can be made between RGB and HSV.

c) YIQ

This colour space is used for TV/video in America and other countries where NTSC
the video standard (Australia uses PAL). In this scheme Y is the luminance (this

corresponds roughly with intensity), and | and Q carry the colour information. The

conversion between RGB is straightforward

Y 0.299 0.587 0.114 R
I = 0.596 -0.274 - 0.322= G
Q 0.211 -0.523 0.312 B

and
R 1.000 0.956 0621 Y
G = 1.000 -0.272 - 0.647 = |

B 1.000 -1.106 1.703 Q

The two conversion matrices are of course inverse of each other. Observe the difference
between Y and V

Y=0.299R + 0.587G + 0.114B
V=max {R, G, B}

This reflects the fact that human visual system assigns more intensity to the green
component of an image than the red and blue components.

Self Assessment Test

1) Inyour own words, explain the following terms
a) Luminance  b) Chrominance

2) Explainthe Nyquists Theorem

4.0 CONCLUSION.

Multimedia technolog y has in the last few years lead to the develop ment of wide range or app
lications by combining a variety ofinfor mation sources such as text, images,
graphics, colors, animation, images audio, and full motion video. In order to effectively
manipulate the varied data element, digitization process is employed. This entails the
conversion from other formsof storage, which are analog,to representmedia as a set of
binar y data which can be manipulated by the machine. There is one level at whi
text
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_has__been digitalpﬁﬁggm‘fﬁfee'adventof computers, although text with print-like features did
not become available until much later. Audiocame next with the adventof digital studio,
n still images began to move to digital formats, and the same process is now beir
used for video and animated graphics. The possibilities offered by digitization have no
doubt allowed anumber of new applications and services to be introduced.  Examples of
such services include; Video on demand, high definition television, videoconferencing,
medical imaging, surveillance, flight simulation etc.

50 SUMMARY

All types of multimedia information are stored and processed withinthe computer in
digital form.  Textual information captured via the keyboard made up of characters is
represented by a unique combination of a fixed number of bits known as codeword.
Images such as a line and arc are represented by pixel indicating the start and end
coordinates of the line relative to the comp lete image. Audio and vid eo data captured by
microphones and digital camera respectively produce electrical signals whose amplitude
vary continuously with time known as an analogue signals. This is usually converted t
digital signal for ease of processing by the computer system and reconverted to analog
signals for displayon desired devices/ display.We also covered color principles inthis
unit.

6.0 TUTOR MARKED ASSIGNM ENT

1) Exp lain the meaning of the following ter ms:

a.) Codeword b) analog signal c) signal encoder d) signal decoder
2) Exp lain the three popular models for color specification

7.0 REFERENCES /FURTHER READINGS

F. Halsall (2001), Multimedia communications, App lications, Networks, Protocols and
Standards, Pearson Education

A. McAndrew (2004), An Introductionto Digital | mage Processing with Matlab, School
of Computer Science and Mathematics, Victoria University of Technology

S. Heath (1996) Multimedia and Communications Technology, An imprint of
Butterworth-Heinemann, Jordan Hill, Oxford
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1.0 INTRODUCTION

Compression is the process oftransforming information from one representation to
another, smaller representation from which the original, or a close approximation to it,
can be recovered. Compressionand  decompression processes are often referred toas
encoding and decoding. Data compression has important applications in the areas of  data

storage and data transmission. Thedata compression process is said tobe lossless if th
recovered data are certain to be like tothe source; otherwise the compression process is
said to be lossy. Lossless compression techniques are essential for applications involv ing

textual data. Other app lications, such as those involving voice and image data, may bx
sufficiently flexib le to allow controlled degradation in the data.

2. OBJECTIVES
At the end of this unit, you should be able to:
- Discuss multimedia data compression
- Discuss some compression techniques
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- Exp lain How'a ¢6imipression systems work
- Provide some advantages and disad vantage of data compression

3.0 MAIN CONTENT

3.1 Foundation for Multimedia Compression
In laying the foundation for multimed ia compression, we would first examine two
reasons that necessitate multimedia compression.

1. Perceptual Redundancy
2. Demand on Computing Resources

1.) Perceptual Redundancy

In digital representation of multimedia (still image, video, voice, animation) data,

significantamount of unnecessary or redundant infor mation are used as far as the human

perceptual system is concerned. By human perceptual system, we are referring to our

eyes and ears. It is of interest to note that when observing a natural image,
the perpgptual system does not easily notice  the var iation in

values of  the neighbor ing pixels

in the smooth reg ion of the object and at times sees them as very similar. Likewis

toecessive frames in a motionless or slowly chang ingsciencein a videoare very similar

and redundant to the eyes of a viewer. In the same light, of discussion, there &

goehto data that are beyond the human audible frequency range and therefore considered

to be irrelevant for all practical purposes. These ar e all ind ications that not all  data should

be allowed to go through transmission channels or storedon memory devices atall since

they arenot perceived by humanbeings. Thus, thereare datain audio-visual signals that

cannot be perceived by the human perceptual system. This iswhat is meant by perceptual

redundancy.

Therefore, in the context of data compression, the aim is usually to reduce the
redundancies in data representations in order to decrease data storage requirements and
hence communications cost. Any efforts to reduce the storage requirements is equivalent

to increasing the capacity of the storage medium and hence communication bandwidth.
This is one of the reasons why the development of efficient compression will continue to

be a design challenge for future communication systems and advanced multimedia

app lications.

2.) Demand on Comput ing Resources

Data compression is best achieved by first converting analog signals in which multimedia
data may exist to dig ital signals. Though, there are quitea lot of advantages in converting
analog signals to their digital equivalents, the need for large bits for storage, high
bandwidth and time for data transmission are issues to be tackled. For example:

* a_high-quality audio signal requires approximately 1.5 megabits per second for
digital representation and storage.
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e a televisioﬁ?glfgﬁﬂ’/@fﬁbw-resolution colour video of 30 frames per second with
- each frame containing 640 x 480 pixels (24 bits per color pixel) would need more
' megabits per second of storage.

a d|g|t|zed one-hour color movie would require approximately 95 gigabyte of
storage.

The storage requirement for high-definition television (HDTV) of resolution
1280 x 720 at 60 frames per second would certainly be far greater.

A digitized one- hour colour movie of HDTV-quality video would require about
560 gigabyte of storage

A small document collection in electronic form in a digital library system may
easily requir e to store several billion characters

The total amount of information spread over the internet is mind bogging
» etc

Even when analog signal are successfully converted to digital sig nals, the transmission of

these digital signals throughlimited  bandwidth communication channel poses greater
challeng e. Though, the cost of storage has decreased drastically over the past few decades

as a result of advances in microelectronics and storage technology the requirement of
data storage and transmission for many multimedia app lications has grown so explosively

in recent times to outpace this achievement.

The values in table 3.1 shows a comparative demand on resources (disk space,
transmission bandwidth, and transmission time needed to store and transmit) some
multimedia data. The prefix kilo- denotes a factor of 1000 rather than 1024.

Multimedia| Size/ Bits/ Pixel[  Uncompressgd Transmissiof  Transmission
Data Duration or Size (B fofl Bandwidth| Time (Using a
Bits/Samplg bytes) 28.8K Modem
A page ot I1" X 8.5" |Varying Z-8KB 3Z-ofiL.1 2.1 Sec text
resolution Kb/page
Telephone | 10sec 8 Ops S0 KB G4 Kb/sec 22.2[keC
quality
speech
Grayscale 51ZX5I7Z|8bpp Z26ZKB 2.1 73 Sec
I mage Mb/image
Color 512X 517 |24 Dpp /86|KB ™ 6.29 219 SecC
I mage Mb/image
Full- motion| 640 X 480, 24bpp 1.Gp GB 221 MD/BEC b days 8 HIsS
Video 1 min (30
frames/sec)
Table 3.1. Comparative Resource Demand of Multimedia Data

It is obvious from the examples above that adequate computing resource must be
available for the storage and transmissionof  multi-media data. This leaves us with no
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her _option thégl’PFfajm%’ﬁfﬁpress multimedia data before storing or transmitting it, and

:1, the space, bandwidth, and transmlssmn time requwements can be reduced by a
factor of 64, with acceptable quality.

3.2 A Data Compression Model

Figure 3.2 represent amodel fortypical data compression system. The diagram modelsa
three step process for data compression. These steps are;

1) removal or reduction in data redundancy 2) reduction in entropy, and (iii) entropy
encoding.

frgaer Dxzta

b

Rednotion of Trata
Feadundancy

[

Reduction of Entropy

-

Entropy Emcoding

Comparessec] Dt

Figure 3.2: A compression Model

The redundancy in data may appear when the neighbouring pixels in a typical image are
very much spatially correlated to each other. By correlation we mean that the pixel values

are very identical in the non-edge smooth regions of the image. This correlation of th
neig hboringpixels is termed as spatial correlation. In case of video or animation the
consecutive frames could be almost similar, with or without minor displacement,if the
motion is slow. The  composition of words or sentences in a natural text follows son
context model, based on the grammar being used. Similarly, therecords in a typ ical
numeric database may have some sortof relationshipamongstthe  atomicentities which comp
ise each record inthe database. For natural audio or speech data, there are usually
rhythms and pauses in regular intervals. All these redundancies in data representation can

be reduced in order to realize compression.

Removal or reduction in data redundancy is usually achieved by a transfor mation process

that converts the source data from one form of representation to another, in order to
decorrelate the spatial information redundancies present in the data. Amongst the popular
techniques used for spatial redundancy reduction is prediction of data samples using

some model, transfor mation of the original data from spatialto frequency domain using
methods such as Discrete Cosine Transform (DCT), decomposition of the orig inal dataset

into different subbands as in Discrete Wavelet Transfor mation (DWT), etc. The fact
remains that, this spatial redundancy reduction potentially yields more compact
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resentation of “the””fformation in the original dataset, in terms of fewer transformed
oefficients or equivalent, and hence makes it amenable to represent the data with Iless

number of  bits in order to achieve compression.

The next major stage in a lossy data compression system is “quantization."  This
technique is applied on the decorrelated data, in order to further reduce the number o
symbols or coefficients, by masking irrelevant parts and retaining only the significant
details in the data. The outcome of this, is a reduction in entropy of the data,
and headees it further open to compression by allocating less number of bits fc
data transmission ~ or storage. The reduction in entropy is realized b
dropping irrelevant
details in the transformed data and preserving fewer significant symbols only. Taking a
look at the human visual system for example, when an image is transfor med in  frequency
domain, the high-frequency transformed coefficients can be actually be dropped because
the human vision system is not sensitive to these. By retaining a smaller number of
transformed coefficients in the useful low- frequency range, we can ascertain the fidelity
of the reconstructed image. In actual fact, the quality of the reconstructed data is major ly
determined by the nature and amount of quantization. The quantized coefficients are then
losslessly encoded, using some entropy encoding scheme to compactly represent the
quantized data for storage or transmission. Since the entropy of the quantizeddata is less
than that ofthe source, it can be represented by a fewer number of bits relative
soprce data set and hence we realize compression. The decompression system is just a
inverse process to reconstruct the data.

In the next two sections we shall describe the principles of compression of still imag
and video.

3.3 Principles of Still Image Co mpression

The general model of still image compression framework can be represented by the block
diagram depicted infigure 3.1.  The statistical analysis of atypical image ind icatesthat a
strong correlation usually exist among the neighboring pixels. This leads to redundancy
of information in the digital representation of the image. The redundancy can be
significantly removed by transfor ming the image with some sort of preprocessing in order
to achieve the desired compression. On a general note, stillimage compression
techniques rely on two fundamental redundancy reduction principles. These are:

 Spatial redundancy

« Statistical redund ancy reduction.

By spatial redundancy, we mean the similarity of neighboring pixels in an image. It ce
be reduced by applying decorellation or transformation techniques such as predictive
coding, transform coding, subband coding, etc.

The statistical redundancy reduction is also known as entropy encoding. The essence is to

further reduce, the redundancy in the decorrelated data by using variable-length coding
techniques such as Huffman Coding, Arithmetic Coding, etc.
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ese entropy edﬂd%fd?ﬁ’aw%echnique, some of which are discussed in later sections of this
tudy -mater ial allocate the bits in the codeword in such a way that more probably
pearing symbols are represented with a smaller number of bits compared to tl
lessbably appearing pixels, which helps to achieve the desired compression.

Taking a look at the figure once more, the decorellation or preprocessing block isthe  step required

to reduce the spatial redundancy of the image pixels due tostrong correlation
among the neighboringpixels.  In lossless coding mode, this decorrelated image is
directly processed by the entropy encoder to encode the decorrelated pixel using a
variable- length coding technique.

On theother hand, if the lossy compression mode is what you desire, the decorrelats
image is subjected to further preprocessingin orderto mask or remove irrelevant details
depending on the nature of the app lication of the image and its reconstructed quality
requirements. This process of masking is k nown as quantization process.

Finally the decorrelated and quantized image pixel is subjected through the entropy
encoding process to further compact its representation using variable-length codes to
produce the compressed image

Input Compraased
Image Decorrelaton Lossless Encoding Emropy | Image
or . — I —
o — Encoder
A
Lossy Encoding
Additiomal
Preprocesiing

Figure 3.3: Still Imag e Compression Model

3.4 Principles of Video Comp ression

The principle of still image compression is very similar to that of video compression.
Video is simply sequence of digitized picture. Video can also be referred to as movir
picture. The terms frameand p ictures are used interchangeably in relation to video.
However, we shall use the term frame in relation to videos except where particular
standard uses the term picture.

In principle, one way to compress vid eo source is to apply any of the common algorithms

such as JPEG algorithm independently to each frame that makes up a video. This
approach isalso known as moving JPEG or MPEG. For now typical compression ratios
of about 29:1 obtained with JPEG are not large enough to produce the compression ratio
need ed for multimedia applications.

53



* Your cornplimentarn
—— Hse perfad has enged.

- F
B Complete

. practice, in addition to the spatial redundancy present in each frame considerable
ndancy is often present between a set of frame since, in general, only a small portion

of each frame is involved with any motion that is generally, only a small portion of eac
frame is involved with any motion that is taking place. For an example, consider th
movement of a person s lip or eye ina video telephony application.

To exploit the high correlation between successive frames, weadopt a technique whict
pred icts the content of many of the frames. As we shall describe, this is based

on aombination  of a preceding and in some instances  succeeding  frame
| nstead of sendingthe original videoasa set of individually compressed frames,
justa selection issent inthe form and  for theremaining frames,only the d

ifference between the actual frame contentand  the predicted frame content is sent.

How well any movement between successive frames is estimated will goa long  wi
tretermining the accuracy of thepred iction operation.  The operation is known as motion
estimation, and since the estimation process is not exact (just an estimation), therefore,
more in for mation must also be sent to indicate any small differences between the
predicted and actual positions of the moving segment involved. The latter is known a
motion compensation. We shall further discuss this in Module four of the course.

3.5 Classification of Compression Algo rithms

Data compression can be accomp lished by applying one or more algorithms to
multimedia source data. In this section we shall briefly describe the most common ones.

3.5.1. Run length encoding

This isa very simpleformof data compression in which runsof data (that is, sequences
in which the same datavalue occurs in many consecutive data elements) arestored asa
single data value and count, rather than as the original run. The idea behind R
taptiing (RLE) is to encode strings of zeros and ones by the number of repetitio
pach string. RLE has become a standard infacsimile transmission. For a binary imag
there are many different implementations ofRLE; one  method is to encode each line
separately, starting with the number of 0's. So the following binary imag e:

011000
001110
111001
011110
000111
100011

would be encoded as (123) (231)(0321)(141)(33)(132)
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Click He jother method is toencode each row as a listof pairsof numbers; the first number
ach pairs given the starting position ofa runoflsand the second number its length. So
the above binary image would have the encoding

(22) (33) (1361)(24)(43)(1152)

Further more, another implementation would be to encode a sequence or run of
consecutive pixels of the same color (such as black or white) as a single codewor
Example, the sequence of pixels

88 88 88 88 88 88 88 88
could be coded as
888 (for eig ht 88's)

Run length encoding can work well for bi-level images (e.g. black and white text or
graphics) and for 8 bit images. Run length encoding does not work well for 24 bit natural
images in general. Runs of the same color are not thatcommon. Run-length encodir
perfor ms lossless data compression and is well suited to palette-based iconic images. It
does not work well at all on continuous-tone images such as  photographs, although JPEG

uses it quite effectively onthe coefficients that remain after transforming and quantizing
image blocks. Run-length encoding is used in fax machines (combined with other
techniques into Modified Huffman coding. It is relatively efficient because most faxed
documents are mostly white space, with occasional interruptions of black.

3.5.2 Huffman coding

Run length coding and Huffman codingare referred to as source coding. From the
infor mation theoreticperspective,  source coding can mean both lossless and lossy
compression. However, researchersoften  use it to indicate lossless coding only. In the
signal processing community, source coding is used to mean source model based coding.

The Huffman coding was inventedin1952 by D. A. Huffman as a technique to produce
the shortest possible average code length, given the source symbol set andthe associated
probability of occurrence of the symbols. The Huffman coding technique is based on the
following two observations regarding optimum prefix codes.

1) The more frequently occurring symbols can be allocated with shorter
codewords than the less frequently occurring symbols.
2.) The two least frequently occurring symbols will have codewords of the same
length, and they differ only in the least significant bit.
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known as the Huffman tree depicted in figure 3.5.2a
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ing these probability values, we can generate a set of Huffman codes of
the source symbols The Huffman codes can be mapped into a binary tree, popular ly

3.5.3 Predictive Coding

This coding technique was originally proposed by Cutler
from our preceding d iscussions,
correlated. This makes it possible to extract a great deal of

its neig hboring pixel values. In pred

set pfeviously encoded

pred iction forms  the signal to be
the  smaller gfigor signal and the more efficient the coding system. The

prediction,

difference

its prediction forms the signal to be coded. Invariably,

between the pel and

neighboring pixels.

that the adjacent pixels in a typical
information abouta pixel from

Figure 3.5.2: An example of Huffman Tree form by Appling Huffman algorithm
Source [ S. Mitra and Tinkuachar ya, 2003]

in 1952. It should be clear to you
image are highly

ictive coding, a p ixelvalueis predicted by a
The differ ence between the pel and i
coded. Itis obviousthat, the better the

the better the prediction,

smaller the error sig nal and the more efficient the coding system. We represent this cod ing
scheme with a block d iagram in Figure 3.5.3

At the decoder,

Figure 3.5.3: A predictive coding system

the same pred iction

the

is created using previously decoded pixels and the

received errors signal is added to reconstruct the current pixels. Pred ictive coding
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ique Is delay modulation (DM), which quantizes the error signal using two
ization level only.

Predictive coding can be realized in different ways dependingon the design of the
pred ictor and the quantizer blocks. For example, the predictor can use a linear or nonlinear

function of the previously decoded pel, itcan  be 1- dimensional, thatis,using  pixels from
the same line or 2-dimensional wusing pixels from the same line and from previc
Wigs, it can be fixed or adaptive. For the quantizer, it can be made to be uniform
nonunifor m, and it can be fixed or adaptive.

The predicting coding technique requires a small amount of storage and minimum
processing to achieve the desired compression on multimedia data. These were p artly
responsible for the early popularity ofthis method, when storage and processing devices
were scarce and expensive resources. This approach provides only a modest amount of
compression. In addition, its perfor mance relies onthe statistics of the source data, and it
is very sensitive to errors as feedback through the prediction loop can cause error
propagation. With the advancement in computing andmemory technology that hasled to the

availability of cheap storageand faster  processor, more complex, more efficient
methods, like transform coding have become more popular. Despite this, there are
instances where predictive coding is still used in video coding.

3.5.4 Transform coding

In pred ictive coding, the coding process takes p lace pixel by pixel. Transform coding is an

effective way of coding a group of spatially correlated pixels. This technique exploits the
fact that the energy of most natural images is largely intense in the low-frequency regions.

An appropriate transformation technique produces fewer number of correlated

transformed coefficients as compared to the source image, and a large amount of image
in for mation is concentrated in these fewer correlated transformed coefficients. As a result,

we can get ridof or mask theinsignificant transfor med coefficients, mainly consisting of
the high-frequency components, using a suitable quantization technique without affecting

S - FREFC TN R TR T l_ P et

| z-oimen 2w — 1
; g LA

RAccanat-astzd lmage

L=t R —

Figure 3.5.4: Transform Coding
reconstructed image quality. This is possible because the human visual system has

perceptual masking effects. As a result, the high-frequency components are not as
perceptive to reconstruction errors as compared to their low-frequency counterparts. If the
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antization process Is not too coarse, then the reconstructed image can be perceptually

The general framework for transform coding-based image compression systems is
captured by Figure. 3.5.4. A close observation shows thatthe input image is first divided
into a number of smaller rectangular blocks B. Each of these blocks is then independently
transformed, using a choice linear transformation method. The transformed coefficients
are quantized and entropy encoded into bit-stream c(B) in order to achieve compression.
In fact, the process of decompression entails that the compressed bit stream c(B) is fir
entropy-decoded to generate the quantized coefficients. (See figure 3.5.4above).  This is
followed by inverse quantization in order to generate an approximation of the transformed
coefficients. The inver se transfor mation is applied onthese coefficients to reconstruct the
image block B'. The composition of the reconstructed image blocks for ms the
reconstructed image, as shown in the diagram. The choice of a transfor mation technique is
a major decision in this method. The desire is to transform from the spatial domain t
another domain (usually frequency domain) is to represent the data in a more compact
form in the transformed domain. Also, using ther ight transfor mation technique helps t
minimize the mean squared error of the reconstructed image. The Kar hunen-Loeve
Transform (KLT)is a ready choice since it has beenproven to be optimalintermsof the
compaction efficiency, by beingable  to represent images using few pr incipal components
containing a significant portion of the image information.  However, there are no fast
algorithms for practical implementation of KLT, because of its dependency on the input
source signal. As a result, other less efficient transform such as the Discrete Four ier
Transform (DFT), Discrete Cosine Transform (DCT), Discrete Sine Transform (DST),
and Discrete Hadamard Transform (DHT), etc, are readily used in digital image
compression. Amongst these examples, the DCT is the mostpopular block- based
transform, because its per for mance is very close to that of KLT and a number
gdgorithms exist for DCT. Discrete  cosine transform isa lossy compression algorithm that samp
an image at regular intervals, analyzes the frequency components present inthe
sample, and discard s those frequencies which do not affect the image as the
human pgeceives it.  Finally, DCT  isthe basis formost of  the image and
video compression algorithms,  esp ecially the  still image compression  standard
JPEG inlossy  mode and the video compression standards MPEG-1, MPEG-2, MPEG-4,
H.263,  etc.

3.5.5 Vect or Quant ization

Vector quantization (VQ) is a blocked-based sp atial domain method that has become very
accepted ever since the early 1980s. The way itworks is that theinput image data is first
decomposed into k-dimensional input vectors. The generation of the input vector can be
done in a number of ways; they could be the pel values themselves or to son
tiatsbdemation of them. For example ak =M x Mblock of pels can be ordered to form
k-dimensional input vector s = [sl,., sk]T . Then the the k- dimensional space RK is
decomposed into N region of cells, Ri. Any input vector that falls into the cell Ri
ﬂé}%sented by a representative codevector ri=[r1,rk]T. The set of codevectors

={rl, .rN} is called the codebook. Therefore, the aim of the encoder is to locate the
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odevector ri that best matches the input vector s according to some distortion measure

“1=log2N he decoder, this index isused to lookup the codevector from a matching
codebook See figure 3.5.5 below.

Input
He@8fstructed Image

From input Search for Table Merge
vector best match Lookup Vector
Codebook Codebook
ri_i=1, N ri_i=1, N
) Encoder o
Decoder Figure 3.5.5 : Vector quantization System

Source [D. Jankerson et al, 2003]

VQ realizes compression by using a code with relatively few codevectors compared to the

number of possible inputvector. The resulting bitrate ofaVVQis denoted by I/k bits/pel.

In theory, as k tendsto infinity, the performance of VQ tends towardsthe rate-distortio
bound. Valuesof K used intypical systemsare k=4 x 4andN=1024. When k becomes
large, it becomes difficult to store and search the codebook.

A very importantproblem in  VQ is the design of the codebook. The Linde-Buzo-Gray
(LBG) algorithm helps to addressthis. The LBG algorithm computes a codebook with a
locally minimum average distortion for a given training set and given codebook size.
There are many variants of VQ.It has aperformance that rivals that of transform cod ir
discussed earlier in section 3.5.4 of this unit. Although the decoder comp lexity is
insignificant inVQ, the highcomplexity of the encoderand the high storage requirements

of the method limit its use in practice. Like transform coding, VQ suffers from blocking
artifacts at very low bit rates.

3.5.6 Fractal co mpression

Bernoit Mand elbroth was the first to usethe word fractalto describea fractured structure
which is made up of many similar looking structures and for ms. This oftenoccurs in
nature in snowflak es crystalstrees and river deltas. These kinds ofimages can be created
by taking a simple structure and wusing it as a build ing block. By this same princip
hasic shape can be reused to create a new image using a set of coefficient and equations to

control the processing ofthe basic image. This process takes the basic image, manipulate

it and then lay it onto the image to gradually build up a desired picture.
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Using figure 3.5.6 as our example, the manipulations that can be per for med a
sewltg, scaling and translation. These are used to create new derivativesof  the original
image which can be used to build the final image. This gradual build up is referred
to asllaging and the image manipulation are called affine transformation

Many images that appear in nature can be created through collaging using affine
transformation. The use of fractals as a compression technology is principally based ¢
the idea that if fractals can be used to create images that are extremely lifelike and natural,

then these images can be compressed by discovering the fractal transformations that can
be used toreplicate these. Invariably, if a few equationscan be defined and createa fer
leaf, thena picture of a fernleaf couldbe compressed to a few equations. This idea which

is behind fractal compression is further enhanced by the fact that many real life image
have tremendous amount of redundancy within them.

The most popularly used application of fractal compression is in the compression of
images of Microsoft Encarta multimedia encyclopedia programs. One of the

disad vantages of fractal technology is that it is asymmetric. The encoding process is fa
more process intensive compared to the decoding process, although thisis fast becoming a

non issue as a result of emergence of high speed processing system.

3.5.7. Wavelet coding

Signal representation using Four ier series in terms of the sinusoids has beenwell known
for more than a century as an effective means of processing stationary as well as no
stationary signals. Image compression techniques using Discrete Wavelet Transform
(DWT) have received wide attention in recent year s. Wavelet coding is a transform coding
technique that isnot limited to the block- basedimplementationonly. Usually the wavelet
transform is performed on the whole image. Wavelet transform decomposes the input
signal into low-frequency and high-frequency subbands. Using a separable two
dimensional filtering function, two-dimensional DWT can be computed by applying one-
dimensional DWT row- wise andcolumn-wise  independently. The technique for wavelet
coding is depicted in figure 3.5. 7 below
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Figure 3.5. 7: Wavelet coding

The diagram shows a hierarchical wavelet decomposition of an image into ten subbands
which is achieved after three levels of decomposition. As depicted in figure 3.5.7, after the

first level of decomposition, the original image is decomposed into four subbands LI/1,
HL1, LHI, and HHI. The LLI subband is the low-frequency subband which can be
considered as a 2:1 subsampled (hor izontally and vertically) version of the original image,

and its statistical characteristic is similar to the original image which is shown by the
shaded regions in the diagram. In this case, HL1,LH1, and HHI are called the high-
frequency subbands, where HLI and LHI correspond to the horizontal and vertical high
frequencies, respectively. HHI constitutes the high frequencies that are not in either
horizontal or vertical orientations. Each of these spatially or iented (hor izontal, vertical, or
diagonal) subbands mostly contain in for mation of local discontinuities in the image, and
the massive energy ineach ofthe high-frequency subbands are more in the neig hborhood
of areas which correspond to edge activity in the source image. Since the low-frequenc
subband LLI hascomparable spatial and statistical characteristics as the source image, it
can be further decomposed into four subbands L1/2, HL2, LH2, and HH2. By repeating the

same process for decomposition in /L2, theoriginalimage is decomposed into 10
subbands I/L3, HL3, LH3, HH3, HL2, LH2,HH2, HLI, LHI, and HHI after three levels of
pyramidal multiresolution subband decomposition, as shown in the diagram. The same
approach is takento decompose LL3 intohigher levels. Once the rig ht wavelet filters and
quantization strategy is chosen for subbandwe can guarantee that good compression
perfor mance will be achieved. Each decomposed subband may be encoded separately
using a suitable coding scheme. We can allocate different bit-rates to different subbands.
Because of the hierarchical nature of the subbands in wavelet decomposition, a smaller
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high-frequency subbands inupper  levels. This helps to ascertain a proper

2 reconstructedimage  and thereby achievesgood  compression.
Experlmental results show that we can even allocate zero  bits to the HHI subband and  still
guarantee quality of reconstructed image from natural images.

3.6 Advant ages of Dat a Compression

The main advantage of compression is that it reduces the datastorage  requirements. It
also offers an attractive approach to reduce the communication cost in transmitting high
volume of data over long d istances. The reduction in data rates can make the
quality gfultimedia presentation through limited-bandwidth communication channels to be
increased by compression. Also because of the red uced data rates offered by compression

techniques, computer network and Internet usage is becoming more and more image and
graphics friendly, rather than being justdata and text-centric p henomena. In fact, many
of the creative applications such as digital library, digital achieving, video
teleconferencing, telemedicine, and digital entertainment we seetoday are as a result of
high-performance compression. Other secondar y advantages of compression are:

Data compression may enhance the database performance because more compressed
records can be stored in memory at any time. This potentially increases the probability
that a record being searched will be found inthe main memory.

Data security is another area, in which compression isuseful. The encryption parameters
can be compressed before transmitting them separately from the compressed database
files to restrict access of propriety information. An extra level of security can thus be

accomplished by making the compression and decompression processes totally
transparent to unauthorized users.

The rate of input-output operationsin acomputing device can be greatly increased due to
shorter representation of data.

Data compression no doubt can reduce the cost of backup and recovery of data in
computer systems by storing the enabling large database files in compressed formto be
stored easily.

Self Assessment Test

1) Discuss the Run Length Encoding algorithm

2) Exp lain the term lossy compression?

62



Your cornplimentarn
Hse perfad has enged.
Thank you for using

7 Disadvant ages of Data Compression

Dé a compression offers quite a good number of advantages and has opened d iverse areas
of opportunities for multimedia industries. It however, also offers some disadvantages
which are as follows:

Data compression usually leads toreduced reliability of the datarecords. For examplea
single Dit error in compressed code will cause the decoder to miss-interpret all subsequent

bits producing incorrect data. You may also want to consider the transmission of very
sensitive compressed data (e.g medical infor mation) through a noisy communication
channel (such as wireless media). This could become risky because the burst error
introduced by the noisy channel can destroy the transmitted data.

Similar to above problems associated with compression is the disruption of data
properties, since the compresseddata is  different from the original data. For example,
sorting andsearching  schemes into the compressed data may be inapp licable as the
lexical ordering of the orig inal data is no longer preserved in the compressed data.

Further more, the extra overhead incurred by encoding and decoding processes is one
the most serious limitations of data compression, which discourages its usage in some
areas (e.g., in many large d atabase applications). The extra overhead is usually required

in order to uniquely identify or interpret the compressed data.

In many hardware and systems implementations, the extra complexity added by data
compression can increase the systemscostand reduce the systems efficiency, especially
in the areas of applications that requiresvery low-power VLSI implementations.

4.0 CONCLUSION

The data compression process is said to be lossless if the recovered data are assured to be identical
to the source; otherwise the compression process is said to be lossy. The
multimedia data type determines the kind of technique to be used. For example
compressing an image is significantly d ifferentthan  compressing raw binary data. Of
course, general purpose compression programscan be usedto compress images, but the
resultis less than optimal. This is because images have certain statistical properties which

can be exploited by encoders specifically designed for them. Also, some of the finer
details in the image can be sacrificed for the sake of saving a little more

bandwidth storage space. This also means that lossy compression techniques can be used in this
area.

Lossless compression techniques are recommended when compressing data which, when

decompressed, are expected to be an exact replica of the original data. This is
the easen binary data suchas executables, documents  etc. are compressed.

They need to be exactly reproduced when decompressed. On the other hand,
Images (and  music too)need

not be reproduced ‘exactly’. An approximation of the orig inal imag e is enough f

most
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Irposes, as Ioﬁgé)Fggm‘i’ﬁ‘ée' error between the original and the compressed image is
acceptable.

Further more,inlossless compression schemes, the reconstructed image, after compression,

is numerically similar to the orig inal image. However lossless compression can

only be achieved at modest amount of compression. An image reconstructed
following lossy compression contains degradation compared to the original. Often this is
because the compression scheme comp letely discards redundant information. However,
lossy schemes are capable of achieving much hig her compression. Under normal viewing
cond itions, no visible loss is perceived (visually lossless).

50 SUMMARY

A common characteristic of most images is that the neighboring pixels are interrelated
and therefore contain irrelevant infor mation. The foremost task in  compression is usually

to find the less correlated representation of the image. Two fundamental components of
compression are redundancy and irrelevancy red uction. Redundancy reduction aims at
removing duplication fromthe signal source (image / video). Irrelevancy reduction aims
at omitting parts of the signal that will not be noticed by the signal receiver say the
Human Visual System (HVS). In general, three types of redundancy can easily be
identified:

 Spatial Redundancy or correlation between neighboring pixel values.

» Temporal Redundancy or correlation between adjacent frames in a sequence of
images (in video app lications).

The aim of image compression research is to reduce the number of bits needed to
represent an image by removing the spatial and spectral redundancies as much as
possible. In this unit we examined different algorithms for achieving image and video
compression.

6.0 TUTOR MARKED ASSIGNMENT
1. What are the major d ifference between Vector Quantization and transform
coding ?
. With the aid of a well labeled diagram descr ibe three (3) compression algor ithms

2
3. Differentiate between lossy and lossless compression?
4. What are the advantages and disadvantages of compression?
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PROCESSING AND HUMAN VISUAL SYSTEM
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3.1.2 An image processing task
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1.0 INTRODUCTION

A digital image is a representation of a two-dimensional image using ones and zeros .
binar y digits. Depend ing on whether or not the image resolution is fixed, it may |
wéctor or raster type. Whenever the term "digital image" isused, itusually refersto raster
images or bitmap images. These contain a fixed number of rows and columns
Pixels.are the smallest indiv idual element in an image.

Digital images can be created by a variety of input devicesand techniques, such as dig ital

cameras, scanners, coordinate-measuring machines, seismographic profiling, air borne
radar, etc. They can also be synthesized from arbitrary non-image data, such as
mathematical functions or three-dimensional geometric models. Lots of researches are
going on that aim at providing algorithms for their transformation. Some major topics
within the field of image processing include image restoration, image enhancement, and
image segmentation.

2.0 OBJECTIVES
At the end of this unit, you should be able to:
- Explain the meaning of image processing

- ldentify the different types of images
- Explain the human visual system
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Nhat is image processing?
Image processing entails analyzing and manipulating an image in order to either improve
its pictorial information for human interpretation or render it more suitable for an
independent machine perception. Inthisunit, we shall focus on digital image processing,
which involves using a computer to change the nature of a digital image. Humans lik
their images to be sharp, clear and detailed while machines prefer their images to be
simple and uncluttered. The process of improving the pictorial information of images for
human interpretation requires one or more of the following processes:
» Enhancing the edges of an image to make it appear sharper
* Removing noise from animage. A simple way to look at noise is to consider it as
random errorsinthe image. Figure 3.1a shows an image with noise while figure
3.1b shows an image without noise

Fig. 3.1a Image with Noise Fig 3.1b: Image with Noise removed

* Removing motion blur from an image.

To render images suitable for an independent machine perception may entail:

* Obtaining the edges of an image. See figure 3.1cand figure 3.1d

Figure 3.1c: Original Image Figure 3.1d: The Edged Image
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Andrew, 2004]
» Removing details from an image.

Source [A.

3.1.1 Subdivision ofimage processing

Image processing is a broad field and generally entails the following broad subclasses

which include image restoration, image enhancement, and image segmentation to

mention a few. In the following section we shall briefly explain the meaning of
each gfese subclasses with a view of revisiting some of them in subsequent modules.

Image enhancem ent:

This is the process of improving the quality of a digitally stored image by manipulating
the image with software or some techniques. Advanced image enhancement software
may support many filters for altering images in various ways in making them more
suitable for a particular application. Image enhancement tasks include for example;

- making an image lighter or darker,
- sharpening or de-blurr ing an out-of- focus image,
- highlighting edges,
- improving image contrast, or brig htening an image
- removing noise

Image restoration

This is the reversing of the damage done to an image by a known cause, for example:
» removing of blur caused by linear motion,
» removal of optical distortions,
» removal of periodic inter ference.

Image segment ation
This involves subd ividing an image into constituent parts, or isolating certain aspects of
an image. For example:
 finding lines, circles, or particular shapes in an image,
 inan aer ial photograph, one may be interested in identifying cars, trees, rivers,
human beings, or roads networks.

3.1.2 Animage processing task

The tasks involved in image processing include image acquisition, image preprocessing,
image segmentation, image description and representation and image recognition and
interpretation. Let us consider a typical real world problem where we are required to
obtain the postcodes from envelopes. The image processing will involve the following:

Acquire the image.
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be done using either a charge-coupled device (CCD) cameraor ascanner. So the first
“process in the problem above wouldbeto  scan the envelops.

Preprocess the Image

This is the step taken before the major image processing task. The problem here is t
perfor m some basic tasks in order to render the resulting image more suitable forthe job
to follow. This may entail enhancing the contrast, removing noise, or id entifying regions
likely to contain the postcode from the scanned document.

Segment the Image
Here iswhere we actually get the postcode; in other words we extract from the image that

part of it which contains just what we want. For example, the postcode from
the scaireed document.

Representand describe the Image

These terms refer to extracting the particular features which allow us to differentiate
between objects that make up the image. In the case of a post code, we will be looking for
curves, holes and corners which allow us to distinguish the different digits which
constitute a postcode.

Recognize and interpret the Image

This means assigning labels to objects based on their descriptors (from the previous step),

and assigning meanings to those labels. Still with the example of post code under
consideration, we identify particular digits, and we interpret a string of four d igits
el of the address as the postcode.

3.1.3 Types of Digit al Imag es

When images are captured in digital for ms, they ar e usually stored in different ways. We
consider the following types of dig ital images

Binary

Inthis kind of images, each pixelis just black or white. Since there are only two possible
values for each pixel, we only need one bit per pixel. Such images can therefore be very
efficient in terms of storage. Images for which a binary representation may be suitable
include text (printed or handwriting), fingerprints or architectural plans. Binary images
are also called bi-level or two-level. This means that each p ixel isstored as a single bit (0

or 1). The names black-and-white, B&W, monochrome or monochromatic are often used
for this concept, but may also designate any imagesthat have only one sample per pixel,
such as grayscale images. Binary images often arise in dig ital image processing as masks

or as the result of certain operations such as segmentation, thresholding, and d ither in
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Figure 3.1.3: Binary Image

Gray sca le

In p hotography and computing, a grayscale digital image is an image inwhichthe value

of each pixel is a singlesample, that is, it carries only intensity in for mation.
Images tifis sort, also known as black-and-white, are composed exclusively of
shades  of gray, varying from black at the weakest intensity to white at the
strongest. Grayscale images are distinct from one- bit black-and-white  images, whic
in the context of computer imaging  are images with only the two colors,

black, and white (also called bilevel or binary 1images). Grayscale images have
many shades of gray in between.  Grayscale images are also called monochromati
denoting the absence of any chromatic var iation. Grayscale images are often the res

of measuringthe intensity of light at each pixel ina

single band ofthe electromagnetic spectrum (e.g. in frared, visible light, ultraviolet, etc.),
and in such cases they are monochromatic proper when only a given frequency is
captured. Butalso they can be synthesized from a full color image.

True colour, or RGB.

There are in fact a number of different methods for describing colours, but for image

display andstorage the  standard model is RGB. RGB is the standard for the

display oflours: on  computer monitors;on TV sets.But itis not a very goodway of
describ ing colours. Here each pixelhas a  particular colour; that colour being
described by theamountofred, greenand blueinit. | f each of these components has

range 0 f 0-255, this

gives atotal of 2563 =16,777,216 different possible coloursinthe image. This isenough

colour for any image. Since the total number of bits required for each p ixel is 2

sonetges are also called 24- bit colour image.
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: _n?ost digitﬁDF‘ESWﬂfff,'image pixel iIs justa RGB data value (Red, Green,

~ Blue). petl's color sample has three numerical RGB components (Red,

- Green, Blue) to

represent the color. These three RGB components are three 8-bit numbers for each pixel.

Three 8-bit bytes (one byte for each of RGB) is called 24 bit color. Each 8-bit RG
component can have 256 possible values, ranging from 0 to 255.For example, three
values like (250, 165, 0), meaning (Red=250, Green=165, Blue=0)to denote one Orange

pixel.

The composite of the three RGB values createsthe final color for that onepixel area. In
the RGB system, we know Red and Green make Yellow. So, (255, 255, 0) mea
Redl Green, each fully saturated (255 is as brig ht as 8 bits can be), with no BI
yrigothe resulting color being Yellow.

Black is a RGB wvalue of (0, 0, 0) and White is (255, 255, 255). Gray

Is beegasanghaothe property of having equal RGB values. So (220, 220, 220) is a light gr
(near white), and (40,40,40) is a dark gray ( near black). Gray has no unbalanc
ca$or

Since gray hasequal valuesin RGB, Black & White grayscale images only use one byte
of 8 bit data per p ixel instead of three. The byte still holds values 0 to 255,
pofretettes of gray.

Self Assessment Test

1) What is image processing ?
2) List the steps in  image processing task

3.2Human Visual System

The visual system is the part of the central nervous system which enables organisms
see. Itinterpretsthe information from visible lightto build a representation of the world
surrounding the body. The visual system accomplishes a number of complex tasks,
including the reception of light, and the formation of monocular representations; the
construction of a binocular perception from a pair of two dimensional projections; the
identification and categorization of visual objects; assessing distances to and between
objects; and gquiding body movementsto visual objects. The psychological manifestation

of visual information is known as visual perception.

The eye is a complex biolog ical devicee The functioning of a camera
often wathpated workings of the eye, mostly since both focus light from exter
objects in theual field onto a light-sensitive medium. In the case of the camera, this medium
film

or anelectronic sensor; inthe case of theeye, it isan array of visual receptors. With this
simple geometrical similarity, based on the laws of optics, the eye functions as a
transducer, as does a CCD camera.
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Figure 3.2: Human visual system

Lig ht enteringthe eye is refracted as it passesthrough the cornea. Itthen passesthrough
the pupil (controlled by the iris)and is further refracted by the lens. The corneaand lens
act together as a compound lens toprojectan inverted image onto the retina. The retin
contains two types of photo sensor cells: rods and cones. Thereare 75 to 150 million rod
cells in the retina. The rods contain a blue-green absorbing pigment called rhodopsin.
Rods are used primarily for night vision (also called the scotopicrange) and typically
have no role in color vision. Cones are used for daylight vision (called the photopic
range). The tristimulustheory of  color perception is based upon the existence of three
types of cones: red, green and blue. The p igment in the cones is unknown. We
do Krawthe phenomenoncalled adaptation (a  process that permits eyes to alter
their
sensitiv ity) occurs because of a change inthe pigments in the cones. The retina cells may
also inhibit each another from creating a high-pass filter for image sharpening. This
phenomenon is known as lateral inhibition. Finally, the eye-brain interface enables an
integration betweenthe sensors polar coordinate  scans,  focus, iris adjustments and the
interpretation engine. These interactions are not typical of most artificial image
processing systems.

3.3 The Human Visual Systems Verse Computer Screen

One big advantage that the human eye has over a computer screen or electronic camera is

its spectral responses to colour. Unlike the PC screen, which typically uses the same
number of bits for red, green and blue (RGB) images, the eye s sensitivity is such that the
weighting is different, and as a result, it becomes difficult to differentiate between
colours that the PC is capable of displaying. If the eye cannot discr iminate

between #ik colours, data canbe saved by artificially restricting the  data th
the PC d isplays. In order words, if the eye cannot discriminate betwe

16 or 24 bits per p ixel, why paggvidth  transmitting  all the  data? Thisd

reduction to matchthe eyes response is normally done by converting RGB data in
other formats.

4.0 CONCLUSION
Any image from a scanner, or from a digital camera,or ina computer is represented
fgital form for processing.  Digitizing is the process of capturingand  converting an
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analog signal in dig ital form. Computers process only dig itized images. The fundamental
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hing__to understand ““4bout - digital images is that they consist of pixels.  The size
g is dimensioned in pixels, X columnswide and Y rows tall. The number of pixels in

th _and height is the digital image s spatial resolution. The ratio of width to height in
inches is k nown as images aspect ratio. The bit d epth of an image is the number
of b#ed to store the value in each pixel. Since the images are to be examined and acted upon
by people, the understanding of howthe human visual system operates isnecessary. The
major topics within the field of image processing include image restoration, image
enhancement, and image segmentation.
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50 SUMMARY
In this unitwe covered image processingand its subfields, examined the different types

of image representation within the computer and the human visual system. We also made
a comparison between the human visual system and the computer screen

6.0 TUTOR MARKED ASSIGNMENTS
1. Withthe aid of a labeled diagram explain how the human visual system

works
2. Explain the different types of image representation within the computer

7.0 REFERENCES/FURTHER READINGS

A. McAndrew (2004), An Introductionto Digital | mage Processing with Matlab, School
of Computer Science and Mathematics, Victoria University of Technology

M. S.Onka, V. Hlavac, and R. Boyle (1999), Imag e Processing, Analysis and Machine
Vision. PWS Publishing, second edition

S. E. Umbaugh (1998) Computer Vision and | mage Processing: A Practical Approach
Using CVIPTools. Prentice-Hall.

http://en.wikiped ia.org/wik i/Y1Q
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IT 3:2D DATATRANSFORM WITH DTFT, DFT,DCT

CONTEN

1.0 Introduction

2.0 Objectives

3.0 Main Content

3.1 Background

3.2 The Fast Fourier Transfor m.

3.3 The two-dimensional DFT
3.4 Some properties of the two dimensional Fourier transform
3.5 DTFT

3.6 Discrete Cosine Transform (DCT)
4.0 Conclusion

5.0 Summary

6.0 Tutor Marked Assignment

7.0 References/ Further Readings

1.0 INTRODUC TION

From the knowledge of engineering mathematics and signal processing we know that
per iodic functioncanbe  viewed in either the timedomain orthe frequency domain. It |
very important to realize that both viewpoints are valid and either can be used
for argnal. Atransformisa  mathematical tool used to change one representation into
another
and to make calculation easier. Specifically, the Fourier transforms utility lies in its
ability to analyze a signal in the time domain for its frequency content. The transfor
works by first translatinga function in thetime domain into a function in the frequency
domain. The signal can then be analyzed for its frequency content because the Four ie
coefficients of the transformed function represent the contr ibution of each sine and cosine
functionat eachfrequency.  An inverse Fourier transfor mdoes just thereverse, that is, it
transforms data from the frequency domain into the time domain.

20 OBJECTIVES

At the end of this unit, you should be able to:

- Exp lain how signals are transformed from one domain to the other
- Exp lain the different classes of sig nals

- Exp lain the meaning and the different types of transforms

- Discuss applications of Fourier transforms in multimedia processing

3.0 MAIN CONTENT

3.1 Background

The Discrete Fourier Transform (DFT) is a specific form of Fourier analysis to conve
one function (often inthe time or spatial domain) into another (frequency domain). DFT
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“ina  sample signal, tosolve partial d ifferential equations, andto perfor m other
perations such as convolutions. FastFourier Transform (FFT) isan efficient implementation

of DFTand is used, apart from other fields, indig italimage pestéssimger

Transform is applied to convert an image from the image (spatial) domain to
the frequency domain. Applying filters to imagesin fr equency domain is computationally
faster than to do the same in the image domain.

Mathematically, Suppose

f=[f ff f
fl,O'l,' 2, N ]
is a sequence of length N. Then the discrete Fourier transform can be defined as:
f=[EFF F ]
e
Where
1 -
Fu _- ~R exp 2|ﬁ f
N
x=0
3.2

The formula for the inverse DFT is very similar to the forward transfor m:

N
ufl

x=0

X ex 2iXu
pp N

3.3
When you tryto compare equations 3.2 and 3.3., you will notice that there are really only
two differences:
1 thereis no scaling factor 1/N
2 thesign inside the exponential function is now positive instead of negative

3.2 The Fast Fourier Transform. One of the many aspectswhich makethe DFT
so attractive for image processing is the existence of ver y fast algorithmtocompute
lkhereare a number of extremely fast and efficientalgorithms for computing a DFT; any

of such algor ithms is called a fast Fourier transform, or FFT. When an FFT is use
reduces vastly the time needed to computea DFT.

A particular FFT approach worksrecursively by separatingthe or iginal vector into twa
halvesas represented in equation3.4and 3.5, computing the FFT of each half, and the
putting the result together. This means that the FFT is most different when the vectol
length is a power of 2.

FW=1 F(Qexp ™ 2p2n
! 3.4
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Table 3.1 is used to depict the benefits of using the FFT algorithm as opposed
theect arithmetic definition of equation 3.4 and 3.5 by comparing the number of
multiplication required for each method. For a vector of length 2n, the direct method
takes bﬁz)zr%ultiplications; while the FFT takes only n2n. Herethe saving with

respect to time isof an order of 2n/n. Obviously, it becomes more attractiveto use FFT
algorithm as the size of the vector increases.

Because of this computational advantage, it is advisable for any implementation of the
DFT to use an FFT algorithm.

on Ipirect FET Irjcrease In speed
Arithmetic
2.0

8 64 Zfp 2.6/

16 250064 4.0

32 1024 160 6.4

64 409q 384 10.6

178 16484 896 18.B

2006 bodob 2046 54 0

012 264144 2406 6.9

1024 1Q485/6 10240 10Z2.4
Table 3.1: Comparison of FFT and direct arithmetic

3.3 The two -dimensional DFT

In two dimensions, the DFT takes a matrix as input, and returns another matrix,
saene size asoutput. If the original matrix values are f(x,y), wherex andy are the indices,
then the output matrix values are F(u,v). We call the matrix F the Fourier transfor m f and

write

F =F (f).

Then the orig inal matrix f is the inverse Four ier transform of F, and we write
t=pr (F)

We have seen that a (one-dimensional) function can be written as a sum of sines an
cosines. Given thatanimage may be considered as a two dimensional function, itseems
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casonable to asstimé “that F can be expressed as sums of corrugations functions which

2lo0. . have the general form

Unfimited Pages 1

= asin (bx+cy)

m—=inta

=

Figure 3.2: Corrugate Function
A sample of such function is depicted in figure 3. 2. And this is in fact exactly wh
the dimensional Fourier transfor ms does: it rewrites the original matrix in terms of sums
of corrugation.

The definition of the two-dimensional d iscrete Fourier transfor m is very similar to that

for one dimension. The forward and inverse transforms foran M  x N matrix where for
notational convenience we assume that the x indices are from 0 to M -1 and the y indices

are from0to N-1 are:

F(uv)'2"  feeyexp - 2i 0 X

N
x=0 y=0
3.6

1M -1 N-1 . XH YV

= F(uv)iexp- 2p — —
Fxy)g, = Fuvexp- 20— =

x=0 y=0
3.7

You may need to revise your mathematics to fully comprehendthe formulas. However,
they are not as difficult as they look.

Self Assessment Test

1) Study Table 3.1 and see if you can reproduce the values in columns 2, 3,and 4
based on the theory provided

3.4 Some properties o f the two dimensional Fourier transform

All the properties of the one-dimensional DFT transfer into two dimensions. We shall
briefly consider some which are of particular use for image processing.
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‘pemrealssimilarity except for the scale factor 1/M N inthe inverse transf
and the negative sign in  the exponent of the forward transform. This
means that the  same algorithm, only very  slightly adjusted, can be

used for both the forward and inverse transform. The DFT can  thus be ust
as a spatial Filter

Linearity - An important property of the DFT is its linearity; the DFT of a sum is equal
to the sum of the individual DFT's, and the same goes for scalar multiplication:

Thus
F(f+g)=F(f) +F(9)
F (kf) =k F(f)

Where kis a scalar productand fand g are ma trices. This follows directly from the definition
given in equation 3.6

This property is of great use in dealing with ima ge degradation such as noise which can be
modeled as a sum: d=f +n

where f is the origina | image, n is the noise, and d is the degraded image. Since

F(d) = F(f) + F (n)

We may be able to remove or reduce n by modifying the tra nsform. And we shall see some noise
appear on the DFT in a way which makes it particularly easy to remove

3.5 DTFT

The Discrete-time Fourier transform (DT FT) is one of the specific forms of Four ier
analysis. ~ As such, it transfor ms one function into another, which is called t
fieopaéncyrepresentation, or simply the "DTFT", of the original function (which is often
function in the time-domain). But the DTFT requires an input function that is discrete
Such inputs are often created by sampling a continuous function, like a person's voice.

The DTFT frequency-domain representation is always a periodic function. Since one

per iod of the function contains all of the unique information, it is sometimes convenier
to say that the DTFT is a transform to a "finite" frequency-domain (the length of or
period), rather than to the entire real line. It is Pontryagin dual to the Fourier serie
which transforms from a periodic domain to a discrete domain.

Given a discrete set of real or complex numbers :x[n], n  (integer), the discrete-time
Fourier transform (DTFT) is wr itten as:

X(.)=1" x[n e

The following inverse transforms recovers the discrete-time sequence
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Since the DTFT involves in finite summations and integrals, it cannot be calculated with a

digital computer. Its mainuse is intheoretical problems as an alternative to the DFT. For
instance, suppose you want tofind the frequency response of a system from its impuls
response. If the impulse response is known as an array of numbers, such as might b
obtained from an experimental measurement or computer simulation, a DFT program is
run on a computer. This provides the frequency spectrum as another array of numbers
equally spaced between, for example,0 and 0.6 of the sampling rate. In other case
tAwpulse response might be given as an equation, such as a sine function or an
exponentially decaying sinusoid. The DTFT isused here to mathematically calculate the
frequency domain as another equation, specifying the entire continuous curve between 0

and 0.6. Whilethe DFT could also be used for this calculation, it would only provide an
equation for samp les of the frequency response, notthe entire curve.

3.6 Discrete Cosine Transform ( DCT)

Adiscrete cosine transform (DCT) expresses a sequence of finitely many data points i
terms of asum of cosine functions oscillating at different frequencies. In particular, a
DCT is a Fourier-related transform similar to the discrete Fourier transform (DFT), b
using only real numbers. DCTs are equivalent to DFTs of roughly twice the length,
operating on real data with even symmetry (since the Fourier transform of a realand even
function isreal and even), where in some variants the input and/or output data are shifted

by half a sample. The cosine transform, like Fourier Transform, uses sinusoidal bas
functions. The difference is that the cosine transform basis functions are not complex;
they use only cosine functions, and not sine functions. The two-dimensional d iscrete
cosine transform (DCT) equation foran N x N image for an example isas g iven by:

@Em 1)p cos ®n 1)wp
2N 2N

FV)=CU)C(v) " f[mn]cos

m=0 n=0

for N O=uw

=/ N foru 0
with Cu)= ., N

foru 0

We can interpret this as the projection of f [m,n] onto basis functions of the form:
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PBF[@%E@ on 1wp
2N

]1=C(u,v)cos cos

Since this transform wuses only the cosine function it can be calculated using only rea
ar ithmetic, instead of complex arithmetic as the DFT requires. The cosine transform can
be derived from the Fourier transform by assuming that the function (the image) is
mirrored about the origin, thus making it an even function. Thus, it is symmetric abo
the origin. This has the effect of canceling the odd terms, which correspond to tl
tenen (imaginar y term) in Fourier transform. This also affects the implied symmetry of the

transform, where we now have a function thatis impliedtobe 2N x 2N.

Some sample basis functions are shown in Figure. 3.5, for a value of N=8. Itcan be
shown that this basis is orthonormal.

Based on the preceding discussions, we can represent an image as a superposition of
weighted basis functions (using the inverse DCT):

SN @m 1)p ®n _1)wp
f[m, nj_, C(u)C(v)F[u,v]cos ToN coS N

for N ‘05 ma«

=/ N foru 0

with C(U)= \IZTN_ foru 0

b I O - T
B 4D om & k) —

b I T N
o L T e

Z e =] g8 3 4 =] =]

Figure 3.5: Sample basis functions for an 8x8 block of pixels.
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Unlimited F

This goes to showthat DCT coefficientsare similar to Fourier series coefficients in that
they provide a mechanism for reconstructing the target function from the given set of
basis functions.In itself,this is not particularly useful,since  there are as many DCT
coefficients as there were pixels in the original block. However, it turns out that most real

images (natural images) have most of their energy concentrated in the lowest DCT
coefficients. This is exp lained graphicallyinFigure 3.6wherewe show a 32 X
32pgexslon of the test image, andits DCTcoefficients. It can be shown that most of tF
energ y is around the(0,0) point in the DCT coefficient plot. This iIs the motivati
fgmpression  since the components for hig h values of uand v are small compared to the

others, why not drop them, and simply transmit a subset of DCT coefficients, and
reconstructthe image based on these. This is further illustrated in Figure 3.7, where w
give the reconstructed 32 x 32 image using a small 10x10 subset of DCT coefficients. As

you can see there is little difference between the overall picture of Figure 3.6(a) and
Figure 3.7, so little infor mation has been lost. However, instead of transmitting
32x32=1024 pixels, we only transmitted 10x10 =1 00 coefficients, which is a compression

ratio of 10.24 to 1.

DCT of a typical 32232 bbck image

4000y

20004 -

Fiu,¥)

—2000 A -

(R ¥ 3

Figure 3.6: (a) 32 x 32 pixel version of our standard test image. (b) The DCT of this
image.

Figure 3.7: 32 x 32 pixel image reconstructed from 10 x10 subset of DCT coefficients.
Overall information has been retained, but some detail has been lost.
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o.ptlmal transform for compression would maximise the energy-compressing

eature of the transform;that is the transform of the image would have most of its energ
in the fewest number of coefficients. The DCT is not the optimal transform from thi
perspective; it can be shown mathematically that a Karhunen-Loeve transform (Hotelling

transform) will provide the best basis for compression. However, this optimal basis is
image-dependent and computationally intensive to find, so it is not commonly used in
image compression systems.

DCTs are important to numerous applications in science and engineering, from lossy
compression of audio and images (where small hig h- frequency components can be
discarded), to spectral methods for the numerical solution of partial d ifferential equations.

The use of cosine rather than sine functions is critical in these applications: for
compression, it turns out that cosinefunctions are much more  efficient whereas for
differential equations the cosines express a p articular choice of boundar y conditions. The

DCT is the basis of many widespread image-coding standards: specifically, JPEG,
MPEG, and H.26X which are respectively still image, video-playback, and video
telephony standards.

40 CONCLUSION

The Fourier Transform is of fundamental importance to image processing. Itallows us to
perfor m tasks which would be impossible to perform by any other way; its efficiency
allows us to perform most compression tasks more quickly. The Fourier transform is
very useful mathematical tool for multimedia processing. The Fourier Transfor m and the

inverse Four ier transfor ms are the mathematical tools that can be used to switch from one
domain to the other.

5.0 SUMMARY

In this unit, we covered the definition of Fourier transforms, types of Fourier transform
and its application in dig ital image processing

6.0 TUTOR MARKED ASSIGNMENTS
1) The DCT is the basis of many widespread image-coding standards . Explain why

this is possible
2) Explaintwo (2) propertiesofthe two dimensional Fourier transform

7.0 REFERENCES/FURTHER READINGS

A. McAndrew (2004), An Introductionto Digital | mage Processing with Matlab, School
of Computer Science and Mathematics, Victoria University of Technology

J. S. Lim(1990), Two- Dimensional Sig nal and Image Processing. Prentice Hall, 1990.
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UNIT 1: IMAGE PERCEPTION, IMAGE ENHANCEMENT WITH
HISTOGRAM ANALYSIS

CONTENTS

1.0 Introduction

2.0 Objectives

3.0 Main Content

3.1 Meaning of Histogram

3.2 Image Enhancement

3.2.1 Histogram stretching (Contrast stretching)
3.2.2  Histogram equalization

3.2.3 Edge Sharpening

3.4 Filters and Noise Removal in | mages
3.5 Using MATLAB

4.0 Conclusion

5.0 Summary

6.0 Tutor Marked Assignment

7.0 References / Further Readings

1.0 INTRODUCTION

Image processing is a very important aspect of digital signal processing (DSP)

app lication area. In this unit, we shall examine briefly the applicationof DSP techniques
in the enhancement of images. To do this we shall first provide some mathematical
foundations for histogram analysis and then apply them for the enhancement of images.
Also in this unit, we will introduce the concept of filters and attempt to cover ho
tireyused for image enhancement.

2.0 OBJECTIVES

At the end of this unit, you should be able to:
-Exp lain the meaning of histogram
- Describe how histogramsare used for image enhancement
- Identify sources of noise
- Describe how filter s are used for the removal of noise

3.0 MAIN CONTENT
3.1 Meaning of Hist ogram

Givena grayscale image, its histogram consists of the histogram of its grey levels; thatis,
a graphindicatingthe number of times each grey level occurs inthe image. Quitea good
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* In a dark image, the grey levels (and hencethe histogram) would be clustered -
the lower end:

 Inaunifor mly brig ht image, the grey levels would be clustered at the upper end:

» In awell contrasted image, the grey levels would be well spread out over much of
the range:

Figure 3.1 shows a poorly contrasted image and its histogram. The histogram was
obtained by using MATLAB software. If you are familiar with MATLAB you can use it

to perform a good number of image processing functions. For example, you can view the
histogramof an imagein MATLABDby usingthe imhist function. Many of the topics or
diagrams discussed in this section can easily be obtained by using MATLAB provided
you have your data or image to work with. Additional information is provided on
MATLAB at the end of this unit.

Figure3.1: An image with its histogram: Source [A. McAndrew ,2004]

3.2 Image Enhancement

Image enhancement is the processing of images to improve their appearance. There are a

variety of methods, which are suitable for different objectives. Some objectives are to
improve the image quality and visual appearance to human viewer. Other ones include
the sharpening of an image to make the processed image better in some sense th
thgprocessed one.
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n the subsequent sections, we shall discuss some of the approaches to image
ncement. For simplicity, we only use gray-scaleimages.

3.2.1 Histogram stretching (Contrast stretching)

Whenever you have a poorly contrasted image such as shown in figure 3.1 above, y«
may wish to enhance its contrastby spreading out its histogram. One approach to use
by histogram stretching.  Suppose we have an image withthe histogram shown in figure
3.1.1, associated with a table of the number s of gray values:

Greylevel|i O] 1 B 415 6f 7 p 9 JO 12 1314
15

I 15 0 0170 110 §5 70 35[0 0]O 0 15
Taple 3.1.1 a

‘ il ;
] ol /
Figure 3.1.1a: A histogram of a poorly contrasted image, and a stretching function
[A. McAndrew, 2004]

Assuming n =360, the grey levelsin the centre oftherangecan bestretch out by usinga
piecewise linear function. Please, note that you can derive your piecewise linear function.

The MATLAB software could assist you to do this. For example the function given [
the following equation has the effect of stretchingthe grey levels 5-9 to greylevels 2-14

according to the equation

.14+
17975
where i is the orig inal grey level and jits result after the function has been applied. Grey
levels outside this range are either left alone as in the case under discussion or
transformed according to the linear function derivable from the right side diagram in
Figure 3.1.1. This vyields the corresponding grey values in table3.1.1b and histogram in
figure 3.1.1b which indicate an image with a greater contrast than the original.

-5 2
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Figure 3.1. 1b: Histogram of | mage with better Contrast

3.2.2 Histogram equalization

The major challenge with histogram stretching is that they require user input. Often

times, a better approach to image enhancement is provided by histogram equalization,

which is an entirely automatic procedure. The principle here is to change the histogram to

one which is uniform; that is one that every bar on the histogram is of the same
heig meaning that, each grey level in the image occurs with the same
frequency. In the seabe,this looks impracticable, but thefact remains that, the
resultof histogram equalization provides very good results for enhancing the quality of an

image.

Suppose we have an image with L different grey levels 0, 1, 2, ,.L-1and thatthe grey
level i occurs ni times in the image. Assuming also that the total number of pixels in the

image is n such thatn 1+n 1 +n 2 + +n 1 L = n. To transform the grey level to obtain a

better contrasted image we change grey level i to

r_]-g-+||]1_+ n
n

¢ 1)

with the values obtained rounded to the nearest integer.

Let us now consider the following example in order to have a better understanding of the
concept discussed above:

Suppose a 4-bit greyscale image has the histogram shown in  figure 3.1.1 associated with
atable of the number ni of grey values shown in table 3.1.2
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Figure 3.1. 1a: Histogram of grey scale values before equalization

Greylevelf OJL B 4 1p 67 |B 1 11 17 13 |14
15

I 15 0 01Ip 0 [p 70 110 45 [80 |40 (
0

Table 3.1.2: Grey scale valuesofan image

We would exp ect this image to be uniformly br ight, with a few dark dots on

doialize this  histogram, we form running totals of the ni, and multiply each by 15/360 =
1/24

Grey ni nf (1/24) ni Rounded
Level i Value

0 15[ 15 0Ogo 1
15 0.6]
15 0.6
I5 0.6
I5 0.6]
I5 0.6]
I5 0.6]
I5 0.6]
I 0.b
(0| oo 3.4¢
0 19 8.1 ©
Ay 240 10 10

ol 52U Js.00 1o
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o0 1§ 15
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able 3.1.4. Original and Final grey values

The resulting histogram fromthe table 3.1.4 is depicted in Figure 3.1. 1b:

=T X

=gl T

Sl

5] 1 ] = 1 = a8 T &= @ 10 11 12 1% 14 15

Figure 3.1.1b: Histogram of grey scale values after equalization

3.2.3 Edge Sharpening

Another approach to making edges in an image slightly sharper and crisper, which
generally results in an image more p leasing to the human eye is by per formi
§pteiaing. The operation is also known as edge enhancement, edge crispening, or
unsharp masking. This last term comes from the printing, industry. Unsharp mask ing
is well known to photographers and astronomers who used the method as darkroom
technique to enhance faint details in photographic prints. As desig ned by photographers,
blurred, reverse-contrast negative (or unsharp mask) is made of the original negative.
These two negativesare sandwiched together in perfect registration inthe enlarger anda
printis made. To performthis operation onacomputer,an unsharp maskis produced by
blurring and reducing the amplitude of the original image; the unsharp mask is then
subtracted from the orig inal to produce a sharpened image.  The idea of unsharp mask ing

IS to subtract a scaled unsharp version of the image from the original. In practic
van achieve this effect by subtracting a scaled blurred image from the original.

The schema for unsharp masking is shown in figure 3.1.3a
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Figure 3.1. 3a: Schema for Unsharp masking

An_ Orig inal I mage After unshafp masking
Figure 3.1. 3b: Schema for Unsharp mask ing

3.4 Filtersand Noise Removal in Images

Noise is often introducedduring the analog-to-digital conversion process as a side-effect

of the physical conversion of patterns of light energy into electrical patterns. Filters
usually would have some effect onimage processing tasks. To be able to choose the most
appropriate filter for image processing, we need to understand the notion of frequency.
Roughly speaking, the frequencies of an image are a measure of the amount by whic
grey values change with distance. High frequency components are characterized by large
chang es in grey values over small distances; examples of high frequency components are
edges and noise. Low frequency components, on the other hand, are parts of tl
omageterized by little change in the grey values. These may include backgrounds, skin
textures. We then say that a filter is a:

high pass filter if it passes over the high frequency components, and reduces ¢
eliminates low frequency components,and a

low pass filter if it p asses over the low frequency components, and
reduces gkiminates hig hfrequency components.
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1 be employed to remove high spatial frequency noise froma digital image. W
salsit the topic  on noise removal in unit 3 of this module.

3.5 Using MATLAB

MATLAB standsfor MATrix  LABoratory. It is a programming language fortechnical
computing from The MathWorks, Natick, MA. It is used fora wide variety of scienti
and eng ineering calculations, especially for automatic control and  signal processing,
MATLAB runs on Windows, Mac and a variety of Unix-based systems. Developed by
Cleve Moler in the late1970s and based onthe original LINPACK and EISPACK
FORTRAN libraries, it was initially used for factoring matrices and solving linear
equations. MATLAB has wide area of application today. Most of the image processing
tasks can be handled by it with a little programming skill. You can get a copy fro
theernet or other sources for your PC and explore its features.

Self Assessment Test

1) What is the meaning of Edge Sharpening?
2) Access the Internet for more information on MATLAB

4.0 CONCLUSION

The unsharp filter is a simple sharpening operator which der ives its name from i
faat it enhances edges (and other high frequency components inan image) via a
procedure which subtracts an unsharp, or smoothed, version of an image from the
original image. The unsharp filtering technique is commonly used in the p hotographic
and printing industries for crispening edges.

50 SUMMARY
In this unit, we covered histogram and its application in image enhancement. We also

took a look at filters and introduce the features of MATLAB which is one software that is
currently being used for diver se engineering, science and business applications.

6.0 TUTOR MARKED ASSIGNM ENTS
1) What is a histogram?

2) Describe the processes of Histogram equalization in image enhancement
3) Exp lain the term Edge Sharpening
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1.0 INTRODUCTION
Morphology is a branch of image processing which is particularly useful for analyzing

shapes in images. We shall examine basic morphological operators that are applied to
binar y and greyscale images.

2.0 OBJECTIVES

At the end of this unit, you should be able to:

- Exp lain the meaning of morphological operators

- Exp lain the applications of morphological operations in image processing

3.0 MAIN CONTENT

3.1 Morphological operato rs

The theory of mathematical morphology can be developed in many different ways. We

shall adopt one of the standard methods which use operations on sets of points. Some
morphological operations are discussed as follows:

3.1.1 Trans lation and Reflection
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1 Translation” “*=
1that that A is a set of pixel inabinaryimageand w= (x,y) is a particular

Jordinate point. Then Aw isthe set A translated in the direction (x,y). This means
that: A x ={(a,b)+(x,y): (a,b) A}

Let us consider a practical example by using figure 3. 1.1a

0 2 3 4

UL AL

L -

Figure 3.1.1a: Binar y
| mage
The figure depicts a shaped set andlet w = (2,2). The set A has been shifted in the x and y
directions by the values g ivenin w.  We observe that here we are using matrix
coordinates, rather than Cartesian coordinate, so that the orig in is atthe top left, X goes
down and y goes across. The result of the translation operation is dep icted in figure 3.1.1b

0

1

2 .

3 LILBL]
4 L]

i

Figure 3.1.1b: Result of Translation Operation

3.1.1.2 Reflection
If A isset of pixel, then its reflection, denoted by A is obtained by reflecting A in the
origin

Atk v):xy) A}

For examp le, in Figure 3.1.1c the open and close circles form sets which are reflections
of each other.
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Figure 3.1. 1c: Result of Reflection Operation

3.1.2 Dilation and Erosion

These are the two basic operations that constitute morphology. All other operations are
der ived from these two operations.

3.1.2.1 Dilation
Assuming that A and B are sets of pixels, the dilation of A by B, denoted by A Bis

definedas A BA =U

X B
This implies that for every point x A we translate A by those coordinates. Then we take
the union of all these translations. This can also be written as

A B={xy)+ (V) (xy) A,(uv) B}

From this last defin ition, dilation is shown to be commutative; that is

A B=B A

An example of dilation is given in Figure 3.1.2a. In the translation diagram; the grey
squares show the original position of the object. Note that A(0,0) is of course just A itself.
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Figure 3.1.2a: Dilation [Source A. McAndrew 2004]

In this example, we have

B ={(0,0),(1,2), (-1, 1)(1,-1), (-1,-1)} and these are the coordinates by which we translate
A.

In general A B can be obtained by rep lacing every point (x,y) in A with a copy of B.
placing the (0,0) point of B at (X,y). Equivalently, we can rep lace ever y point (u,v) of B
with a copy of A.

3.1.2.2 Erosion
Given sets A and B, the erosion of A by B, written A T B is defined as

ATB={w:Bw A}
In other words, the erosion of A by B consist of all pointsw = (x,y) forBw isin A.To

perfor m an erosion, we can move B over A, and find all the places itwill fit, and for each
place mark down the correspond ing (0,0) point of B. The set of all such points will form
the erosion. An example of erosion isgivenin Figure 3.1.2
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Figure 3.1. 2b: Erosion [Source A. McAndrew 200 4]

3.2 Relations between erosionand dilation
It can be shown that erosion and dilation are inver ses of each other; more precisely, the
comp lement of erosion is equal to the dilation of the comp lement. Thus

_ _}
ATB A B

3.3  Opening and Closing

These operations may be considered as second level operations; in that they build on
the basic operations of dilation and erosion. They are also, as we shall see, better behaved
mathematically.

Opening
Given A and a structuring element B, the opening of A by B, denoted by A B is defined
as A B=(AB

So an opening consists of an erosion followed by a dilation. An equivalent definition is
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Figure 3.3a: Opening [Source A. McAndrew 2004]
The opening operation satisfies the following properties:

1 (A B) A. Note that this is not the case with erosion; as we have seen, an erosion
may not necessarily be a subset

2(A  B) B=A B).Thatis, anopening can never be done more than once. This
property is called id empotence. Again, this is not the case with erosion; you can keep on
app lying a sequence of erosion to an image until nothing is left.

3 (A C}. Then(A B) (C B)

4 Opening tends to smooth an image, to break narrow joins, and to remove thin
protrusions.

Closing

Related to opening we can define closing, which is considered asa dilation followed by
an erosion. Itisdenotedby A « B;

A « B=(ABT

Another definition of closing isthatx A < Bifall translations Bw which contains x )
have non-empty intersections with A. Anexample of closingis givenin figure 3.3b. This

closing operation satisfies
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1. A (A ¢ B)

2. (A - B) - B=A e« B;thatis,closing, like opening, isidempotent

3 IfA C, then(A » B) (C « B)

4 Closingtends alsoto smooth an image, but it fuses narrow breaks and thin gulfs
and eliminates small holes.

3.4 Anapplication: noise removal

Suppose A is a binary image corrupted by impulse noise-some of the black pixels are
white and some of the white p ixels are black. An examp le is given in Figure 3. 4. Then
AB will remove the single black pixels, but will enlarge the holes. We can fill the
holes by dilating twice:

(AB)B )B
The first dilation returns the holes to their orig inal size; the second dilation removes

them. But this will enlarge the object in the image. To reduce them to their correct size,
perfor m a final erosion;

((AB)B )B )BT

The inner two operations constitute an opening; the outer two operations a closing. Thus
this noise removal method is in fact an opening followed by a closing.

(A B) - B
This is called morphological filtering

a

b Figure 3.4: Application of mocphological operations in noise removal
[Source A. McAndrew 2004]
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'-i'?:\’-elationship bet ween openingand closing

Opening and cIosirTg share a relationship very similar tothat of erosion andd ilation; the
comp lement of anopening is equal to the closing of a complement, and complement of a
closing isequal to the opening of a complement. Specifically,

} }
A A B and B =A.B

4.0 CONCLUSION

Morphology is a ver y important area of mathematics for image processing. This unit has
helpedto providea mathematical foundation to validate some concepts d iscussed in this
study mater ial

5.0 SUMMARY

In this unit we have covered some important morpholog ical operators, their relationships
and areas of applications in multimedia systems.

6.0 TUTOR MARKED ASSIGNM ENTS
1.) Using a relevant examp le, define the following terms;

a) Dilation
b) Erosion
2.) Define an opening operation and state the properties that are usually satisfied by

this operation
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1.0 INTRODUCTION

Image restoration is considered one of the major areas of image processing. Image
restoration focuses on the removal or reduction of degradations which happened during
the acquisition of an image data. The degradations may include noise, which are errors in

the pixel values, or optical effects such asoutof focusblurring, or blurring due to camera

motion.  While neighbour hood operations can be used as a dependable technique for
image restoration, other techniques requir e the use of frequency domain processes. In this

unit our emphasisshall be on the techniques for dealing with restoration, rather than with

the degradations themselves, or the features of digital systems which give rise to imag
degradation. We shall also consider feature detection and pattern matching

20 OBJECTIVES
At the end of this unit, you should be able to:
-Describe image degradation model
-Exp lain the concept of noises in  image and their removal

-Exp lain the principles of object detection
-Describe the technique of object detection

3.0 MAIN CONTENT

3.1 A model for Image Degradation
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Suppose we have an image f(x, y) and a spatial filter h(x, y) for which convolution with

the image results in some form of degradation. Fur ther, let us assume that h(x,y) has a

single line of ones, the result of the convolution will be a motion blur inthe direction of
the line. We represent this by the equation:

g(x, y) = f(xy) * h (x,y)

for the resulting degraded image g(x,y) where the symbol* is used to represent a spatial
filter ing. Further more, we must consider noise, which can be modeled as an additive
function to the convolution. Thus if we use n(x,y) to represent the random error which
may occur, we will thus have the degraded image expressed as:

gxy) =fxy)*hxy)+ n(xy)

We can per form the same operations in the frequency domain. To do this we replace the
convolution by multip lication, while add ition remains as addition, because of the linearity
characteristics of the Fourier transform. This resulting expression becomes:

G(iJ) =F(, DH{, J) + N (i.))

This expression denotes general image degradation, where of course F, H, and N are the
Fourier transformation of f, h, and n respectively.

Once we know the values of H and N we can always recover F by rewr iting the above
equation as B o B
F(I.J) = (G(0,j)-N(.j))H(ij)

In real life, this approach may not be as practical as it appears in the mathematical
expression. This is because, though, we may have some statisticalinformation about the noise

we may not know the value of n(x,y) or N(j) for all, oreven any value
Wi we have the values of H(i,j) which are close to, or equal to zero, we cou
bare d ifficulties as implied in the formula.

3.2 Noise

In image digital signal processing systems, the term noise refers tothe degradation in the
image signal, caused by external disturbance. If an image is being sent electronically
from one place to another, via satellite or through networked cable or other forms of
channels we may observe some errors at destination points. These errors will appear o
the image output in  different ways dependingon the type of disturbance or distortions in
the image acquisition and transmission processed. This gives a clue to what type of errors

to expect, and hence the type of noise on the image; hence we can choose the mos
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appropriate methoﬁ%‘ﬁ@ﬂﬁﬁhg the effects. Cleaningan image corrupted by noise is thus

SlEsaan imE nt aspect of image restoration.
Unlimited Pages and ExXp

We shall examine some of the standard noise forms, and provide some details on the
different approaches to eliminating or reducing their effects on the image.

3.2.1 Salt and pepper noise

This is also referred to as impulse noise, shor t noise, or Dbinary noise. Th
degradaticaused by sharp, suddend isturbancesinthe image signal; it appears in an image
as a randomly scattered white or black (or both) pixels over the image.

Figure 3.2a: An original image N Figare 3.2a: Effect of Salt and Pepper noise
Source [A. McAndrew, 2004]

3.2.2 Gaussian noise
Gaussian noise is an ideal case of white noise. It is caused by random fluctuation

il

theage signal.A very good example of this is by watchinga television which

shighthed to a particular channel. Gaussian noise is whitenoise  which is normally

distr ibuted. If the image is represented as I, and the Gaussian noise by N, then
we ga@del a noisy image by simply add ing the two represented by I+ N

3.2.3 Speckle noise

As can beseen inthe mathematical representationfor Gaussian noise, we modeled it by
adding random values to an image. On the other hand, speckle noise is modeled by
random values multiplied by pixel values;hence it is also called multiplicative noise.
This is common with applications that involve radar devices. Figure 3.2 cand Figure 3.2d

depict the effects of Gaussianand Speckle noise respectively on an original image shown

in Figure 3.2a

.' gl AT '.- i 2

Figure 3.2c: Effect of Gaussian Noise ~ Figure 3.2d: Effect of Speckle Noise
Source .

McAndrew,2 004]
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Wpé of noise is used to describe the effect of periodic disturbances on an imag
signal rather than a random disturbance. The effect appears as bars over an image. This is
depicted in figure 3.2e

7

Periodic noise
Source [A. McAndrew

iy ri

Figure 3.2e: Eect of

,2004]
3.3 Noise Reduction

Now that we have identified the sources of noise in digital signals and some types
noise, we shall describe some of the techniques of reducing or eliminating noise in 1
image processing. On a general note filters can be used to remove or eliminate noise in an

image. The energy ofatypical image isprimarily inthe low frequency reg ion;therefore,

a (two-dimensional) low-pass filtering will be good enough in removing a substantial
amount of unifor m random noise though not without removing some details of the image.

On the other hand, the edges that exist in an image usually produce high frequency
components. If these componentsare removed or reduced in energy, the edges will
become fuzzier. Median filter are ideal in removing impulse noise while preserving the
edges.

They are non-linear filters however, and therefore the process cannot be reversed. In
median filtering, awindow or mask slidesalong the image. This window defines a local
area around the p ixel being processed. The median intensity value of the pixel within that
window becomes the new intensity value of the pixel being processed.

Median Filtering

The operations of median filtering make it most suitable for the removal of salt and
pepper noise. From the knowledge of simple statistics, you recall that the medianof a set

is the middle value when they are sorted. If there are even numbers of values, the median

is the mean of the middle two. A median filter isan example of a non- linear spatial filter.

Using a 3 x 3 mask as an examp le, the output values is the median of the val
imasthd_et us examine table 3.3

[ 50 B5 52 I )
63 255 58 i
61 00 57
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Table 3.3: 3 x 3

5052 57 8 60 61 63 65 255 Here 60 is the median value

The operation of obtaining the median means that very large or very small valuesi.e
noisy value will end up at the top or bottom of the sorted list. Thus the med ian will in
generally replace a noisy value with one closer to its surroundings

3.4 Feature Detection and Recognition ( Object Detect ion Basics)

Object detection isan interesting topicin image processing. It is concerned with locating
an object in a scene. To locate an object from a group of other object
several geedtiontd be answered. Amongst  others, the user need to define what
meant by an object? And specify an approach for the objects detection. The
ultimate goal of computer vision is todesign a system that would be capable
analyzing ascene and determining which items inascene were relevant objects. We she
now examine Pattern matchingby using correlation technique to detect object in a scene.

3.4.1 Pattern Matching Using Correlation

The goal of the pattern matching technique is to find ever y instance of a specific object in

the scene by applying a special template. A template in this context is an image
tgect of interest. For example, figure 3.4aisthe image of a spherical gas tank which we

can use as a template.

Figure 3.4a: Spherical gas

Aswe can see, this temp late is a grouping of p ixel values that correlate with the object of
interest. If our task is to locate all the gas tanks in a factory depicted in figure 3.
4b. gecomplish this location task, the gas tank mask is applied to the image in such a way that
groupings of pixels that correlate with the template will be close to white while groups of

pixels that do not correlate with the template will be close to black
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Figure 3.4b: Spher ical gas

The figure below shows how the template is app lied to the image.

=%
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The image algebra to accomplish this temp late application is given by the expression
ci=a t

In this equation, c¢ is the output image, a is the source image, and t is the templa
represented by pixel values p. t can be further defined as:

and —(n-l<tv-py<n-|

plot—2v—yl f —im-lifu-s<m-—]|
t[x.:,n}':uni"} =
i} otherwise.
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pplying the “aboVe“‘expressions, we obtain a factory picture which is depicted in

Figure 3.4c: Location of tanks

As you may observe, inthe figure, the locations of the six tank sare in white, which goes
to validate the method used here for object detection. However, there are other objects in
the scene that are almost detected as gas tanks. While these objects do not have as strong

a match as thetanks themselves (ascanbe seen by the relative whiteness of the pixels at
those locations), they could be mistakenly identified as tanks. To make the tank locations
clearer, wecan apply thresholdingon valuesof the pixel. This type of threshold turns all
pixels that are not white enough to black. The result of this operation is shown below.

Figure 3.4d: Object after thresholding

The locationsof the six tanksare now very clearly seen. This sametype of process can
be per formed in the frequency domain.
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an accurate image of the desired object as it is likely to appear

the image.
» Changes in the object's orientation and size will adversely affect performance.

o If the template imagewas taken in different lighting than the source image, then
the pixel values are less likely to line up, even for the object of interest.

40 CONCLUSION

Image restoration focuses on the removal or reduction of degradations which happened
during the acquisition or transmission of image data. In dig ital image processing systems,

the term noise refers to the degradation in the image signal, caused by external
disturbance. Noise can be removed by desig ning an appropriate filter.

5.0 SUMMARY

In this unit, we covered image degradation model, identified sources of noise in dig it
signals and somek inds of noise. We also covered how noise can be removedor reduced
by using appropriate filters. Finally we covered pattern matching using correlation.

6.0 TUTOR MARKED ASSIGNMENTS

1.0 Explainthe term noise
2.0 Briefly explain the terms
a) Salt and pepper noise
b) Gaussian noise
c) Periodic noise
d) Speck le noise

7.0 REFERENCES / FURTHER READINGS

H. Benoit, (1996), Dig ital Televison MPEG- 1, MPEG-2 and Princip les of the DVB
systems, Focal Press, Linacre House, Jordan Hill, Oxford

J.D. Gibson (Eds) (2001), Multimedia Communications: Directionsand Innovations,
Academic Press, San-Diego, USA

A. McAndrew (2004), An Introductionto Digital | mage Processing with Matlab, School
of Computer Science and Mathematics, Victoria University of Technology
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MODULE 4

UNIT 1:IMAGECODING WITHDCT AND WAVELE T TECHNOLOGI ES

1.0 Introduction

2.0 Objectives

3.0 Main Content

3.1 Image Coding with DCT
3.2 Application of DCT

3.3 Wavelets Compression

4.0 Conclusion

5.0 Summary

6.0 Tutor Marked Assignment
7.0 References / Further Readings

1.0 INTRODUCTION

The discrete cosine transform (DCT) is widely appliedin image compression. Alternative
transforms such as Walsh, Hadamard , Karhunene-Loeve and wavelets have also been
introduced. With wavelets the basic functions are not restrictedto sine waves and can be

quite different in form and thus characteristics. By using wavelets we get better imag
quality at low data rates and higher compression when compared to the DCT-based
compression.

2.0 OBJECTIVES

At the end of this unit, you should be able to:

- Exp lain image coding with DCT

- Discuss the app lication of wavelet technology in image coding

3.0 MAIN CONTENT

3.1 Image Coding with DCT

One ofthe most commondata transfor mations used in video compression is the discrete
cosine transfor mation (DCT). Itisin CCITT H.261, JPEG, H.320group of standards for
video conferencing, and in both the MPEG1 andMPEG 2 standards. The d iscrete cosine
transform is a special case of the Fourier transform applied to discrete (sample) signal
which d ecomposes a periodic signal into a series of sine andcosine  harmonics functions.

The signal can then be represented by a ser ies of coefficient of each of these functions.

We provided some mathematical foundation in Module two. Under certain conditions,

the DCT separates the signal into only one series of harmonic cosine function in
ndgb the signal, whichreduces by halfthe number of coefficient necessaryto descr ibe

the sig nal compared to a Fourier transform.
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'-.f'the case of picture, the original signal is asampled bidimensional DCT (horizontal and

ertical directions), which will transform the luminance (or chrominance) discrete value
of ablock N X N p ixelsinto another block (or matrix) of N X N coefficient representing
the amplitude of each of the cosine harmonic functions.

The transformed block consist value of horizontal and vertical frequencies. In the block
coefficients of the horizontal axis represent increasing horizontal frequencies from leftto

right, and on the wvertical axis they represent increasing vertical frequencies from top t
bottom. The wver y first coefficient in the top left corner that is coordinates (O, |
debotéworizontal and vertical frequencies, and is therefore called the DC coefficient, and
the bottom r ight coefficient represent the highest spatial frequency componentin the two
direction.

For implementation purpose, a block size of 8 x 8 pixels (see figure 3.1) which the DCT
transformsinto a matrix of 8x 8 (seefigure 3.2) is generally used.
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Figure 3.1 : Cutting of blocks of 8 x 8 pixels
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Figure 3.2: Transformation of a block of 8 x 8 pixels into a ma trix of 8 x 8 coeff. Using DCT

110



Your complimentan:
Hse perfad has enged.
Thank you for using
POF Compiate.

Figure 3.3: Result of thresholding and quantization

Figure 3.4: Zigzag reading of the coefficient of the matrix

The DCT has notable property of concentrating the energy of the block on a
comparatively low number of coefficient situated in the top left corner of the matrix with
coefficient that are decorated from each other. This property is taken advantage of in
subsequent compression processes. The DCT transform process is reversible.

Nevertheless, due to the nature of human vision (reduced sensitivity to high spatial
frequencies), itis possible, without perceptible degradation of the picture quality, to
eliminate the values below a certain threshold function of the frequency. The laminated
values are replaced by 0 (an operation known as thresholding); this part of the process is
obviously not reversible, as some data are thrown away.

The remaining coefficients are then quantized with an accuracy decreasing with the
increasing spatial frequencies, this further reduces  the quantity of information required to
encode a block. This process is also not reversible,but it has little effect on the perceived
picture quality. The thresholding/ quantization process is depicted in figure 3.3
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_-tlzatlon parameter are used to dynamlcally regulate the bit-rate for moving pictures.
erial bitstream is then obtained by zig-zag reading of the coefficients,as shown in
Fig 3.4.to allow a relatively long series of null coefficient to be obtained as
quickly psssible, in order to increase the efficiency of the compressi
algorithm (such as, Run length, Huffman) used.

3.2 Application of DCT

DCT is used for most image/ video standards. Two popular examples of such standards
are JPEG (Joint photographic expert group) and MPEG (Motion picture expert group)

a) The joint photographicexpert  group(JPEG) isa standard for compression of still
pictures. The colour signal, red, greenand blue are sampledand each color componentis
transformed by DCT in 8 x 8 pixel blocks. The DCT coefficients are quantized and
encoded in a way that the more important lower components are represented by more bits

than the hig her-frequency coefficients. The coefficients are reordered by reading the DCT
coefficient matr ix inazigzag fashion, and the data stream is Huffman coded.

b) The motion picture expert group (MPEG) standard MPEG-1, for compression of
full- motion pictures on digital storage media suchas CD-ROM and digital ver satile d isc
(DVD), with a bit transfer rate of about 1.5 Mbits/s is similar to JPEG.  With this
standard compression is achieved by allowing sampled framed split into blocks to be
transformed using DCT in thesame way as JPEG. The coefficients are then coded wit
either forward or backward prediction or a combination of both. The output from the
predictive coding is then quantized using matrix of quantization steps. Since MPEG is
more complicated than JPEG, it requires evenmore computing power.We shall discuss the
MPEG standard in more details in the unit 3 of this module.

3.3 Wavelets Compression

Wavelets first appeared in the 1980s in geophysical work but had long spread to othe
areas such as mathematics, computer science and engineering. The basic idea behind it
app lication is that many signals can be represented by combining many simpler wave
forms called basic functions by using weighing factors knownas co-efficient. Similar to
this is the Four ier transform which will decompose a signal into a set of sine wav
gbecific frequency. With wavelets the basic functions are not restricted to sine waves and

can be quite differentin for m and thus characteristics.

Representation of a signal using sinusoids is very effective for stationary signals, whic
are statistically predictable and are time-invariant in nature. Wavelet representation is
found to be very effective for nonstationar y signals, which are not statistically predictable

and time-varying in nature. Variation of intensity to form edges is a very important visual
characteristic of an image. From signal theoretic perspective, discontinuities of intensities
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|ﬁ@5W3’ffEImageand hence it can be prominently visualized by the human
The time and frequency localization property of wavelets makes it attractive for

Wavelets are functions defined over a finite interval and having an average value of zero.

The basic idea of the wavelet transform is to represent any arbitrary function (t) as
superposition of a set of suchwavelets or basis functions. These basis functions also
referred to as baby wavelets, are obtained from a single prototype wavelet called the
mother wavelet, by d ilations or contractions (scaling) and translations (shifts).

If the mother wavelet is denotgdthbyter wavelets Ye( a> 0 and a real
number b can be represented as:

_ t- b
%(t)—%ﬁ R

where a and b represent the parameters for dilations and translations inthe time domain.
The parameter a causes contraction in time domain when a < 1 and expansion when
a>1. Figure 3.5 is used to illustrate a mother wavelet and its contraction and d ilation.
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Figure 3.5: (a) Mother wavelet ) () < t&&@ (9):Q t(#a):a

By using waveletswe get better image quality at low data rates and higher compressic
when compared to the DCT- based compression.

Wavelets compression is in some aspects very similar to the DCT compression
techniques that are used with MPEG and H.320 video conferencing. It transfor ms the
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ity and then uses coding techniques to compress the data. The big d ifference though
hat the DCT algorithm is not used and is replaced with wavelet transform. Using
wavelets gives better image or video quality at low data rates and higher compression
when compared to the DCT- based compression.

Compression schemes based on DCT requires that the input image needs to be

“"block ed”, thus correlation across the block boundaries isnot eliminated. Thisresults in

noticeable and annoying blocking artifacts" particularly at low bit rates as shown in

figure 3.6(a). Blocking artifacts also called macroblock ing are distortion that appears in

compressed image / video material as abnormally large pixel blocks. It occurswhen the

encoder cannot keep up with the allocated  bandwidth. It is
especially visible with fast motion sequences or quick scene changes.

Video uses lossy compression, and the higher the compression rate, the more content i
removed. At decompression, theoutput of certain decoded blocks makes surround ing
pixels appear averaged together and look like larger blocks. AsTVs getlarger, blocking
and other artifacts become more noticeable.

Since there is no need to block the input image andits basis functions have var iabl
length, wavelet coding schemes at hig her compression avoid blocking artifacts. Wavelet-

based coding is more robust under transmission and decoding errors, and also facilitates
progressive transmission of images. In addition, they are better matched to the HVS
characteristics. This is because of their inherent multiresolution nature. Wavelet coding
has earlier been discussed in module two. Wavelet coding schemes are especially suitable

for applications where scalability and tolerable degradation are important such as in
Subband Coding.

The fundamental concept behind Subband Coding (SBC) is to split up the frequency band
ofasignal and then tocode each subbandusing a coder and bit rate accurately matche
to the statistics of the band. SBC has been used extensively first in sp eech

coding lkadgrin image coding because of its  inherent advantages  nam
variable bit assignment among the subbands as well  as coding error confinement  within the
subband s.
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Flghre 3.6(b)
Figure 3.6(a) Original Lena Image, and (b) Reconstructed Lena with DC component
only, to show blocking artifacts.

Self Assessment Test

1) What are blocking artifacts?
2) What are wavelets?

4.0 CONCLUSION

The basic idea of transform compression is to extract appropriate statistical properties, for

instance Fourier coefficients,of an image and let the mostsignificant of these properties
represent the image.The image is then reconstructed (decomposed) using an inverse
transform.  Often it is convenient to expressthe transform coefficient as a matrix. Twc
popular transfor ms that can beused are discrete cosine transform and discrete wave
transform.

While the DCT-based image coders per form very wellat moderate bit  rates, at higher
compression ratios, image quality degrades because of the artifacts resulting from the
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rovement in picture quality at low bit rates because of overlapping basis functions
‘better energ y compaction property of wavelet transfor ms.

5.0 SUMMARY

Image and video compression have becomean integrated part of today s d ig ital multimedia

applications. In this unit, we covered some of the more sophisticated
techniques that take advantage of the statistics of the wavelet coefficients. Wavelets
Wavelet theory is also a form of mathematical transformation, similar to the Fourier
transform in that it takesasignal intime domain, and representsit in frequency domain.
Wavelet functions are distinguished from other transformations in that they not only
dissect signals into their component frequencies, they also vary the scale at which the
component frequencies are analyzed. Therefore wavelets, as component pieces used to
analyze a signal, are limited in space. The ability to vary the scale of the functi
addngsses different frequencies also makes wavelets better suited to signals with  sp ikes or
discontinuities than traditional transformations such as the Fourier transfor m.
Applications of wavelet theory include JPEG2000 which is based on wavelet
compression algor ithms.

6.0 TUTOR MARKED ASSIGNMENTS

1.0 What are the advantages of wavelets over DCT?
2.0 Briefly describe to areas of application of DCT
3.0 What are wavelets?

7.0 REFERENCES/FURTHER READINGS

Herve Benoit, (1996), Digital Televison MPEG-1, MPEG-2 and Princip les of the DVB
systems, Focal Press, Linacre House, Jordan Hill, Oxford

Jerry D. Gibson (Eds) (2001), Multimedia Communications: Directions and Innovations,
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UNIT 2: VIDEO CODING WITH MOTION ESTIMATION

CONTENTS

1.0 Introduction

2.0 Objectives

3.0 Main Content

3.1 What is a Digital Video?

3.2 Video Coding of MPEG-1

3.2.1 The different types of MPEG Frame

3.2.2 Decomposition of an MPEG video sequence in layers
3.2.3 Prediction, Motion estimation and compensation
4.0 Conclusion

5.0 Summary

6.0 Tutor Marked Assignment

7.0 Referencesand Future Reading

1.0 INTRODUCTION

Digital vid eo has become mainstream and is being wused in a wide range
of apglidanipndVD, d ig ital TV, HDTV, video telephony, and teleconferencing
These dig ital

video app lications are feasible because of the ad vances in computing and communication

technologies as well as efficient video compression algorithms. Most of the video

compression standards are based on a set of principles that reduce the redundancy in

digital video.In this unit weexp lained motion estimation by discussing video coding

techniques with MPEG-1.

2.0 OB JECTIVES

At the end of this unit, you should be able to:

» Explain the meaning of motion estimation and compensation
» Explain the different types of frame

» Describe the principles behind MPEG-1 Video Coding

3.0 MAINCONTENT

3.1 WhatisaDigital Video ?

We introduced the principles of video compression in module two. Digital video is
essentially a sequence of pictures displayed overtime. Each picture of a digital video
sequence is a2D projection of the 3D wor Id. Digital video thus is captured asa series of

digital pictures or sampled in space and time from an analog video signal. A frame
digital video or apicturecanbe seenas a 2D array of pixels. We shall proceed to discuss

video compression with  respect to MPEG.
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Video Coding of MPEG-1

The main objective of MPEG-1 was to reacha medium quality video with a constant total

bit- rate of 1.5 Mbp s for storing video and audio on CD-ROM. The video part use
Mbp s, while the remaining 350 kb/s is used by audio and other details required |
slystem. Nevertheless the MPEG-1 specification is such that it allows different parameters

to be chosen depending on the compromise between encoder complexity, compression
rate and quality.

The MPEG-1 standard allows the user to set a whole range of parameter which contrc
the image size, target bitstream rate, etc. However, in order to assure interoperability,
constrained parameter set has been defined and most MPEG- 1 decoders conformto this.

The implication of this is that, for parameters outside this range, there is less likelihood of
compatibility between different encoders and decoders.

» Horizontal resolution less or equal 760 pixels
» Vertical resolution less orequal 576 pixels
» Macroblock per picture less or equal 396
» Macroblocks to be processed per second less or equal 99000
* Frames per second less or equal 30
» Bitstream bandwith less or equal 1.86 Mbps
» Decoder buffer size less or equal 376832 pixels

These techniques, referred to as prediction with movement compensation, consist of
deducing most of the picturesof a sequence from preceding andeven subsequent

pictures, with minimum of add itional information representing the differences between
pictures. This usually requires an additional task of movement estimator in the MPEG
encoder. This happens to be the greatest task and goes a long way in deter mining ti
encoder s performance. Fortunately, this function is not required in the decoder.

When d ealing with video, we are actually talking about moving pictures in

which daseding hasto be accomp lished inreal time ie. it has to be done
in an acceptable apdstant ~ processing delay. This canonly be accomplished,
for the  time being atleast through, some specialized hardware. The

coding, isusually a more complex process and
canbe done in morethanone pass for app lications where real timeis notrequired but

where quality isparamount (suchasin engraving ofdisks); realtime will, however, be
required for many applications, such as live video transmissions.

In the practical realization of the encoder, a trade-off among speed, compression rate,
comp lexity and picture quality is necessary. In addition, synchrononization time and
random accesstimeto a sequence have to be maintained within an acceptable limit (not
exceeding 0.5s), which restricts the maximum number of p ictures that can be dependent

on the fir st picture to between 10 and 12 for a system operating at 25 fps(fram
pegond)
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E’f;‘f ﬂg‘:&-. 2.4 The different types of MPEG Frames
G- defines three types of pictures which are arranged as shown in Figure 3.2.1a

Fritsr prmibotlann Pritear prerl=tioan

Figure 3.2.1a: Arrangement of frames in MPEG

* Intra (I) pictures are coded without reference to other pictures, in a very similar
manner to JPEG, which meansthat they containallthe information necessary for
their reconstruction by the decoder; for this reason, they are the essential entry
point for access to a video sequence. The compression rate of | pictures is
relatively low, and is comparable to a JPEG coded p icture of a similar resolution.

* Predicted (P) pictures are coded from the preceding | or P picture, using the
technique of motion compensated pred iction. P pictures can be used as the basis
for next predicted pictures, but due to inherent imperfection of the motion
compensation technique, the number of P p ictures between consecutive | pictures
must ofa necessity be limited. It follows logically that the compressionrate of P
pictures is significantly higher than that of | picture.

« Bidirectional or bidirectionally predicted (B) pictures are coded by bid irectional
interpolation between| and P pictures preceding and following them. Asthey are
not used for coding subsequent pictures, B pictures do not propagate coding

errors. B pictures offer the highest compression rate.

Depending onthe comp lexity of the encoder used, it is possible to encode I only, I andP,

or I, P and B npictures, with very different results with regards to compression
rate ggdom  access resolution, and also with regard to encoding time and perceived quality.

Two parameters; M and N, describe the succession of I, P and B frame as depict

figure 3.2.1b
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Figure 3.2.1b Example of an MPEG group of pictures for M=3 and N=12

* Miis the distance (in number of pictures) between two successive P pictures;

* Nisthe distance between two successive | frames, defininga group of p ictures
(GOP).

The parameters generally used are M=3, and N=12, in order to obtain a satisfacton
video quality with an acceptable random access time ( less than 0.5s) within a bit-rate

of 1.15 Mbps. With these parameters, a video seq uence is made up as follow
(V&2 8.33%) of its p ictures are | pictures, Y2 (25%) are P pictures, and 2

466 B79%)ctures. The resultant compression rate is maximized by the fact thatthe most
frequent pictures have the hig hest compression rate.

Re-Ordering of the Picture/ frame

It is obvious that the sequence of the picture after decoding has to be in the same order as
the orig inal sequence before encoding. With the p arameters ear lier stated (M=3, N=12 ),
the difference between the original picture number and its coded type is as follows:

1(1)2(B)3(B)4(P) 5(B)6(B)7(P) 8(B)9(B) 10(P)11(B)12(B) 13 (l)

However, in order to encode or decode bidirectional picture, both the encoder and the

decoder will need the 1 or P preceding picture and the | or P subsequent
picture. Mdojgires re-ordering of theor iginal picturesequence such that the
decoder and the encoder have at  their disposal the required I and
(or) P picture before the B picture jgrocessed. The re-ordering thus gives the

followin g sequence:
1(),4 (P),2(B),3(B), 7(P), 5(B), 6(B),10 (P),8(B),9(B),13(l),11 (B) 12(B) ..

The increase incompression rate introduced by the B picture has to be compensated for
by an increase inencodingdelay and inthe memory size required for both encoding and
decoding (one extra picture to store).

3.2.2 Decomposition ofan MPEG video sequence in layers
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G _defines a Hiefarchy of layers withina video sequence, as shown in Figure3.2.2

Sl2 0 Eachofthese layers has specific functions(s)in the MPEG process. Starting from the top
S evel, the successive layer s are:

» Sequence this is the highest layer defining the context valid for the whole
sequence (basic video parameters, etc)

* Group of Pictures (GOP) - this layer deter mines the random access to the
sequence, which always starts with an | p icture. In the example in Figure 3.2.1b the
GOP is mad e up of 12 pictures.

Sequence
Group.of pictures

D EEEEE  DEEOE @

Piciura

lack

¥ SR R
Sitigei s JEE IR RN

pEetas

[ 2t oL -
! . g-______ A Kirieraish
M ey e =
nmacieblocki]: BN AL,
(o5 i-:n:'-s.e.'l o (Bx B pixals)

Figure 3.2.2a: Hierarchy of the MPEG VIDEO layer

Picture thisis also referred toas frame. It is the elementary display unit, which
can be one of the three types (I, P, or B) discussed ear lier.

Slice this_is the layer for intra frame addressing, and (re)synchronization, for
instance for error tecovery. It consists of a suite of configuous macroblocks.

Theoretically, the size of a slice can range from one macroblock to the whole
picture, but in most cases it is made up of a complete row of macroblocks

Macroblocks thisis the layersused for movement estimation /compensation. It )
consist of a size of 16 x 16 pixels and made up of four blocks of luminan
awe blocks of chrominance. See figure 3.2.2b for more details.

Block Just as in JPEG, apicture is madeup of blocks of 8 x8 pixels. It is the
layer where the DCT takes place.

One macroblock = 16 x 16 Y samples (4 blocks)
+8 x 8 Cb samples (1 block)
+8 x 8 Cr samples (1 block)

0 =luminance sample, * Chrominance sample
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Figure 3.2.2b: Composition of a 4:2:0 macroblock ( 0=Y sample, * = Cb and Cr Sample
[Source H. Benoit, 1997]

3.2.3 Prediction, Motion estimation and compensat ion

Insection 3.2.1, we discussed that P and B pictures were predicted from the preced ing
and / or subsequent pictures. We shall elaborate more on this to enhance your
understand ing.

When dealing with videos and animations, the moving objects lead to differences
between corresponding zones of consecutive pictures, so that there is no clear correlation
between these two zones. Motion estimation analyzes the video frames and calculates
where objects are moved to. Instead of transmitting all the data needed to represent ti
new frame, only the infor mation (i.e the vector or new position) needed to move the
object transmitted. This is done at the macroblock level (16x 16 pixels)by

allowing macroblock of the  current p icture within a small  search window from
the previous picture, and  comparing it to all possible macroblocks of the  windo
in order to findtrethat is  most similar. The d ifference in position of tt

two matching macroblocks gives a  motion  vector  which will be applied to all
three component ofthe macroblock

(Y, Cb, Cr). See figure 3.2.3 for details.

Interpolation

Figure 3.2.3: A simplified illustration of motion compensation
[Source H. Benoit, 1997]
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etween a P picture and an | picture or two P picture as the motion vector can |
atively high amplitude.  Thus the difference (or prediction error) between the actual
block to be encoded and the matching block has to be -calculated, and encoded in a
similar way to the block of the I pictures (DCT, quantization, RLC/VLC). This process is
called motion compensation.

In the case of B frames /pictures, motionvector are computed by temporal interpolatior
of the wvectorof the next P picturein three different  ways (forward, backward and
bidir ectional) ;the  smallest prediction error value isretained, and the error is encoded in
the same way as for P pictures. Only the macroblocks which are different from the
picture(s) used for prediction would need tobe encoded. Thisprocessno doubt, helpsto
substantially reduce the amountof infor mation required for codingB andP pictures. As
the size of the moving objects is generally bigger than a macroblock, there is
sbedption between the motion vectors of consecutive blocks, and a differential coding
method (DPCM) is used to encode the vectors, thus reducing the number of bits required.

In case, the prediction does not yield a desire result (for example, in the case of
moving camera where completely new zones appear in the picture), the corresponding
parts of the picture are Intra coded inthe same wayas forl pictures. Figure 3.2.3aand
Figure 3.2.3b depict the schematic diagrams for an MPEG encoder and decoder

respectively. As will be observed, the decoder does not perform motion estimation and so
isnot ascomplexas anencoder. This is one of the main objectives of the standard.
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Figure 3.2.3a: Schematic diagram of the MPEG encoder
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Figure 3.2.3b: Schematic diagram of the MPEG decoder

40 CONCLUSION

Video compression typically operates on square-shaped groups of neighboring pixels,
often called macroblocks. These p ixel groupsor blocks of pixelsare compared from one
frame to the next and the video compression codec sends only the differences within
those blocks. This works extremely well if the videohasno motion. A still frame of text,
for example, can be repeated with ver y little transmitted data. In areas of video with more
motion, more pixels change from one frame to the next. When more pixels change, tl
video compression scheme must send more data to keep up withthe larger number o
pixels that are changing.

5.0 SUMMARY

In this unit, we covered video coding with motion estimation. Motion estimation involves
comparing small seg ments of two consecutive frames for differences and, should a
difference be detected, a search is carried out to determine to which neighboring segment
the original segmenthas ~ moved. In order to minimize the time for each search, the search reg ion
Is limited to just a few neighboring seg ments. The MPEG technology employs this
technique for data compression. Also inthis unit, we covered motion compensationand
pred iction. The different types of frame and the MPEG video sequence layers were
discussed.

6.0 TUTOR MARKED ASSIGNMENTS

1.0 Describe the d ifferent types of MPEG  frames

2.0 Explainthe term Motion estimation

3.0 Withthe aid of a label diagram, describe the MPEG the hierarchy of layers within
MPEG video sequence

7.0 REFERENCES / FURTHER READINGS
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systems, Focal Press, Linacre House, Jordan Hill, Oxford
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1.0INTRODUCTION

Image and video compression have become an integrated part of todays dig ital
communications systems such as facsimile, videoconferencing, image archival systems,
DVD, movie andvideo distribution, graphics and film industry, etc. As new application
continues to emerge it is necessary to define standards for common data storage,
compressions, retrieval, and transmission in these systems. This is to allow for perfect
interoperability of data exchange.

The two main international bodies in the multimedia compression area are the
International Organization for Standardization (ISO) and | nternational
Telecommunications Union  Telecommunications Sector (ITU-T) formerly known as
Comité Consultatif | nternational Télép honique et Télégrap hique (CCITT). In the
following section we shall discuss the standards these two organization support

2.0 OBJECTIVES
At the end of this unit, you should be able to:

- Discuss an overview of d ifferent image / video standards
- Exp lain important features of some common standards used in multimedia applications
- Highlig ht the areas of applications of the standards
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' MAIN CONTENT

3.1 Image/ Video Compressio n Standard

The Joint Photographic Experts Group' or JPEG standard established by 1SO
(International Standards Organization) and IEC (International Electro-Technical

Commission) is the standard for still image compression. MPEG (Moving Picture Expert
Group) is the standard in ISO for digital compression system to handle pictures (video
and associated audio.

3.2 JPEG/JPEG 2000

JPEG is the acronym for Joint Photographic ExpertsGroup. It is the first internationa
image compression standard for continuous-tone still images, including both gray scale
and color images. The goal of this standard is to support a variety of applications fo
compression of continuous-tone still images

(1) of d ifferent sizes,

(if) inany color space,

(iii) in order to achieve compression per formance at or near the state of the art,

(iv) with user-adjustable compression ratios, and

(v) with ver y good to excellent reconstructed quality.

Another goal of this standard is that it should have manageable computational comp lexity
for widespread practical implementation. JPEG defines the following four modes of
operation

1. Sequential Lossless Mode: Compresses images in a single scan, and the decoded image
is an exact replica of the original image.

2. Sequential DCT-Based Mode: Compresses images in a single scan using DCT-based
lossy compression techniques. This gives a decoded image that is not an exact replica but
an approximation of the original image.

3. Progressive DCT-Based Mode: This allows forthe compression of images in multiple
scans and also decompresses the image in multiple scans, with each successive scan
producing a better quality image.

4. Hierarchical Mode: This allows forthe compressionof images at multiple resolutions
for display on different devices.

The three DCT-based modes (2, 3, and 4) in JPEG provide lossy compression, becaus

the precision limitation to digitally compute DCT (and its inverse) and the quantization
process introduce distortion in the reconstructed image. For sequential lossless mode of
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Jalso there is no quantization involved.

The commonly used algorithm for image compression in the sequential DCT-based mode

of the standard is called baseline JPEG. Great research efforts have been devot
stikd image compression since the establishment of the JPEG standard in 1992. The
success of JPEG necessitated further research efforts into an enhanced standard called
JPEG-2000 for coding of still images. JPEG 2000 is a wavelet-based image compression
standard. It wascreated by the Joint Photographic Experts Group committee inthe year
2000 with the intention of superseding their original discrete cosine transform- based
JPEG standard (created 1992). The standard include many modern features such as
improved low bit-rate compression performance, lossless and lossy compression,
continuous-tone and bi-levelcompression, compression of large images, single
decompression architecture,transmission in  noisy environmentsincluding robustness to
bit- errors, progressive transmission by pixel accuracy and resolution, content-based
description, and protectiveimage security. The standardized filename extension is . jp2
for ISO/IEC 15444-1 conforming files and .jpx for the extended part-2 specifications,
published as ISO/IEC 15444-2. The registered MIME types are defined in RFC 3745. For

ISO/IEC 15444-1itis image/jp2.

In addition, while there is a modest increase in compression performance of JPEG2000
comparedto JPEG, another advantages offered by JPEG2000 is the sig nificant flexib ility

of the codestream. The codestream obtained after compression of an image with
JPEG2000 isscalablein nature, meaning that it can be decoded inanumber of ways; for
instance, by truncating the codestream at any point, one may obtain a representation ¢
the image ata lower resolution. By ordering the codestream in  various ways, applications

can achieve significant performance increases. However, as a consequence of this
flexibility, JPEG2000 requires encoders/decoders that are comp lex andcomputationally
demanding. Another difference, in comp arison with JPEG, is interms of visual artifacts:
JPEG 2000 produces ringing artifacts, manifested as blurand rings near edges in the
image, while JPEG produces ringing artifacts and ‘blocking' artifacts, due to its 8x8
block s.

JPEG 2000 has been published as an ISO standard, ISO/IEC 15444. As of 2009, JPE
2000 is not widely supported in web browsers, and hence is not generally used on tl
Wor ld Wide Web.

3.3 MPEG (Moving Picture Experts Group)

The Moving Picture Experts Group (MPEG) was for med bythe I1SO to setstandards for
aud io and video compression and transmission. The MPEG standards consist of d ifferent
Parts. Each part covers a certain aspect of the whole specification. The standardsalso
specify Profiles and Levels. Profiles are intendedtodefinea set  of toolsthat are available,

and Levels define the range of appropriate valuesforthe  properties associated
with them. Some of the approved MPEG standards were revised by later amendments and
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3.3.1 MPEG-1(officially known as ISO 11172) is the first generation of digital
compression standards for video and two-channel stereo audio to achieve bit-rate of about

1.5 Mbps (Mega bits per seconds) for storage in CD-ROMs. MPEG-1was standardized
in 1994. This standard was based on CD-ROM video app lications, and is a popular
standard forvideo on the Internet, transmitted as .mpg files. In addition, level 3 of
MPEG-1 is the most popular standard for digital compression of audio-known as MP3.
MPEG-1 is the standard of compression for VideoCD, the most popular video

distr ibution format throughout much of Asia.

3.3.2 MPEG-2

This is the stand ard on which Digital Television set top boxes and DVD compressic
flsed. It is based on MPEG-1, but designed for the compression and transmission of
digital broadcast television. The most significant enhancement from MPEG-1is its ability

to efficiently compress interlaced video. MPEG-2 scaleswell to HDTYV resolution and bit

rates, obviating the needfor an MPEG-3. MPEG-2 standard was considerably broader in
scope and of wider appeal supporting interlacing and high definition. MPEG-2 is
considered important because it has been chosen as the compression scheme for over-the-

air digital television ATSC, DVB and ISDB, digital satellite TV services like Dish
Network, digital cable television sig nals, SVCD, and DVD. Thisis defined in a series of
documents which are all subset of ISO Recommendation 13818. It is intended for the
recording and transmission of studio-quality audio and video.

3.3.3 MPEG-4

MPEG-4 standard was defined to meet newer challenges of the object-based video coding suitable
for multimedia applications. MPEG- 4is  based on object- based compression,
similar innature to the Virtual Reality Modeling Language. Individual objects  within a
scene are tracked separately and compressed together tocreatean MPEG4 file. It allows
developers to control objects independently in a scene, and therefore introduce
interactivity. Initially, this standard was concerned with similar range of applications to
those of H.263,each running over low bit rate channels ranging from 4.8 to 64 kps. Later

it scope was expanded to embrace a wide range of interactive multimediaapplications
over the Internet and the various types of entertainment networks. The main application
domain of the MPEG-4 standard is inrelation to the audio and video associated witl
interactive multimedia applications over the Internet and the various types of
entertainment network. The standard contains features to enable a user not only to
passively access a video sequence (or complete video) using, for example
start/stop/pause command  but also to access and manipulate the individual elements
that make up each scene within the sequence / video. If the accessed video isa computer-

generated cartoon, for example, the user may be given the capability by thecreator o
the video  to reposition, delete, or alter the movement of the individual characters within
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Omp!s%;[r%. In additioRh"™ because of its high coding deficiency with scenes such as those
ociated video telephony, the standard is also used for thistype of application running
r low bit rate networks such as wireless and PSTNs. MPEG-4 uses further coding
tools with additional complexity to achieve higher compression factors than MPEG-2. In
add ition to more efficient coding of video, MPEG-4 moves closer to computer graphi
app lications. In more complex profiles, the MPEG-4 decoder effectively becomes a
render ing processor and the compressed bitstream describes three-dimensional shapes
and surface texture. MPEG-4 also provides Intellectual Property Management and
Protection (IPMP) which provides the facility touse proprietary technologiesto manage
and protect content like digital rights management. Several new higher-efficiency video
standards (newer than MPEG-2 Video) are included (an alternative to MPEG-2 Video).

3.3.4 MPEG-7

There was a popular misconception that MPEG-7 was going to be another new video
compression standard. The fact is that MPEG-7 does notdefine any new video
compression standard. It deals with the file format and metadata description of the
compressed video in order to definea standard for description of various types of
multimedia coded with the standard codecs. The main objective of MPEG-7 is to servi
the need of audiovisual content-based retrieval (oraudiovisual — object retrieval) in

app lications such as digital librar ies. Nevertheless, it isalso applicable to any multimedia app
lications involving the generation and usage of multimedia data. MPEG- 7 became an
International Standard in September 2001  with the formal name Multimedia Content
Description Interface. MPEG-7 supports a variety of multimedia applications. Its data
may include still pictures, graphics, 3D models, audio, speech, video, and composition
infor mation (how to combine these elements). These MPEG-7 data elements can be
represented in textual format, or binary format, or both.

3.35 MPEG-21
The MPEG-21 standard established in 2001, from the Moving Picture Experts Group,

aims at defining an open framework for multimediaapplications. MPEG-21 s ratified in
the standards ISO/IEC 21000 - Multimedia framework (MPEG-21)

Specifically, MPEG-21 defines a "Rights Expression Language" standard as means of

sharing digital rights/permissions/restrictions for digital content from content creator to

content consumer. As an XML-based standard, MPEG-21 is designed to communicate

machine-readable license information and do soina  "ubiquitous, unambiguous and secure”
manner.

MPEG-21 is based on two essential concepts: the definition of a fundamental unit of
distr ibution and transaction,which  isthe Digital Item,and the concept of users
interacting with them. Digital Items can be considered the kernel ofthe  Multimedia
Framework and the users can be considered as who interactswith them inside  the
Multimedia Framework. At its most basic level, MPEG-21 provides a framework in
which one wuser interacts with another one, and the object of that interaction is
Degital Due to that, we could say that the main objective of the MPEG-21 isto define th
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3.3.6 Other MPEG St andards

Relatively more recently than other standards above, MPEG has started following
international standards; each of the standards holds multiple MPEG technologies for a
way of application. For example:

* MPEG-A (2007): Multimedia app lication format (MPEG-A). (ISO/IEC 23000)
(e.g. Purpose for multimedia application formats, MPEG music p layer application
format, MPEG photo player application format and others)

» MPEG-B (2006): MPEG systems technologies. (ISO/IEC 23001) (e.g.Binary o
MPEG for mat for L, Fragment Request Units, Bitstream Syntax Descr iption

Language (BSDL) and others)

* MPEG-C (2006): MPEG video technologies. (ISO/IEC 23002) (e.g. Accuracy
requirements for implementation of integer-output 8x8 inverse d iscrete cosine
transform and others)

* MPEG-D (2007): MPEG audio technologies. (ISO/IEC 23003) (e.g. MPEG )
Surround and two parts under develop ment: SAOC-Spatial Aud io Object Coding

and USAC-Unified Speech and Audio Coding)

* MPEG-E (2007): Multimedia Middleware. (ISO/IEC 23004) (a.k.a. M3W) (e.g.
Architecture, Multimedia application programming inter face ( API), Component
model and others)

» Supplemental med ia technologies (2008). (ISO/IEC 29116) Part 1: Media
streaming app lication format protocols will be revised in MPEG-M Part 4 -
MPEG extensible midd leware (MXM) protocols.

* MPEG-V (under development at the time of wr iting?(this study mater ial): Media
context and control. (ISO/IEC CD 23005) (a.k.a. Information exchange with

Virtual Wor Ids) (e.g. Avatar characteristics, Sensor information, Architecture and
others)

* MPEG-M (under development at the time of wr iting this study material): MPEG
eXtensib le Middleware (MXM). (I SO/IEC FCD 23006) (e.g. MXM architecture
and technologies, API, MPEG extensib le middleware (MXM) protocols)

¢ MPEG-U (under development at the time of wr iting this study mater ial): Rich
media user inter faces. (ISO/IEC CD 23007) (e.g. Widgets)
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3's.a video codec standard originally designed as a low- bit rate compression format
for videoconferencing. It was developed by the ITU-T Video Coding Experts Group
(VCEG) in a project ending in 1995/1996 as one member of the H.26x family
of vidbog standards in the domain of the ITU-T. H.263  wasdevelope
as an evolutionary improvement basedon experience from H.261, the
previous ITU-T standard for video compression, and the MPEG-1 and MPEG-2
standards.

Briefly, H.261 isan ITU standard designed for two-way communication over ISDN lines (video
conferencing) and supports data rates which are multiples of 64Kbit/s. The
algorithm is based on DCT and can be implemented in hardware or software and use

intraframe and inter frame compression. H.261 supports CIF and QCIF resolutions.

The first version of H.263 was completed in 1995 and provided a suitable replacement
for H.261 at all bitrates. It was further enhanced in projects known as H.263v2 (also
known as H.263+ or H.263 1998) and H.263v3 (also known as H. 263++ or H.263 2000).

The next enhanced codec developed by ITU-T VCEG (in partnership with MPEG) after
H.263 is the H.264 standard, also known as AVC and MPEG-4 part 10.As H.264
provides a significant improvement in capability beyond H.263, the H.263 standard is
now considered pr imarily a legacy design (although this is a recent development).

Most new videoconferencing products now include H.264 as well as H.263 and H.261
capabilities. The H.263 video compression standard has been defined by the ITU-T for
use in a rangeof videoapp lications over wireless and public switch telephone network
and in applications which include video telephony, videoconferencing, secur ity
surveillance, interactive game playing, the internet: much Flash Video content (as usedo
sites such as YouTube, Google Video, MySpace, etc.) used to be encoded in this
format, though many sites nowuse VP6 or H.264 encoding. The original version of the
RealVideo codec was based on H.263up  until the release of RealVideo 8. H.263 is
required video codec in ETSI 3GPP technical specifications for IP Multimedia
Subsystem (IMS), Multimedia Messaging Service (MMS) and Transparent end-to-end
Packet-switched Streaming Ser vice (PSS). In 3GPP specifications is H.263 video usually
used in 3GP container for mat.

Self Assessment Test

1) List five (5) electronic devices that support MPEG data format
2) Listtwo other formats apart from JPEG that you can use to store your image files

Answer to Question 2

PNG Portable Network Graphics
GIF - Graphics Interchange Format
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The MPEG video standards are developed by experts in video compression working
under the auspice of the International Organization for Standardization (ISO). The
standards activity began in 1989 with the goal of developing a standard for a video
compression algor ithm suitable for use in CD-ROM based app lications.The committee
has since standardized MPEG-1, MPEG-2, MPEG-4, and MPEG-4, MPEG-7, and
MPEG-21. JPEG is the acronym for Joint Photographic Experts Group. It is the first
international image compression standard for continuous-tone still images, including both

gray scale and color images. The success of JPEG necessitated further research efforts
into an improved standard called JPEG-2000 for codingof still images. JPEG 2000 isa
wavelet-based image compression standard. H.263 is a video codec standard orig inally
designed as alow-bit rate compressed format for videoconferencing. It was developed by
the ITU-T Video Coding Experts Group (VCEG). It isone of the standards in the H.26x
family of video coding inthe domain of the ITU-T.

5.0 SUMMARY

We covered some data compression standards for multimedia elements  images, video,
speech, audio, textetc. The standards discussed inthis unit will allow for interoperability
of multimedia data across various systems or application domain. These standards are;
JPEG/JPEG2000, MPEG, and the H.263 standard. While discussing H. 263 standard we
compared it with H.261, its predecessor H.264, and H.26x family in  order to have a better
understand ing of its features.

6.0 TUTOR MARKED ASSIGNMENTS

1) Describe the four operations modes of JPEG
2) What are the main extensionsin MPEG 4 compared with MPEG 2
3) Briefly discuss the features of H.263 standard
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