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The number of people studying sti@isncreased after its importance was
realized in and immediately after the Second Wuvht. First, it was studied only at

graduate level in universities, but later it spremthe undergraduate programmes and
finally to alllevels of education. Again, themplexity witnessed in industries and
education enterprise in the”20century has now forced education managers and
administrators to daily engaged in making fazaching decisions for their
organizations. Unfortunately, such decisions wsgally marked by uncertainty
because of the available information, which irstr@ases, is either incomplete or
inadequate. In such situation, education managessally resort to some kind of
estimation which may be guesswork or somethingdha®n experience or rather,
something evolved by the use of scientific mdtho Because of this, managers and
captains of industries including the educati@yatem have come to realize that
knowledge of statistics becomes necessary andtedden proper decision making.

As a graduate student, this courdleexpose you to various and necessary
aspects of statistics. The course also include® s@®e studies with the sole aim of

teaching the students how statistical analysisccobk used for solving managerial

problems.
This course is a 2 credit unit courséded into three modules viz:
)] Basic concepts in educational statistics
i) Testing of hypothesis and generalization
(i) Data processing in educational managemen

Each of these modules contains soshedy units. For example, module one
contains 6 units, module two contains 4 units, &/hilodule three has 4 units. You
will be expected to go through each of the uniteftdly attending to all built in self-
tests. You will also be expected to submit a tuairked assignment after each unit.
Most of these assignments involve your use of sifiecalculator. This will help you
with your future assignments and remember, yosigaments are as important as
your examinations as they carry equal weightings.

The course guide tells you briefly awthe course is all about; what course

materials you will be using and how you can workiryavay through these materials.



The course guide also suggests somergleguidelines for the amount of time
you are likely to spend on each unit of the coumsarder to complete it successfully.

It also gives you some guidance on your tutorarkad assignments. Detailed
information on tutor-marked assignments is foumthe separate Assignment File,
which will be available to you.
2.0 Course Aimsand Objective

This course aims to introduce you tocadional statistics, its basic concepts,
relevance, branches. Its basic tools and theirimseducation, probability theory and
distribution; others are hypothesis testing and ktatistical analysis could be
employed to solve management problems in education.

This course aims to:

a introduce you to the basic concepts in statistics

u explain the roles of statistics in education

U introduce you to the language of statistics

U explain the two measures of central tendency &almlity

U demonstrate the use of these statistical toolsigirdvypothesis testing
U appreciate the contributions of probability theoand distribution to

human understanding of chance
U justify why the knowledge of statistics has dmae imperative and a
must for education managers and adminssa
To achieve the aims set above, theseosets overall objective. In addition,

each unit has specific objectives included at #gifning of a unit. You may want to
refer to them during your study of the unit tdheck on your progress. You should
always look at each unit objectives after comptgtrunit to be sure you have done
what was required of you in the unit. Set oubbes the wider objectives of the
course as a whole. By meeting these objectivesshiould have achieved the aims of
the course as a whole.

On successful completion of the coyme should be able to:

U advance reasons for the role and relevance ofistgta in educational
management.
U understand the language of statistics as diffdrent mathematics.



u differentiate between measures of central tendandymeasures of

variability.

a appreciate that raw numbers by themselves arasadul until they are

put into statistical analysis.

a list the four major tools commonly used in edima statistics, i.e.
Correlation coefficient, Chi-Square statistic, uddnt t -statistic and
Regression analysis

U demonstrate how to use all these statistical tmolsmanagement decision
making in education.

u state the need for hypothesis testing with a ssaatiple with the aim of
determining population related problems.

u trace the history of some statistical tools usetthig course.

U relate the probability theory and distribution tanten chances of living or
death, successes or failure and why every evaminman life is based on
probability theory.

U justify why every education managers and admirtistsamust learn how

to use statistical analysis for decision making.

u appreciate that chance and luck play an itaporole in human lives.
3.0 Main Content
3.1 Course Materials

Major components of the course are:

u Course Guide

U Study units

U Journals and textbooks
U Assignment files

U Presentation schedule

3.2 What You Will Learn in This Course

As a postgraduate student in this agwsu must have been exposed to basic
or elementary statistics at the undergraduateel mvat the Polytechnic or at the
Colleges of Education level. Therefore the oveanti of EDA 844: Statistics for
Educational Management is to introduce you to aenagivanced but simplified level

of statistics. Particularly, a functional statiatianalysis needed for decision making



in organizations. Essentially, you will find theiudealing with hypothesis testing
more interesting and rewarding as it will teach pow statistical analysis could help

you make management decisions.
3.3 Study Units

There are fourteen units in this cowsdéollows:

MODULE ONE
Unit 1: Basic Concepts in Educational Stasstic
Unit 2: The Role of Statistics in Educational Management
Unit 3: Basic Statistical Vocabularies, Notas@md Symbols
Unit 4: Frequency Distribution
Unit 5: Measures of Central Tendency
Unit 6: Measures of Variability
MODULE TWO
Unit 1: The Probability and Non- Probability Sampli
Unit 2 The Probability Theory and Distribution
Unit 3: Estimation
Unit 4: Testing of Hypothesis
MODULE THREE
Data Processing in Educational Management
Unit 1: The Correlation
Unit 2: The CHI SQUARE (X
Unit 3: The Studentt Statistic
Unit 4. TheRegression Analysis

The first six units constitute module one, whiston the basic concepts in statistics.

The next four units constitute module two amd t is on testing of hypothesis by
using the statistical tools in module three. Thet@ur units constitutes module
three, which is on data processing in educatiorsalagement. Here in this module,
relevant statistical tools such as correlation-Sipuare, Student t statistic and both
simple and multiple regression equations and arslyere treated. Those tools are

necessary working tools with which education mansigould use and make



decisions concerning education matters. Each @sethunits is designed in such a
manner that it would not take you for more thanaximum of two and half hours.

However, when you are expected to consult soms @nd perhaps make use of your
scientific calculators for your tutor marked assigmt, you may likely spend some

extra 30 minutes. But as a research studenhgwe to learn to do this within a
stipulated time.

The final examination covers information from &dir{s of the course.

3.4 Course Marking Scheme

The following table lays out how theéwad course mark is broken down.

Assessments Marks
Assignment1 15 15 assignments, the best 6 out of
Final Examination 15 will be picked. 6 x 5 = 30%
Total 70% of overall course marks

100% of course marks

3.5 Course Overview
This table brings together the unitg, number of weeks you should take to

complete them and the assignments that follow them.

unit Title of Work Weeks
Assessment Activity | End of
Unit
1. | Basic Statistics in Educational Managemept 3 1
2. | The Role of statistics In Educational 3 2
Management




3 | Basic statistical vocabularies, Notations and 2 3
Symbols

4 Frequency Distribution 4 4

5 | Measures of Central Tendency 4 5

6 Measures of Variability 4 6

7 Data Processing in Educational Management 2 7
1: ( The Correlation)

8 Data Processing in Educational Management 2 8
2: (The CHI SQUARE)

9 Data Processing in Educational Management 2 9
3: (The Student t  statistic)

10 | Data Processing in Educational Management 2 10
4: (The Regression Analysis)

11 Probability and Non- Probability Sampling 2 11

12 | Probability Theory and Distribution 3 12

13 | Estimation 2 13

14 | Testing of Hypothesis 4 14

3.6 How to get the best from this Course
In distance learning the study unitgaee the university lecturer. This is one
of the great advantages of distance learning. Yaouread and work through specially
designed and prepared materials at your own patatamtime and place that suit you
best. Think of it as you read the lecture instefdastening to a lecturer.
In the same way that a lecturer mightyeu some reading to do, the study
units tell you when to read your set books or othaterials, and when to undertake
computation work. Just as a lecturer might give goun-class exercise, your study
units provide copious exercises for you to do arapriate points.
Each of the study units follows cmunon format. The firstitem is an
introduction to the subject matter of the unit &av a particular unit is integrated

with the other units and the course as a wholat Sea set of learning objectives.



These objectives allow you to know what you shdaddable to do by the time you

have completed the unit. You should use these titgscto your study. When you
have finished the unit, you must go back and claoither you have reached the
objectives. If you make a habit of doing thisuyaill significantly improve your
chances of passing the course.

The main body of the unit guides yorotlgh the required reading from other
sources. This will usually be either from yaset books or from a reading section.
Some units require you to undertake some workintg your scientific calculators or
necessitated you to understand some symbols aatlar®. You will also be directed
when you need to use a computer. The purposeashputation, using scientific
calculators and learning by heart is two-fold. iitswill enhance your understanding
of the basic principles of the material uniéc8nd, it will give you practical
experience of using programmes, which you coulil @eounter in your work
outside your studies. In any event, most of tteehniques you will study are
applicable on computers in normal working p@E&tso, itis important that you
encounter them during your studies.

Activities in form of self-tests ardenspersed throughout the units, working
through them will help you to achieve the objedivé the unit and prepare you for
the assignments and examinations. You should ptasach self-test as you come
across it in the study unit. There are many exesngiven in the study units; work
through these several times when you come acress tho. In fact, these examples
are deliberately provided so that working througént several times will give you a
firm grip over them and self-test that may follow.

The following is a practical strategy fvorking through the course. If you run
into any trouble, telephone your facilitator or pthe question (s) to him. Remember
that your facilitator s job is to help you. Wheruyweed help which is obvious with
this course, don t hesitate to call and ask yatilifator to provide it.
3.7 How to organize your study

3.71 Organize a study scheduleRefer to the course overview for more
details. Note the time you are expected to spenehch unit and how the

assignments relate to the units. More importawkyails of your tutorials, and
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the date of the first day of the semester walhiade available to you. You

need to gather together all this informatione @lace, preferably in your
diary or a wall calendar or in your handset. Véliat method you choose to

use, you should decide on and write in your dadesvbrking on each unit.

3.7.2 Once you have created your study schedule, do everything you
can to stick to it. The major reason that madtadents fail is that they get behind
with  their course work. If you get into difficids with your schedule, please let
your facilitator knows before it is too late foelp.

%] Turn to unit one and read the introduction andabiectives of the unit

7] Assemble the study materials. Information abouttwba need for a
unit is given in the overview at the beginning of eaalt. You will always

need both the study unit you are working on andain@ur set books
on your desk at the same time.

1] Work through the unit. The content of the unitlitéas been arranged
to provide a sequence for you to follow. As you wdrkough the unit, you

will be instructed to read sections from your sebhks or other articles.
Use the unit to guide your reading.

@ Keep an eye on the course information that wilcbetinuously posted
to you by the university.

%] It is advisable before the relevant due dates (adbhoveeks before due

dates) to take the Assignment File and your negtired assignment.

Keepin mind that you willlearn a lotby dgithe assignments
carefully. They have been designed to help you meet thetolgewf the
course and, therefore, will help you pass the examimat®&ubmit all
assignments not later than the due date.

7] When you have submitted an assignment to youiilitéor for
marking, do not wait for its return before starting on thlexinunit. Keep to
your schedule. When an assignment is returned, payicydar attention to
your tutor s comments, both on the facilitator markssignment form and

11



also the one written on the assignment. Consult yoacilifator as soon as
possible if you have any question or problem.

7] After completing the last unit, review the coursel @repare yourself
for the examination. Check that you have achieved utiiteobjectives
usually (listed at the beginning of each unit) and therse objectives
again (listed in the course Guide).

3.8 Tutorial Sessions

There are 20 hours of tutorials (témors sessions) provided in support of
this course. You will be notified of the dateime, and location of these tutorials,
together with the name and phone number of yauilititor, as soon as you are
allocated a tutorial group.

Your facilitator will mark and comntemm your assignments, keep a close
watch on your progress and on any difficulties yught encounter and provide
assistance to you during the course. You must yoait tutor-marked assignments to
your facilitator well before due dates (at leash tworking days are required). They
will be marked by your facilitator and returnedytmu as soon as possible.

Do not hesitate to contact your ftatibr by telephone, e-mail or discussion
board if you need help. The following might becamstances in which you would

find help necessary. Contact your facilitator if:

. You do not understand any part of the study unithe assigned
readings.

. You have difficulty with the self-tests or exer@se

. You have a question or problem with an assignmetit your

facilitators comments on an assignment or Withgrading of an
assignment.

You should try your best to attend tutorials. Tikighe only chance to
have face to face contact with your tutor anedk questions which are answered
instantly. You can raise any problem encounteratiercourse of your study. To gain
the maximum benefit from course tutorials, preacuiestion list before attending

them. You will learn a lot from participating insgiussions actively.
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3.9 Assignment Files
There are twenty assignments in thesslwnits one, two, eleven and sixteen

have two assignments each while others have asggrement each. As for those
assignments that were included, you will find b# tetails of the works you must
submit to your facilitator for marking. Rememblkeatthose assignments are as
important as the examinations as they carry eqeaings.

3.10 Assessment Procedure

There are two aspects to the assessvhém course. First, are the facilitator-
marked assignments; second, is the written exammatIn tackling the assignment,
you are expected to apply information, knowledge @chniques gathered during this
course. The assignments must be submitted to ybanidl facilitator for formal
assessment in accordance with the deadlines statied presentation schedule and
the assignment files. The work you submit to y@ailitator for assessment will count
for 30% of your total course work.

At the end of the course, you will needit for a final written examination of
not more than three hours duration. This examinatidl also count for 70% of your
total course mark.

3,11 Final Examination and Grading
The final examination for EDA 844liwiot be more than three hours
duration and have a value of 70% of the totateegrade. The examination will
consist of questions which reflect the types of-tedting, practice exercises and tutor
marked problems you have previously encounterAtl.areas of the course will be
assessed. Use the time between finishing the hétsaid sitting for the examination
to revise the course. You might find it usefutéwiew your self-tests, tutor marked
assignments and comments on them before the extmmna
4.0 Conclusion.
This course is a 2 credit unit course divided tht@e modules viz:
® Basic concepts in educational stafsst
(i) Testing of hypothesis and generalmat

13



(iii)

Data processing in educational managein
Each of these modules contains soshgdy units. For example, module one

contains 6 units, module two contains 4 unitsjevmodule three has 4 units.

You will be expected to go through each of thigsuncarefully attending to all

built in self-tests. You will also b e expectedstdmit a tutor-marked assignment

after each unit. Most of these assignments irergtwir use of scientific

calculator. This will help you with your future &gsments and remember, your

assignments are as important as your examinatiass they carry equal

weightings.

The course guide tells you briefly awthe course is all about; what course

materials you will be using and how you can kwwur way through these

materials. The course guide also suggests soneajeyuidelines for the

amount

complete it

of time you are likely to spend on eacih of the course in order to

successfully. It also gives you sayuidance on your tutor marked

assignments. Detailed information on tutor-mar&ssignments is found in the

separate

Assignment File, which will be availablgou. Again, it exposes you

to the general format you will come across thraughhis course

5.0 Summary

EDA 844 intends to introduce you ethucational statistics, the basic

knowledge and principles of statistics necesséoydecision making in the

management of educational system.

Among others, you will be able to anstiese kinds of question.

What is the definition of statistics?

What is the relevant of statistics in education?

Is it true that statistics have vocabularies, noteand symbols?

Is it possible to get general answer to populgbiamblem from a small
sample?

Is it true that numbers by themselves are useletiistivey are put into
statistical analysis?

What are the major statistical tools needed foragament decision

making?

14



. Is it true that life and human living is based oalability?

. How can we generate acceptable decision from hgsathesting?
. To what extent are probability theory and distnbatof immense help
to education managers and administrators?

. What are the merits and limitations of statistitslécision making?

. Is it possible to use or employ statistical analysianswer or solve
managerial problem? If yes, how?

6.0 Teacher Marked Assignments (ATMs)

Assignment questions for the unitsthis course are contained in the
Assignment File. You will be able to complete yassignments from the information
and materials contained in your set books, repditudying units and probably the
internet. However, it is desirable in all degreeeleeducation to demonstrate that you
have read and researched more widely particulanly statistics, than the required
minimum.

Using other texts will give you a breadiewpoint and will definitely provide

a deeper understanding of the subject.

When you have completed each assignmeend it, together with your TMA
(tutor marked assignment) form, to your facilitatidlake sure that each assignment
reached your facilitator on or before the deadjiven in the presentation schedule
and Assignment File. If, for any reason, you caraoohplete your work on time,
contact your facilitator before the assignmentus tb discuss the possibility of an
extension. Extension will not be granted afterdbe date unless there are exceptional
circumstances. There are thirty eight (38) tutorked assignments in this course.
You only need to submit 15; out of which the bestibbe picked. Each of these 6
carries 5 marks each making up your 30% continasgsssment.

7.0 Referenced Further Readings

Adewoye, S. O. (2004): Basic Statistics for Engrimee Economics and
Management, Lagos: Olukayode Ojo Commercial Eniszpr

15



Clark, G. M. and Cooke, D. (2004). Basic Cours8tatistics 5 ed. New
York. Oxford University Press Inc.

Hildebrand, D.K. & Lyman, O. (1998). Statistithinking for managers {4
Ed.) California: Duxbury Press.

Levin, R.l. &Rubin, D.S. (1997). Statistics fdianagement (7 Ed.) New
Jersey: Prentice Hall International.

Monga, G.S. (2007). Mathematics and StatisticEConomics (Second
Revised Edition) New Delhi. VIKAS Publishing HouB¥ T Ltd.

Salami, K.A. (1999). Descriptive Statistics forgdmers. Oyo Odumatt Press
and Publishers.

Salami, K. A. (2002). Statistical Models and Prémts in Educational
Management. Lagos: Master Printers International.

Journals

Salami, K.A. (2001). Introduction to Basic Ss#tis in Management. In

Adeyanju, A. (Ed.) Introduction to Educational Mgeanent. Oyo Green Light
Press and Publishers.

Salami, K. A. (2001). Basic statistics and Datadessing in Educational
Management in A. Adeyanju (ed) Introduction Educational Management,
Oyo, Green Light Press and Publishers.

Salami, K. A., Oyeniran, J. O., Adebiyi, M. E. 02). Perceptions of

Employers of Labour on the quality and proficignof sandwich degree
graduates in Oyo State, Nigeria Ado-EKkiti JouwfaEducational Foundation
and Management. Vol. 1 No. 1&2 pp 97 108.

Salami, K. A., Raji, R. A. (2006). Perceptions @fagos State Employers of

Labour on the quality of sandwich degree graduatése labour market . The
Pacesetter Vol. 13 No. 1 pp 315 326.

16



Course Code:
Course Title:

Course Developer:

Course Writer:

Course Editor:

STAFF IN CHARGE

Course Coordinator

EDA 844
STATISTICS FOR EDUCATIONAL MANAGEMENT

Dr. K. A. Salami
Emmanuel Alayande College of Education
Oyo

Dr. K. A. Salami
Emmanuel Alayande College of Education
Oyo

Prof. J. K. Adeyemi
Faculty of Education,
University of Benin,
Benin City.

Dr S O Ogundiran:
Nationgb&h University of Nigeria
Victarisland Lagos

Dr S O Ogundiran:
Nationgb&h University of Nigeria
Victarisland Lagos

17



MODULE ONE

Unit 1 Basic Concepts in Educational Statistics

Unit 2 The Role of Statistics in Educational Management

Unit 3 Basic Statistical Vocabularies, Notations and Symt®

Unit 4 Frequency Distributions

Unit 5 Measures of Central Tendency

Unit 6 Measures of Variability

Unit 1 Basic Concept in Educational Stadtics:
Definition, Characteristics, Relevance, Scope andr8nches.

CONTENTS

1.0 INTRODUCTION

2.0 OBJECTIVES

3.0 MAIN CONTENT

3.1 DEFINITION OF STATISTICS

3.2 THE PLACE OF STATISTICS IN EDUCATION

3.3 RELEVANCE OF STATISTICS IN EDUCATION

3.4 CHARACTERISTICS AND FUNCTIONS OF STATISTICS

3.5.1 DESCRIPTIVE STATISTICS

3.5.2 INFERENTIAL STATISTICS

3.6 BRANCHES OF STATISTICS

4.0 CONCLUION

5.0 SUMMARY

6.0 TUTOR MARKED ASSIGNMENT

7.0 REFERENCES/FURTHER READINGS

1.0 Introduction

This unit will introduce you to various definitiond statistics as perceived by

different experts. The roles of statistics a®llas its relevance in education are

adequately highlighted. Like other academic stibjestatistics also has its own

characteristics, branches and language. Both eéthqually discussed with examples

where necessary
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2.0 Objectives
At the end of this unit, you should be able to:
0] define certain concepts in statistics.
(i)  outline major characteristics and functionsstdtistics
(i)  identify the various branches of statistics.

(iv)  explain the scope of statistics

3.0 Main Content

3.1 Definition of Statistics

A Marxist defined statistics as an independentada@dience which studies the
guantitative aspect of mass social phenomemrgularities of social development,
social production and the influence of natural technical factors on quantitative
changes in social life.

Secrist on the other hand defined statistics aseggtes of facts affected to a
marked extent by a multiplicity of causes, nuoaly expressed, enumerated or
estimated according to reasonable standards alracy, collected in a systematic
manner for a predetermined purpose and placedatiae to each other.

Salami (1999) however, defined statistics as thensiic method of collecting,
organizing, analyzing, summarizing, presentinglatiolg and interpreting data.

Monga (1972) identified statistics as a scienci dsscribes facts objectively
without delivering value judgement. It is an arthat it applies certain techniques to
available facts, sometimes in a subjective manndBeing a systematic body of
knowledge, statistics is considered a sciendmugh not one as exact as physical
sciences.

Kerlinger and Howard (2004) defined statistics tree theory and method of
analyzing quantitative data obtained from sampfesbservations in order to study
and compare sources of variance of phenomenalgoteke decisions; to accept or
reject hypothesized relations between the phenonagrhto aid in drawing reliable

inferences from empirical observations.
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Adewoye (2004) opined that statistics is concemutd scientific methods of
collecting, organizing, summarizing, presentindg analyzing data; as well as

drawing conclusions and making reasonable decisiaribe basis of such analysis.

Based on these definitions, the word statistics beaysed either in the plural
or singular form. For example:

0] Statistics are numerical facts systematicadiffected (plural).

(i)  Statistics is the science dealing with todlection, organisation, analysis
and interpretation of numerical data. It is aegsitic body of knowledge
(singular).

Statistics as Singular and as Plural

It is very important for education managers tcertbtat the word statistics
could beused as singular or plural. AccordongAdewuyi and Oluokun (2001),
statistics when used as singular, always refepeddpecialized human activity which
is concerned with the collection, ordering, analgzand interpretation of data. The
authors believed that using statistics as danguimarily refers to the scientific
method of collecting, organizing, presenting andlyzing data.

However, the authors submitted that the plurahfof statistics refers to the
systematic collection of numerical data about sexents or subjects. It may denote
the data themselves or numbers. The most impadtang is for the education
manager to be consistent and familiar with the formhich he uses the concept.

3.2 The Place of Statistics in Education

Educational system in the 2dentury has grown into a complex industry full
of challenges and abstract ideas. Therefore, theehiate reaction of modern man or
education manager of today to the apparent contglekthe world around him has
been to formulate for himself a simplified modelloft complex world. He then tries
to substitute this cosmos of his own for theldioexperience. Whereas, in the
idealized world including the system of educatiothe real system is always
decentralized into a series of simplified systenthed the characteristics required for
the solution of a problem become conspicuouss this complexity in the present
educational system and how to simplify them thatds about idea of statistics, hence

the prominent place given to statistics in every kiaman activities.
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3.3 Relevance of Statistics to Educational Management
Education managers frequently rely on inputs fetatistical analysis to help

them make decisions and undertake some plannirgisgeThis is because,
management problems usually emanate from the reddlwroblems. In the case of
educational system, real world problems may incindafficient supply of relevant
textbooks, shortage of physical resources Iiiars, benches, desk, chalk,
classrooms, office accommodation, or personnelletsolve this kind of problem
nation wide, the education manager needs the ssroic statistics in projecting the
resources needed.

Another relevance of statistics in education is mvive translate our desire or
wants into statistical equation .
Example 1.1.Let us examine the model of a quadratic equatiated in words such
as if the product of five and the square of unknagwantity is added to the product
of seventeen gives the result as twelve .
Example 1.2. Inthe case of equilibrium principlesin econcs, If the quantity
demanded of commodity X equals two hundred sitmo multiplied by unknown
variable and that of supply equation is given aslamndred plus unknown variable.

To find solution to these two examples becometla liifficult even to the
brilliant brains, because it may be difficult tetdrmine the unknown variables
mentioned in the examples. Perhaps, what the baist Will resort to is what could be
called Trial and Error method . But such a meth@y mot serve when the model or
equations are complex, and the quantities arel@cimal. Again when we rely on
sentence models only, creative and quantitatiserphg would be much limited
thereby hindering development.
Statistical Solution

To see the beauty of statistics in educatidrnyde recast the same models in
statistical form.

The first equation will be

5x + 17X =12
While the second equation will be
Qd=200 2p
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Qs =100 + p.
It is now very easy with these equations to deteentine unknown variables.

3.4 Characteristics and Functions of Statistics

For ease of identification, characteristics hemeilbustrated with italics while

the functions are expressed in prose.

Vi.

Vii.

viii.

Numerical expression: Statistics deals with quantitative data, with nensb
as expressions of meaningful relationship. Stesistlata are not abstract
numbers. They constitute concrete material wheghmesents objects and
their measurements.

Accuracy: The degree of accuracy depends on circumstanBesed on the
nature and object of an inquiry, a reasonable sta@hof accuracy has to be
maintained.

Systematic collection of data: ~ There should be a definite method and
purpose in the collection of data. A systemptimcedure should be

followed.

Aggregates of facts: Isolated figures are not statistics. Masses attsfin
social sciences contain the laws of general behavidtatistical methods

extract meaningful information from a mass of data.

Multiplicity of causes.  There are various unassignable causes actiohg an
reacting with one another when we consider any @imemon.

Collection of data for a predetermined purpose: A statistician should
proceed with a specific objectin view. Vagesmand ambiguity of
purpose can lead to waste of time, energy and money

Comparison of data:  Relationships between and comparison of vaggbl
are an important part of the study of statistics.

Hypothesis testing, prediction and formulation of policies. These are parts
of any scientific study.  Statistical methods aseful in formulating and

testing hypotheses, forecasting future events mrding suitable policies.

Salf Assessment Exercise 1

3.5

Mention and discuss four characteristics and fomstiof statistics.

Branches of Statistics
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As a result of historical development, statisticsyrbe classified into two parts,
namely: descriptive statistics and inferential walgtical statistics.
3.5.1 Descriptive Statistics

Descriptive statistics involves the collection, lgaang and informative
presentation of a mass of numerical data. Sudelta may be quantitative such as
measures of height and weight, or qualitative aghex and personality. Descriptive
statistics would not present information more thdrat we can touch, see o r measure.
Its function is basically to describe the evanbatcome without drawing any
conclusion.  Statisticians regard descriptivestias as data analysis without
probability.  Attributes such as the mean, modediamn, geometric mean, harmonic
mean, range, mean deviation, standard deviationgptle, kurtosis, proportion and
correlation co-efficient etc fall within the domaoih descriptive statistics.
3.5.2 Inferential Statistics

Inferential statistics is a formalized body of tejues for making conclusions
concerning the properties of a large collectioh data from an examination of a
sample of the collection. Its purpose is to suentiiee properties of a population from
knowledge of the properties of only a sample ofgbpulation.

The inferential statistics builds upon descripthtatistics by making
interpretation there-from with the powerful tool gfrobability theory. Inferential
statistics enables education managers to makeidesj generalization, predictions
and conclusions with accuracy and the validitywdtsconclusions can be ascertained
any time. The scope of inferential statisticdudes, operation research, linear
programming, games theory, t-test, f-test, sinaplé multiple regression and other
test of significance.
Self Assessment Exercise 2
With examples discuss the relevance of statistieducation.
4.0 Conclusion

In this unit, students have been acquainted wifimitiens of statistics, major
functions of statistics as well as identificatioof two main branches of statistics,
which are descriptive and inferential statisticdn addition, students have been

exposed to various fields where statistical toel @seful.
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In the next unit, students will be introduced te thajor roles of statistics in
educational management.
5.0 Summary
In this unit, students have gained insight into the
I. definition of statistics
il. identification of the two main branches of statisti
iii.  understanding the job of statistics as déf& from arithmetic and
mathematics
iv. Identification of the various fields wherasstics could be used
successfully.
6.0 Tutor Marked Assignment
€)) Highlight four characteristics and functioristatistics.
(b)  Discuss the major differences between therges® and inferential statistics.
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UNIT 2 THE ROLE OF STATISTICS IN EDUCATIONAL MA NAGEMENT

CONTENT
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8.0 OBJECTIVES

9.0 MAIN CONTENT

3.1 THE ROLE OF STATISTICS IN EDUCATIONAL MANAGEMNT
3.2 PURPOSE OF BUILDING STATISTICAL MODELS IN EDUXTION
3.3 SCOPE OF STATISTICS IN EDUCATION

3.4 MISUSE AND DISTRUST OF STATISTICS
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3.6 STATISTICAL SOLUTION TO MANAGERIAL PROBLEM: A CASESTUDY
10.0 CONCLUSION

11.0 SUMMARY

12.0 TUTOR MARKED ASSESSMENT

7.0 REFERENCES/ FURTHER READINGS

2.0 Introduction

This unit will teach you that in educational managet, planning, organizing,

supervision, control and decision making are nengsa every stage. And that at all

the stages, an analysis of data collected beceassr with the help of statistical

methods. This unit will illustrate to you thdatonship between management

problems and statistical solution through a flaagdam as well as a case study.

2.0

Objectives

At the end of this unit, students should be able to

identify the relationship between management probland statistical solution
to such problems.

trace the process of interaction between the meanagt problems and
statistical solution from a flow diagram.

appreciate how statistical analysis can sohanagerial problems through a
case study presented.

identify how statistics could be misused.

discover the limitations of statistics.
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3.0 Main Content

3.1 The Role of Statistics in Educational Management

As mentioned earlier in the introduction of thisit, the management of
education involves planning, organizing, supervismontrol and decision making at
every stage. And that at all these stages, ansisalfdata collected becomes easier
with the help of statistical methods. In the sarain, managers of education
frequently rely on inputs from statistical bysés to help them make decisions and
perhaps undertake some reasonable planning. Thecaise management problems
usually emanate from the real world situation. &mmple, education problem in the
real world could be insufficient supply of relevaextbooks, short supply of physical
resources, fall in the standard of knowledge arnltksknparted by the teachers and
acquired by the learners etc.

To solve this kind of management problems, an g@dutananager would need
the services of statistics in calculating andaldshing the facts of the case. To do
this, the education manager will collect samplexdat analysis which is expected to
answer the statistical questions raised. Theretbesmanager needs the knowledge of
statistics.

This process is illustrated with a flow diagranfigure 1 below.

/ REAL - WORLD PROBLEM

[ Managerial Formulation
of problem

1

Managerial question

f Managerial Solution to

L problem )

T

Answer to managerial

~
. New questions

relating tosproblem question
\. = 7 .
Statistical formulation of Answer to Statistical
question question

\ Statistical
Analysis

Flow diagram showing the role of statistics in mangerial decision making
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The flow diagram started with the management otatian in the real world.
As a result of feed-back from the society aboutdtiecation products, the manager

can now formulate a problem to be investigatedirhere the management will put
the problems into questions to be answered. stdiestician will change the
management questions into statistical questionsrandsample data collected, carry
out statistical analysis. This analysis is to ansve statistical questions formulated
which invariably will answer the managerial probhkand questions and put the
problems to rest or the analysis may suggest amedation of the original problem or
suggest a new managerial question.
Self Assessment Exercise 1

Give cogent reasons why education managers anthitrators need the
knowledge of statistics and statistical analysisnfiaking management decisions.
3.2  Purpose of Building Statistical Models in Education

If statistical models are replicas, miniatures dachmies, then, the purpose of
statistical models in education would be to sinypdihd to abstract only those features
of reality, which are presumed to be relevant toducational problems on hand. In
other word, the main reason for building statatmodel is to reduce the complex
world into a manageable unit that could be handigkin the four walls of a
classroom.

The most fundamental feature of statistical moaetording Owolabi (2001) is
that their construction involves a highly selectatgtude to information by
eliminating incidental details, some fundamentaisteresting or relevant aspects of
real world appear in some generalized form. Stegismodels are therefore
constructed to:

(1) simplify the complex world of reality.

(i)  derive pleasure from making them.

(i) demonstrate the facts, which they illustredad

(iv) form part of a permanent collection of simitonstructions.
3.3 The Scope of Statistics

Originally, the science of statistics was conedrwith figures regarding the

resources of a state, man, land and wealth. Noysadgatistics is used in many fields
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of enquiry for describing and analyzing largeugr@f aggregates, which are too
complex to be intelligible by simple observationStatistics is particularly useful for

making and/or facilitating comparisons. Todayatistics is used in the following
spheres.
(1) Population Statistics

The census of population gives information aboatrthmber of people, their
age, occupations, civil conditions, housing conditi, sex, educational background,
number in a family etc. From this, education mamagn obtain by comparison with
the results of previous census enquires, informadimout the growth of population as
a whole, migration situation from rural areas tbaur centres, number of additional
birth etc. To do all these things successfullyuregithe services of statistics as a tool.
(i)  Trade and Production Statistics

It is statistical figure that will provide us \witnformation about a country s
exports and imports, the bulk and value of manufact commodities, the amount of
livestock, the produce of fishing industries, agttigral products, the number of ships
entering and leaving the ports and such othétema all of which is of great
importance, especially for purposes of taxation jgladning.
(i)  Medical and Vital Statistics

It is the work of statistics to provide details ceming the number of persons
having infectious diseases, how an epidemic haseadpand progressed, death rate,
birth rate, number of HIV/AIDS victims, accidenttims rate every month. By
comparing such information with the previous yearmonths, medical experts would
be able to know the level of progress made sanfargountry.
(iv)  Social Statistics

Social statistical figures will show under whandidion or circumstances
typical men and their families live, what they efona living, what rents they pay,
what they spend on various items, what type of éstisey live in, what type of social
amenities they enjoy etc.
(v)  Educational Statistics

This type of statistical figure will give informatn about the number of schools

in a state or country or locality. The figurélwhow the number of primary,
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secondary, post-secondary institutions like ursidiers, polytechnics, colleges of
education, monotechnics etc. It will also oale number of available classrooms,

teachers, learners, laboratories, equipmentestigacher ratio and so many

information about an educational system.

(vi) Business Statistics
Statistical figures in this area cover a wide anerencreasing field. There is

hardly any business problem which can not be reddgranswered by collection and

analysis of statistics. For example, the dailyitsof a salesman will show whether

or not he is more successful than his colleaguesoduction of crude oil last year and

this year when compared will give the planners polity makers a guide for future

planning.

3.4  Misuse and Distrust of Statistics in Education
There are many ways in which statistics are likelppe used improperly and

wrongly. Some of these ways are listed below:

0] Errors of context: Facts, otherwise true, may be quoted or predemie of
contextin such away as to misrepresent thestate of affairs. This is
common with politicians, journalists and law enfagcagencies.

(i) Errors of Generalization: A generalization or conclusion based on incomplete
or inadequate or unrepresentative data can leadttong inferences. For
example, on the basis of very poor marks obtaingdmo or three students, we
cannot conclude that all the students from a usityeare equally bad.

(i)  Errors of Deduction: A general method may be wrongly applied to a gjeci
case. For example, if the students of a partiatlss have been showing good
results in the past years, it does not mean thikyecessarily do so in the
present or future years..

(iv)  Bias: Conscious or unconscious entry of bias in statibtivork is common. It
may enter consciously when itis associated witlurpose. Bias may also
come into statistical analysis through exaggeradfoquantities or through the
use of colourful high sounding words.

(v) Errors of non-comparability: Wrong, improper, meaningless or untimely

comparisons can lead to faulty conclusions. A campa of index numbers of
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(vi)

(vii)

(viii)

(ix)

(x)

(xi)

3.5

different regions based on different years diedént commodities can be
meaningless.

Errors of over-simplicaiton: Sweeping statements, omission of essential
details and quick half truth are misleading. Faaraple, a mention of a rise in
national income without reference to a rise in pafon cannot give a correct

idea of changes in per capita income.

Errors of Spurious Accuracy: As against oversimplication, there may be
found an irrelevant attempt at showing high acourdo speak of Mr. A's

income running into millions of Naira correct teetlast kobo does not make

much sense.

Errors of calculation: Mistakes in the calculation of ratios, percentaayss in
the application of mathematical operations are comin statistics and should
be avoided.

Errors of Assuming Causation: The assumption of a wrong cause and effect
relationship may lead to nonsensical results.

Abuse: Abuse of statistics is common. It is often thauhesf ignorance rather

than design. Differences in definitions, methodsngling procedures, sources
of data can give rise to differences in resultslileg to misunderstanding and
misrepresentation.

Distrust of Statistics can Result from the Abuse o$tatistics and Statistical
Concepts: Itis very importantto say here that theraathing wrong with
statistical tools. The fault, if any, lies with theer of the science and not with
the science.

Limitations of Statistics

As good as statistics are in assisting educatinanager to solve educational

problems, it has some limitations:

1.

that statistics deals with aggregates. Individaatd do not constitute statistics.
We need to have a sufficiently large amountddta to study and draw
conclusions.

statistical results are true only on an average iBmot universally true. To

get good results an experiment may have to be tegpsaveral times.
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4.0

statistics can be misused. It is possible to sigspseme facts and emphasize
others or to mis-represent some parts and reprefiegrs partially. This may

be done to establish misleading conclusions.

some problems may not be amenable to statigtiGysis, either because it
may be difficult to do so or it may be becausegobirance on the part of the
analyst, inadequacy of tools or inappropriate data

Conclusion

In this unit, students have been introducedhéo tprocess of converting

managerial problems and questions into statistic#lems and questions. The unit

has also revealed to the students how statigticalysis can assist the education

manager to get solution to the real world problem.

5.0

Summary

In this unit, students have been exposed to:

the role of statistics in educational management

the process necessary for the conversion of neaiahgroblems and questions
into statistical problems and questions througlow tliagram.

a case study in which statistics was used to angvwe managerial problems.
Tutor Marked Assignment.

Mention and discuss five ways by which statistiosld be misused.

Enumerate the purpose of statistical model in eiituta
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Appendix A

3.6  Statistical Solution to Managerial Problem: A CaseStudy
Introduction

University of Ado-EKiti, Ekiti State, Nigeria tblished an outreach centre,
known as Sandwich Degree Programme Centre at EnehaAlayande College of
Education, Oyo in  1997. This distance learningtieelike others established
elsewhere by the university of Ado-EKiti, hased out hundreds of university
graduates in various fields of learning includgrgduates of educational
management. Majority of these graduates were amgueent jobs while few of them
were unemployed before undertaking the programme.
Real World Problem

After Ten (10) years of the centre s operatid®97-2006), a managerial
problem emanated from the society as to the qualinowledge and skills acquired
by these sandwich degree graduates in the codrigye was an insinuation that the
quality of knowledge and skills acquired by dh&et of distance learning graduates
are substandard to the ones acquired by resadignéiduates in conventional
universities.
Managerial Formulation of Problem

As a follow up to this insinuation, Salami, et 2004, 2006) decided to carry
out a research among the employers of these samddegree graduations in Oyo
State and Lagos State. The problem was howevedsaatfollows:

that thereis no significant difference in the quality of
knowledge and skills acquired by sandwich degree graduates
and the one acquired by residential graduates from
universities at the labour market .
Managerial Question Relating to the Problem
The university authority and the sandwich degresrdof studies believe and
stated that:
I. the quality of knowledge and skills acquiredthg sandwich degree graduates
in all the established outreach centres wereaefft and adequate to enable

the recipients to perform eraditably well in thbdar market.
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il. the process of moderating all aspects of evaluatystem of sandwich degree
programmes in all the outreach centres establisiiedhe university of Ado-

Ekiti authority is the same with the residentia@nhe justifying the quality of
knowledge and skills acquired by the two sets afigates which is sufficient
to allow them perform well in the labour market.

Statistical formulation of questions
Two major questions were raised to answer the naragroblems:

I. is there any significant difference in the percap of the public and the
private employers of labour about the quality obwiedge and skills acquired
by the sandwich degree graduates in Lagos 8tatevould enable them
perform well in the labour market?

il. do employers of labour (private and public) dieagl on the quality of
knowledge and skills acquired by the sandwich degraduates in Lagos State
that would enable them perform creditably wellhe tabour market?

Statistical Analysis

Population
The population of the study was made up of estidblishments and

organizations both private and public in Lagoséteo had at least one graduate of

the sandwich programme. Out of this populatidficers in the rank of chief

executive from seven (7) establishments were rahdoahosen. viz: Principals and

Vice Principals of Secondary Schools, Bank Mangdaeysal Government Chairmen,

Divisional Police Officers, Headmasters of PrimaBchools, LGEA Secretaries,

PPTESCOM Supervisors and Directors of Educatidragos State.

A total of two hundred (200) respondents in fthhe sampled Local
Government Areas were randomly selected for thaystin the ratio of sixty (60)
Principals and Vice Principals, five (5) Local Gawvaent Chairmen, ten (10) Bank
Managers, five (5) LGEA Secretaries, ten (10) fRaghary Teaching Service
Commission, Directors and Supervisors, one hun@dr@d) Primary School

Headmasters, ten (10) Nigeria Police Officers erdnk of DPO.
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Sampling Technique

Random sampling technique was used to pick respdsidi®m Secondary and
Primary Schools, Banks and Directors and Supersifrom PPTESCOM. On the
other hand, the five LGEA Secretaries, five DP@te five sampled Local
Government Areas were deliberately picked for teys
The Instrument

Salami et al (2004) 12 item self-developed questaire was used for the
collection of relevant information from the respents. It has two sections. Section A
is on the bio-data of the respondents. SectionrBagas 12 statements based on the
study. The instrument had earlier being face vidididy experts while its reliability
coefficient was foundto be 0.72. All the 20@sgtionnaires administered were
correctly filled and returned giving a 100% returns
Data Collection and Analysis

The researchers employed some teachers in Lagtest8tadminister the
instrument. This was after briefing the researdistents as they were called on what
to do and how to do it. To further simplify theadysis, we integrated the 4 Likert
scale into two, namely Agree and Disagree. Tha dallected was analyzed, using
simple percentages.

Answer to Statistical Questions

Research Question 1
To What extent do employers of labour perceivegihaity of knowledge and
skills acquired by the sandwich degree graduatésagos State as adequate and

sufficient to enable them perform well in the labmarket?
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Table 1: Perception of public and private employers of labouon the quality
of knowledge and skills acquired by the sandwich dgee graduates
in Lagos State. Nigeria.

S/IN AGREE DISAGREE

% %

1. Graduates of Sandwich Degree Programmes in
Lagos State compared favourably well with
regular graduates in my organization 142 71 | S8 29

2. The quality of programmes run by the
Universities Sandwich Degree Centres in
Lagos State is standard 1301 65 | 70 35

3. The performances and  productivity of
Sandwich  Degree  Graduates in my
organization have increased since their
completion of the study. 130| 65 | 70 35

4. Dedication and commitmentto duty of
Sandwich Degree Graduates have increas¢d

tremendously in my organization. 126|163 | 74 37
5. Sandwich Degree Graduates in my

organization are more proficient now than

before the programme. 1221 61 | 78 39
6. | will support more of my staff memberg to

undertake the Sandwich Degree Programmsg

because of its quality. 128|164 | 72 36

Source: Fieldwork work 2005

From table 1 above, we concluded that employersandwich degree
graduates in Lagos State accepted the fact thatlkdge and skills acquired by these
set of graduates were satisfactory and adegeatenstance 142 (71%) agreed that
these set of graduates compared favourably wituates who attended regular
university programme. 130 or (65%) rated the ipialbf programmes run by the
universities satellite campuses as standard, 13%)6onfirmed that performances of
sandwich graduates have increased after the camplaft such programmes. While
126 or 63% confirmed the characteristics of dathen and commitment to duty of
these graduates. Another 122 (61%) equally stpgohe proficiency of sandwich
graduates. Finally, 128 respondents or 64% of t@l@yers reached agreed to release
more of their employees to undertake sandwichedegrogrammes anytime they
want to go. Many of the employers interviewed conéid that the programmes have

given more opportunity to many who couldn t haviegothe chance to further their
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academic studies. Through the sandwich programmasy highly skilled manpower
have been produced.
Research Question 2

Do employers of labour (private and public) digsgon the quality of
knowledge and skills acquired by the Sandwich de@rmduates in Lagos State that
will enable them perform creditably well in the ¢talv market?

Table 2: Perceptions of the public and the private employersf labour on the

quality of knowledge and skills acquired by thesandwich degree
graduates in Lagos State

S/IN AGREE DISAGREE
% %
7. The performance and productivity of Sandwich
Degree graduatesin my organization have not
changed from what they used to be. 84 | 42 | 116 58

8. The quality of knowledge exhibited by Santhyi
Degree graduates in my organization since the
completion of the course is below expectation. | 70 | 35 | 130 65
9. The attitudes and commitmentto duty of
Sandwich Degree graduates in my organization
have not changed from the previous behavior. |76 | 34 | 124 62
10. Sandwich Degree graduates in my organizatien a
not better in terms of qualitative knowledgertha
before programme. 90 | 45 110 |55
11. There is no noticeable change in the skill o
Sandwich Degree graduates in my organization.] 66 | 33 | 134 67
12. | The quality of programme run by University
Degree Centres in Lagos State is below standardl. 2 |35 128 64
Source: Fieldwork work 2005

Table 2 above showed the responses of the emeglopf sandwich degree

graduates in Lagos State. Reactions to 6 staterpante the employers revealed their
disagreement with the statements put to themutabhe quality of knowledge and
skills acquired by these set of graduates.

For instance, 116 (58%) of the respondents desabwith the statement that
performances of sandwich degree graduates inahgémization have not changed. In
the same vein 130 (65%) of the employers reachsahceed with the statement that
performances of sandwich degree graduates aveslepectation. Employers
disagreement proved that these set of graslugerformed excellently well in the
labour market. In addition, 124 (62%), 110 (55%4 (67%) and 128 (64%)

respectively disagreed with statements 9, 10, H112nas shown on the table.
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Discussion of Findings
This study has also confirmed the adequacy tleé quality of knowledge and

skills acquired by the sandwich degree graduatésgos State. Just like the recent
findings of Salami et al (2004) in Oyo State, Enyels of labour both in the private
and the public organizations in Lagos State hateglreandwich degree graduates as
efficient as their counterparts who attended regut@ersity programmes in Nigeria.
Implication of the Findings

Another major implication of Lagos State findings thatit corroborated the
outcome of Salami et al (2004) findings in Oydat&. And that it has also proved
scientifically that products of university saridiv degree programmes are equally
good academically and professionally.
Answer to Managerial Questions

Therefore, this answer confirms the belief andriadéition of the university of
Ado-EKkiti authority and sandwich degree board $fudies as to the quality of
knowledge and skills acquired from Distant Learn@entres as adequate.
Managerial Solution to the Problem
Conclusion

The study has found out from the employers ardsusf sandwich degree
graduates that products of sandwich degree pragesm are good academically and
professionally competent. The results from Lag@geSfindings corroborated early
study carried out in Oyo State by Salami et al @0Bligher percentage given to each
statement further proved the assertion that teetseof products are professionally
trained. Based on the findings, itis once agagommended that sandwich degree
programmed anywhere in the country should begorated to accommodate more
individuals yearning for higher qualification whiletaining their jobs and that
sandwich degree centers should equally mainthie high quality of academic

excellence they have attained.
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1.0 Introduction

This unit will introduce the language of statistto you. This is because

statistics, like any other subject or disciplihas its own technical language. It is

therefore always good and beneficial for educatiamagers who will continuously

use statistics to acquaint themselves with the conlyrused vocabularies, notations

and symbols of statistical language before theaht¢teatment of the subject matter.

The unit begins with the commonly used terminolsgievocabularies.

2.0

Objectives
At the end of this unit, students should be able to
I. acquaint themselves with the commonly used terrogies, notations and
symbols in statistics.
il. differentiate between vocabularies, notations amab®l in statistics.
iii.  identify the relationship between statistisgmbol, notations and
vocabularies.

iv. use the symbol to solve statistical equatiams problems in the next units
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3.0

Main content

3.1 Statistical Vocabularies

Vocabularies

Definition

Variable

A property which can assume any number.

Ordinary value

A variable on which scores or values are ordigaril
recorded as number.

Categorized variable

Nominal variable; a variadievhich positions or score$

are not ranked.

Dichotomy

A categorical variable with only two categories

Score

Any position on a numerical variable.

Discrete variable

A variable generated by a counting process ehglev
number

Continuous variable

A variable that can take on any value over aeanfg

feasible value; measure data, can be whole nuanbs
fractions.

A)%4

Interval variable

Variable that have equal interval along their ssale
measurement

Ratio variable

Variable in which ratio of scores can be regdrds

equal.

Data Collected information, qualitative or quantitative

Raw Data Data obtained directly from primary sources of
information and which remained untreated, unpssed
and not yet manipulated

Distribution The arrangement of a set numbers classified actptdi
some property

Frequency A table in which observed values of a varialike a

Distribution grouped or classified according to their numerica

magnitude

Class frequency

Number of observations falling within the confir@ds a
particular class.

Lower class limit

The lower possible value that can be assignedyteem
class.

Upper class limit

The highest possible value that can be assignadjieen
data.

Class interval

The difference between the lower and the uppet iina
given data.

Parameter A descriptive measure for a population

Mean Arithmetic average

Mode The most commonly occurring value; the value die t
variable that has the greatest frequency.

Median The middle value of a set of figures.

Range The difference between the smallest and the Bighe

value in a distribution.
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Standard Deviation

Root mean square deviation; a measure that describ
the spread of a set of scores from the mean.

Kurtosis

Extent of peakedness of a distribution

Geometric mean

The antilog of the sum of the logarithms of theuesl of
the factor comprising a group divided by the nundfer
factor

Harmonic mean

The reciprocal of the arithmetic mean of the remai of
a set of values

Normal Distribution

A symmetrical distribution having its mean, mode amedian
equal one in which frequencies of the variable motequally
both to the left and the right of the mode.

Confidence Level

Degree of confidence for a given interval estimate

Parametric test

This is a test, which its efficacy rests on whethervariable
being studied is at least approximately normalitributed.

Non parametric test

These are tests developed without referenceseto t
distribution of variables.

Hypothesis Testing

This is a method for testing whether a paramegenls a
certain specified value.

Statistical Significance

Statistical prove of thiference between two means or
variables or that the variation occur by chance

Significant Level

The probability that a statistics would be astess large as
an observed value by chance alone, if the hull thgxis is
true

Level one tailed

Probability of finding a certain result in one tafla sampling

significance distribution.
Level two tailed Probability of finding a certain result in eith&rthe two tails
significance of a sampling distributions

Degree of freedom

This refers to the number of ways in which anyddedcores
is free to vary. It is also the number of restdns placed on
the set of scores.

Population Population is the collection of universe to be &dd .It may
be finite, like the name of fall females in Nigeriat infinite
like the sand. it may also be real or hypothetical

Sample A sample is a sub-set of a population

Target population

Population for which results are required

Bias

The difference between the value obtained by aareber and
the time value of the event.

Type | error This is when a true null hypothesis is rejectetieiad of
accepting it.

Type Il error This is when a false null hypothesis is acceptstead of
being rejected.

Correlation Is the statistical method used for establishimgektent of

relationship or association between two or moreesco
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3.2

Symbols or Formulae

Symbols Definition
'-._nu =
1. :-f)-' orﬁf Arithmetic mean of ungrouped Data
i =1 n
n
k
2. i Efx Arithmetic mean of grouped Data
I=1 n
n
3. G =1 X%z Xn Geometric mean
4. H =_'1\l Harmonic mean
2.

5 Md= -« ZS2 Quadratic mean

n
6. a+(f fa) (b a)
+
f fay+ @ fb) Mode
or |+ £ f
2f . f
7. Ya(n 1) Median of ungrouped Data
8. atb a¥%n Fa) Median of grouped Data
f
9, ~Yx F Mean Deviation
10. (x-ZJOR(Ex (XYY  variance
2 n n
11.  «/Varianee (@)  Standard Deviation
12. ~Xx) &F (b)  Standard Deviation
n n
13. v E-f'f(x X)2 (c)
n

Standard Deviation of grouped Data
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Correlation coefficient using Raw Score

method

Correlation coefficient using Deviation
method

Spearman Rank order correlation

Chi-square coefficient for ungrouped
Data or for Goodness of fit test

Chi-square for obtaining expected

frequencies of the cells OR for Test of
Independence

t or z statistical computation

Regression equation with least square method

For calculating the value of a using raw
score method

For calculating the value of b using
raw score method

Regression equation using Deviation
method

For calculating the value of M in
equation 23

For calculating the value of ¢ in
equation 23

14, X NXy-IX Y
=V @ INE (B
5 i ¥V )
15, VTG - A VIO -7
r= )2
3P4 4
OR r=5 ¢ _./
X Y?
6. p=1T6D
N (N 1) coefficient
¥
17. X= (0 EJ
E
18. E(RC)=frxfc
= = N
e
19. T, =2
V=1 ' =i
n n
20. Y =a+bx
21. Y =a+bx+hx +b X, bxfor multiple Regression Analysis
22. a=(Yx (XY) (
N X* ( x)
23, b=NX¥ (4 (Y)
N X (X))
X
24. Y=C+M
25. M=K )Y )
x )
26. C=Y-M
27. L+(N. Fa)xc

Alternative median formula for a
grouped Data
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Self Assessment Exercise 1
Define the following terms:

i Range

il Geometric Mean

iii Mode

Y Degree of Freedom

v Type 1 Error

Notations

X Name of a random variable

F Frequency of Occurrence

N Number of observations

Fa Cumulative frequency before the modal class

Fb Cumulative frequency after the modal class

n Sample size in the number of observations

7 Summation sign

T Arithmetic mean of a sample size
Arithmetic means of a population

SD Standard deviation of a sample size

L, Lower limit of class interval

L. Upper limit of a class interval

X, Assumed mean

df Degree of freedom

H, Null hypothesis sign

H, Alternative Hypothesis sign

Md Median

Mode Mode

Fm Frequency of a Median class

Q. First quartile
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Qs

npr

Sty

g

m

R
A, B,
AB
AB

AC
a,b,bb,

Var.

X2

E (RC)
t-test
Z-test
SDx
t-cal
t-crit

cor (X,Y)
N () o

T, T-

Third quartile
Factorial n

number of permutation of n objects taken r at a&tim

Number of combination of r objects which may bestakrom n objects.
Observed frequencies

Expect frequencies

Name of a discrete random variable

coefficient of determination

events.

Intersection of the event A, B

Union of events A, B.

Event complimentary to A

Estimates of regression coefficients § ¢
alpha risk: probability of Type | Error
Beta risk: Probability of Type Il Error

number of class interval

Mean Deviation

Variance

Chi-square

expected frequencies of the roll and column cells
student t-distribution

standardized normal score

Standard Error

t-test calculated

Critical or table value ot

Covariance of X and Y

normal distribution with meam , variance
estimated variance

Fisher s F  distribution
Wilcoxon signed Rank statistics
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T Wilcoxon rank sum statistics
U Manu-Whitney statistic

t (n-1, 0.05) 95% point of t distribution with nelegree of freedom

vy predicted values of Y, y in a linear model

54 regression coefficient of Y on,X

b parameter of the exponential distribution or paramef the poison
distribution

h,
’

'

maximum likelihood estimate of parameter

& Standard deviation of a random variable

a2 Variance of a random variable or variance of a jetpn
) () cumulative distribution function of normal distriin
p (E) probability of an event E

4.0 Conclusion

In this unit, we have jointly examined the threganéanguages of statistics.
Among these languages are statistical vocabulaiasstical symbols and statistical
notations. Mastery of all these languages by the&tbn managers become essential
ingredient for the treatment of statistical probdéewhich they will come across later
in this course.
5.0 Summary

This unit has introduced to the students

* common terminologies usually found in statistics
* statistical symbols and formulae usually employgdtatisticians
* notations that would assist the education managemsderstanding the

principles of statistics.
6.0 Tutor Marked Assignment

1. Give the definition of the followings

Raw Data, mode, standard deviation, Harmonic medrDeegree of freedom.
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UNIT 4 FREQUENCY DISTRIBUTION
CONTENTS

1.0 INTRODUCTION

2.0 OBJECTIVES

3.0 MAIN CONTENT

3.1 RAW DATA.

3.2 FREQUENCY DISTRIBUTION

3.3 ARRANGEMENT OF DATA

3.4 CLASS INTERVAL AND CLASS LIMIT

3.5 CLASS BOUNDARIES, CLASS MARK AND CLASS MID PA@IT
3.6 THE HISTOGRAM

3.7 THE FREQUENCY POLYGON

3.8 FREQUENCY CURVES

3.9 RELATIVE FREQUENCY DISTRIBUTION

3.10 CUMULATIVE FREQUENCY CURVE: OGIVES
3.11 LORENZ CURVE OF CONCENTRATION

40 CONCLUSION

5.0 SUMMARY

6.0 TUTOR MARKED ASSIGNMENT

7.0 REFERENCES/ FURTHER READINGS.
1.0 Introduction

This unit will introduce you to the technique dfow to use frequency
distribution and graph of various kinds to harathe interpret large masses of data
which ordinarily couldn t have been possible tigio mere observations. With this
technique, the large masses of data could be sumedan such a way as to reveal
the important characteristics of the data at aggam addition, the unit will enable
students to derive the essential features of tteewldh little effort.

Therefore, a brief outline of what you will fima this unit include how to
arrange raw data in ascending and descending aldss, interval, limit boundaries;
mark and class mid point. The Histogram, fregyerpolygon and ogive are well
treated. Types of frequency curves and Lorenxeé€af concentration are equally

treated.
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2.0 Objectives
At the end of this unit, students should be #&ble

1. arrange large number of raw scores in ascendidglascending order.

n

identify various characteristics attributed to fieqcy distribution
3. construct histogram, frequency polygon, ogive boikenz Curves of
concentration.
4, appreciate the functions of frequency distribuiiostatistics.
3.0 Main content
3.1 Raw data
These are data collected from primary source bBuéh not been numerically
organized, processed or manipulated.
Example of raw scores is given below.
Table 4.1: Raw scores of 30 students in a test.
25 30 30 30 25 25 50 50 50 655
60 60 60 60 60 65 65 65 65 40
45 45 40 40 45 48 48 50 50 30
3.2 Frequency Distribution
A frequency Distribution is a table in which thalwes of variables are classified
according to size. Let the symbol for observatioas< and the symbol for frequency
distribution of scores be f as follows.

Example : Table 4.2 Frequency distribution of 3@aw scores

X f cf
25 3 3
30 4 7
40 3 10
45 3 13
48 2 15
50 5 20
5 1 2
60 5 2
65 4 30

We can also demonstrate this distribution witlytalhe above frequency
distribution is represented with tally below.

Table 4.3 Frequency Distribution with tally
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X Tally

25 Il
30 il
40 Il
45 Il
48 Il
50 [
55 I
60 1
65 1l

w
o|4>mpm|\>oooo4>oo‘—h

3.3 Arrangement of Data.
This is an arrangement of raw numerical data eithascending or descending

order of magnitude. Example of raw scores of 50estts in a test is given below.
Table 4.4 Raw scores of student in a test.

37 20 05 74 36 65 58 44
64 61 58 40 00 61 80 33
48 55 30 62 50 39 36 44
45 78 59 45 24 53 80 42
32 33 28 63 42 44 49 09
50 28 46 45 56 32 59 23
52 50
Table 4.5: These raw scores are arranged in an asabng order as follows
00 05 09 18 20 23 24 28
28 30 32 32 33 33 36 36
37 39 40 42 42 44 44 44
45 45 45 46 48 49 50 50
50 52 53 55 56 57 58 58
59 61 61 62 63 64 65 74
78 80

When summarizing large masses of raw data like@tigewe have in table 4.5,
it is often useful to distribute the data into skes or categories and to determine the
number of individuals belonging to each class)ledaclass frequency. A tabular
arrangement of data by classes together with thresmonding class frequency is also
called frequency distribution. The scores in tabke are re-arranged and put in
frequency distribution using a class interval of 5.

Table 4.6 Arrangement of frequency Distribution usng class interval of 5

Class interval f cf
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0-4 1 1
5-9 2 3

10-14 - 3

15-19 1 4

20-24 3 7

25-29 2 9

30-34 5 14
35-39 4 18
40-44 6 24
45-49 6 30
50-54 5 35
55-59 6 41
60-64 5 46
65-69 1 47
70-74 1 48
75-79 1 49
80-84 1 50

50

3.4 Class interval and class limit
3.3.1 Class interval is the gap or number of diggtween two figures. The interval
may be three (3), five (5) or ten (10) as the caag be. Let us take 40-44 in
table 4.6 as an example. With these two figuresijriterval between them is 5.
3.3.2 Class limit refer to the lower limit and upgienit of two figures. With figures
40-44, the lower limit of the first figure is 39hile the upper limit is 44.5
3.5 Class Boundaries, Mark and Mid-Point.
3.5.1 Class Boundary and Mark
Theoretically, the class boundaries in a classwal between 40- 44  will
include all measurements between 39.5 and 44&39I5 is the lower class mark
while 44.5 is the upper class mark.
3.5.2 Class Mid-Point
The class midpoints is obtained by arrangingesco raw or processed) in
ascending order and pick the middle one in ungrdwula¢a. The class mid pointin 41,
42,43, 44, 45, is 43. In a grouped data like wiahave in table 4.5, it is 2 for 0-4
group. e.g. 0-4 gives 0, 1,2,3,4. Here the claskpuint is 2.
3.6 The Histogram

51



A histogram is a set of adjoining vertical bars sa@reas are proportional to
the frequencies represented by the bars. A hestogs drawn by taking the class

interval on the X-axis and the frequencies on th@xfs. When the class intervals are
of equal width, the height of a bar correspond&éofrequency in that class. That is
the class interval with the highest concentratibaliservations. This class is usually
called the modal class.

The scale of axes are normally taken in such athatythe length of the Y- axis is

about 'times that of the X axis. This is to present a det@king graph. Scores of

50 students in a test is presented in a histogelowb

Table 4.7: Frequency Distribution for a grouped daa

Classinterval Midpoint(x) f
25-30 27.5 3
30-35 32.5 4
35-40 37.5 4
40-45 42.5 5
45-50 47.5 15
50-55 52.5 7
55-60 57.5 3
60-65 62.5 4
65-70 67.5 2
70-75 72.5 1
75-80 82.5 1
Total=50
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Note that the highest frequency here is 15

Frequency
Histogram
16
T L e
12- -

.' L a
Lo

O] 5. 35 45 55 = 65 75 85 x

. Class intervals -
Fig. 4.1: A Histogram
3.7 The Frequency Polygon
The frequency polygon is the most frequentlycoemtered graphic device in
statistics. It is easy to construct and simpleterpret. The frequency polygonis a
line chart plotted in the same way as the histog@mthe X-axis the class mid-Point
are taken and frequency along the y-axis are repted by point, which are joined by
straight lines to give us the frequency polygone Tirst end point is joined to the X-
axis to a midpoint showing zero frequency just betbe first class interval and the

last end joined to the one after the last classwal as shown in Fig 4.2

Frequency
Frequency Polygon
16 4
12 4
8 -
44
o B ) ) L 1 1] L] L 1 1] Ly ] ' ) x
225 325 425 525 625 725 825
Fig. 4.2 Class marks

53



The first midpoint 22.5 corresponds to zero frequyesnd the last i.e. 87.5 has zero
frequency
3.8 Frequency Curves

A limiting form of the histogram or frequency potygis the frequency curve.
A smooth curve instead of broken lines joining goints corresponding to the
frequency gives us the frequency curve of #a.dt is a continuous curve and
provides a frequency values for every value ofhe Turve needs not necessarily pass

through each and every point.

Ol 225

Fig. 4.3: A Frequency Curve

3.9 Relative Frequency Distribution
In a frequency distribution, if the frequency irckalass interval is converted
into a proportion by dividing by the total freaquoy, we shall get a series of
proportions called relative frequencies. A disttibn presented with relative
frequencies rather than actual frequencies isdalleelative frequency distribution.
The sum of all relative frequencies in a disttidw is 1. The scores of 50

students in a test are shown below with its re¢atirequencies.
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Table 4.7 Relative frequency distribution

Classinterval Frequency x Relative frequency Explanation
25-35 7 0.14 7/50 =0.14
35-45 9 0.18 9/50 =0.18
45-55 22 0.44 22/50 = 0.44
55-65 7 0.14 7/50 =0.14
65-75 3 0.06 3/50 = 0.06
75-65 2 0.04 2/50 = 0.04
_ 50 100
Comment

The concept of relative frequencies is useful m@ang theory. It can also be
used to compare two frequency distributions witinequal total frequency, though

with the same series of class intervals. The exampeklow illustrates this.

Classinterval f, f, Rel.freg.f, Rel.Freq.f,
10-20 5 12 0.20 0.12
20-30 10 24 0.40 0.24
30-40 6 30 0.24 0.30
40-50 3 1 0.12 0.19
50-60 1 15 0.04 0.15

25 100 1.00 1.00

Although, the first frequency is 5, while the seddrequency is 10, but with
the same series of class interval. The resultseofwo relative frequencies become 1.

Self Assessment Exercise 1

Arrange the following scores of 18 students iBconomics testin (i)
Ascending order (i) Descending order and (iii) fan frequency distribution with
the data

33, 17, 26, 38, 40, 60, 75, 80, 17,

15, 12, 09, 24, 28, 30, 44, 60, 40.
3.10 Lorenz Curve of Concentration

The Lorenz curve is concerned with the distributsd any characteristics
among the items possessing the same characterdtiegextent of concentration of
the characteristics in a few items can be examiyetthe use of the Lorenz cu rve. An
education manager can use Lorenz curve to illesthe disparity between the rich

people and the majority poor in a country or witheducational system. Let us
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consider the incomes received by some individulésr numbers arranged according

to class intervals. The classes are arranged andstwy order of income size and the
cumulative totals of income and the number of irdiials.

Table 4.9: Income Distribution Frequency

Income No of Total Cum Fr. Cum % of % Of
Range person income Total total Cum Cum
N_ (thousand) (m) Of y. f y
f y Cumf Cumy
Over 5000 50 790 50 790 5 52.7
2000-5000] 120 300 170 1090 17 72.7
1000-2000 200 220 370 1310 37 87.3
500-1000 180 100 550 1410 55 94.1
200-500 250 60 800 1470 80 98.0
100-200 200 30 1000 1500 100 100.0

The Line of Equal Distribution

The line of equal distribution in Lorenz curve séyat if all groups of people
had been receiving comparable proportion income2& gercent of people getting 25
percent of income and so on, then, the graph woeild straight line joining the points
(0,0) (25,25) (100,100).
This will be the line of equal distribution

100 -

75 A

50 1

25 -

Percentage of total income

25 50 75 100
Percentage of income earners

Fig. 4.4 TheLorenzcurve
The degree to which a Lorenz curve deviates fromlthe of equal distribution

is a measure of the inequality of distributionrdome. The farther the curve moves

56



away from this line the greater is the inequalltye degree of this inequality at any
stage is indicated by the distance from the equs#iilbution line of the curve.

4.0 Conclusion
This unit has introduced youto many concapfsdquency distribution.
Students have learnt how to use tally to consfrecuency distribution and how to
re-arrange raw score in ascending and descendawgy.drhe concepts of histogram,
frequency polygon and frequency curve as wethas constructions were equally
learnt in this unit
5.0 Summary
This unit has exposed students to:
» several concepts in frequency distribution; such as
* raw data
* arrangement of data
* class interval, limit, boundary, mark and mid-point
* histogram, frequency polygon and frequency curvéog&nz Curve
* relative frequency.
6.0 Tutor Marked Assignment
1. Giving the scores of 30 students in Social Stuttiss

30 33 49 26 32 51 52 10 46 45
25 15 47 21 40 24 24 27 43 17
29 50 36 48 37 34 14 41 55 59
Use class interval of 5 and starting with the leastre in the distribution, form

frequency distribution table for the scores.

2. Compute the relative frequency distribution for tbikowing data.
Classinterval f
20-30 3
30-40 5
40-50 6
50-60 7
60-70 10
70-80 09
80-90 8
90-100 3

- 50

3. Write short note on the following:
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I. class boundary and class mark
il. class interval

iii. histogram
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1.0 Introduction
This unit will introduce you to the concept ofveaage, Calculation of

arithmetic mean is and the uses of such averagest fiihes, education managers are
confronted with the problem of finding the averagark of a class, the average wage

bill, the average cost of a building and usuatlye average expenses per week, or
month. In addition, the manager may want to kmleevamount of wage bill that is
frequently or constantly paid. It is on this preenibat the knowledge of mean, mode

and median and other averages becomes imperativessential to the education

managers and essential for proper school admindsira
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2.0 Objectives
At the end of this unit, students should be able to

I. calculate mean, mode and median from groups of data
il. identify the properties of a arithmetic mean
ii. understand the uses of averages in education
Iv. identify the merits and demerits of averages
3.0 Main Contents
3.1 Definition of Average

Quantitative data arranged in the form of freaquyendistribution generally
exhibit a common characteristic, that is, theyvehthe tendency to concentrate at
certain values, usually somewhere near the cehtreedlistribution. The tendency of
observations to cluster near the central partloé distribution is known as Central
Tendency and can be measured statistically.

An average therefore is a precise yet a simpleessgown representing a series
of divergent individual values, in other word4,is the consolidated essence of a
complex distribution.
3.2  The Arithmetic Mean

The arithmetic mean is obtained by dividing the safmalues of observations

by the number of observations. It is usually deddtg * It is also the best known and
most commonly used form of average.
3.2.1 Simple Arithmetic Mean
Example 5.1For the observation 5, 4, 9, 12, 10, the arithenmiéan is obtained as
follows.
¥ =5+4+9+12+10 = 40=8

5
X is a variable having n values

In formula form, it is written as:

[
X

X=EX+X X= or

n

S
X

n
=
=]
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3.3  Arithmetic Mean of Grouped Data
When observations repeat themselves, we may edtleccumbersomeness

involve by considering their frequencies.

Example 5.2 Forthe observation 5 5544 33 3 3, the Anglic mean may be
written as

X-3x5+2x4+4x3=35=39
3+2+4 9

OR Add all the observations together and dividéheynumber of variables such as

5+5+5+4+4+3+3+3+3=35=3.9
9 9
If X is a variable having values
Xy Xoo X

and occurring with frequencies

f,f. £
then, its arithmetic mean for that grouped data bewritten

ﬁ f1 X1 or Zf x
=1 n
n

Example 5.3 The frequencies of the wages of 20 workersvsrgas shown in the

table below:

Table 5.1
Wages Number of
X Woarkers fx (N)
5 f 10
7 2 28
9 4 45
11 5 66
13 6 26
15 " 15

Total N 190
20

It means 20 workers received a total of 190 nairahe form of wages.

Therefore, the Arithmetic mean of this wage is

=190 = N9.50
20
The mean can be computed with the help of theviatig formula
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¥ X = 190 =N9.50
n 20

Arithmetic mean of wages is=N9.50
3.4  Properties of Arithmetic Mean
1. The Arithmetic mean is affected by all the itemsha series, which is good in

so far asit makes * avery representative geelais not a good
representative if there is a large deviation from ¢entral value.

It is easy to calculate and is capable of algebraipulations.

It is determinate

It is a typical representative value of all itemghe data.

a > w DN

Its value may be substituted for the value of hatam without changing the

total:

VL. YLz
e.g. Y Y L o T
It is very important to education managers to nioét the algebraic sum of the

deviations of a set of numbers from the arithmetéan is zero i.e.

Yx YT - fF
L T Xx¥)=n -mo0
Example 5.4The Arithmetic mean of 3,10,15 and 8 is = 9 tBaBi+10+15+8 = 36 = 9
4
Therefore (3 9)+ (10 9)+(15 9)+(8 9) =0
By working with the formula
fx §) =  Ifx-fXf = nEtnf =0
36 - 4x9 = 39 - 9x4 = 4x9 - 4x9 =0
36 36 = 36 36 = 36 36 =0

3.5  Merits of Arithmetic Mean
The Arithmetic mean is the most widely used measdir central tendency

because:
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Vi.

Vil.

3.6

3.7

its definition is clear and precise, it correspotalthe centre of gravity of the
observations.

it is simple to understand and easy to compute

it makes use of each and every item in theada

it has a determinate value and it is rigidefided.

it can be subjected to further algebraic treathand advanced statistical
theory.

it can be found even if only the total value&nown and the individual values
are not known.

it provides a good standard of comparisartsiextreme values cancel each
other out when the number of observations is large.

Demerits of Arithmetic Mean

it could be influenced by unrepresentative valk®s.example, the mean of 49,
50, 51is 50.Butthe mean of 1,50,99is als0. In such cases, the
representative character of the mean is lost.

it gives greater importance to larger and lessoit@mce to smaller values. It
has an upward bias.

it cannot be calculated if one or more itemshe data are missing.

it cannot be located by inspection (like theda & median).

it is capable of cancelling facts and such meay to distorted conclusions.
Geometric Mean (GM)

The geometric mean (GM) is the nth root of the pmef n values. In formula

form it is written.

G :1%2 Xs X,

The G.M of 2, 4, 8 is the cube root of their praduc
Solution

G V248 V6t - »

The G.M of 1, 2, 3 is the cube root of their praduc

The G.M of 2,4,4,8 is the cube root of their praduc
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Logarithms may also be used in the calculation®M. If the frequencies of ;xx,
xk are respresentative of f, f, ( 2/ =n) then,
i

Log G == [f log x + f, log %, + +k log fk] ==L _log x
n

G = Antilogn ./ 129 ¥

EE

L
£, B A

But if there are no frequencies, G 5, x) andlog G =
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Example 5.5For value of x without frequencies, we computéoiiews:

X log.x
4.5 0.6532
250.5 2.3958
12.0 1.0792
119.5 2.0774
30.0 1.4771
42.0 1.6232
75.0 1.8751
35.4 1.5490
12.7330 =L leg x

G = Antilog = £ 122 ¥ = Antilog = x 12.7330 = Antilog 1.5916 = 39.05

Example 5.6Value of x with frequencies

3.7.1

Mid-point
Class interval f X log x. flog x.
2 4 20 3 0.4771 9.542
4 6 40 5 0.6990 27.960
6 8 30 7 0.8451 25.353
8 10 10 9 0.9542 9.542
2f =100 >flog x=72.397

G = Antilog= L/ log x

[S

= Antilog 100 (72.397) = Antilog 0.72397
G =5.296
Merit and Uses of Geometric Mean
Most of the properties and merits of G.M resembbsé of Arithmetic mean
(AM).
The G.M. takes into account all the items in theadand condenses them into
one representative value.
It has a downward bias. That is, it gives more Wwetg smaller values than to
larger values.
Itis determinate. That is, for the sameadtitere cannot be two geometric

means.
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iv. It balances the ratios of the values on eitieée of the data. It is ideally suited
to average, rates of change such as index numbénmatos between measures
and percentages.

V. It is amenable to algebraic manipulations ttke Arithmetic mean (AM)

3.7.2 Demerits of Geometric Mean

I. It is difficult to use and compute

il. It is determined for positive values and cannouded for negative values or
zero. A zero will convert the whole product intaae

3.8 The Harmonic Mean (HM)

The Harmonic mean is the reciprocal of the arithoreean of the reciprocals
of a series of observations.
In other words, the total number of items of aaflé in a series, divided by
the total of the reciprocals of the items giveskhis!.
The formula for computing H.M. is
H=N

-

-4

¥

and if we have a frequency distribution
H= n

F
L)
kS
L

—

Example 5.7The Harmonic mean of 2, 35 is
The Arithmetic mean of the reciprocal is 1/3 (Y21/3 + 1/5)

= 1/3 (10 + 15 + 6)
30

= 1/3 (2
= 31
90
The Harmonic mean therefore, is the reciprocahefArithmetic mean of the

given number

H=90
31
H=29
Example 5.8The Harmonic mean of 3, 5, 6 is
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H=1/3 (1/3 + 1/5 + 1/6)

-5

-

_ G
The Harmonic mean therefore is the reciprocal efAlithmetic mean which is
H =90
21
H = 4.3 approximately

Example 5.9The Harmonic mean of 0.5 and 0.25 is
H= 2 = 2
1+ 1 2+4
- T 05 0.25

= 1/3 or 0.33

For the value of x with frequencies, the Harmongam could be calculated as shown

in the example below:

Example 5.10
Mid point
1 1
Class interval X x f fx =
2 4 3 0.333 20 6.67
4 6 5 0.200 40 8.00
6 8 7 0.143 30 4.29
8 10 9 0.111 10 1.11
!
Ir =100 =/ =20.07
H= n
S5 =207 =4.98

3.8.1 Merit and Uses of Harmonic Mean

I. Like any computed average such as A.M. and Gh®IH.M. also takes into
account all the observations in the data.

il. It gives more weight to smaller items i.e. it hadoavnward bias. It is also of
great utility when weights are attached to smaléms.

iii. It measures rates of change and can be adapteroblems involving time and
certain type of ratios and rates.

Iv. It is amenable to algebraic manipulations.

3.8.2 Demerits of Harmonic Mean

I. It is difficult to compute when the number of iteradarge.
il. Some people, particularly the users may find fficift to understand because
it is not in common use as an average.
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iii. It assigns too much weight to the smallemgeand thus has limited scope.

Iv. It is interesting to note that its value isvals less than that of the Geometric
Mean (GM), which is usually smaller than thetmetic Mean (AM). The
relative positions of AM, GM, and HM may be syolibally represented as
follows.

x>G>H

Note that the three means are identical, if allitév@s in a given data have the same value.
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3.9

The Quadratic Mean or The Root Mean Square

It is the square root of the mean of the squahges of xin aseries of k
observations.

The formula is

Mq =242 +

+ %2 =

k
The formula for weighted quadratic mean with wesghor frequencies,f f,
fk for the values x x,

X, respectively where &/

=nis given as
Mq —_ -\..i.'. 3 t_f“.-‘{z

-

[

n

Example 5.11The Quadratic mﬁ/% 0of3,2,4,5,1,7is

MgFaL (3+2+4+5+1+7)

6

=4.16
Example 5.12The Quadratic mjéﬂ of23468is

MgFps (2+3+4+6+8)

5

Mq = 5.08
3.10 The Mode

The mode is the value which occurs most often ta.dais the value around
which there is the greatest degree of concentration

The mode means norm or fashion. The mode iss dhypical measure of
central tendency in as much as it is the most finlebzalue in the series.

Example 5.13The most in this series 3, 7, 3, 3, 5, 3, 1, 3. im this series, 3 appears
four times, so it becomes the mode.
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Self Assessment Exercise 1
0] Identify the number of Modes in this set of figsire
1,7,6,2,3,4,5,4,5,4,5,
(i) Find the Median of this set of ungped figures.
4,2,3,3,7,5,9
(i) Find the Geometric mean of theldaling
3,4,6,8
3.10.1 Bimodal
A set of scores or figures could contain more thia® mode. For example, with
asetofl, 2, 3,4,4,4,5,5,5, 6, 7. The madest and 5 because 4 and 5 appeared

three times each than other figures. These twaodgy(# and 5) are called bimodal .
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3.10.2 Modal Class
The class in which the mode falls is called thaal class. It corresponds to

the highest frequency.
Example 5.14 The group scores of 34 statistics students istageyiven as follows:

Table 5.2: The Group Score

Classinterval f. cf.
52 56 03 03
56 60 6 09
60 64 10 19
64 68 04 23
68 72 08 31
72 76 02 33
76 80 01 34
34

The modal class of this grouped data is betweesn@64 because the number
of students whose scores fall between 60 and 6&ar@0).
3.10.3: Mode by Interpolation
However the formula for finding the modal class knafra grouped data is given as

Method 1
Mode=a+_(f fa)(b_a)
(f fa)y+ (@ fb)

where

a= first number of a modal class

fa = frequency number before the modal class
fo = frequency number after the modal class

f = frequency numbers of the modal class

Example 5.15 From table 5.2 Find the modal class ma
Solution
From the data, a =60, b =64,f=10, fa=6:%

Therefore, proper substitution will give us

60 + (10 6) (64 60)
(10 6)+ (10 4)

60+4x4
4+6

60 + 1.6
10

60+ 1.6

Modal class mark =61.6
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Method 2

Mode =of+ f f
2{f, 1,

where

‘o = the lower limit of the modal class

c = the size of the class interval

f, = the frequency of the modal class

f, = the frequency of the class immediately belowrttwelal class

Note that a distribution with one mode is calleihurdal; with two modes, it is called

bimodal. With many modes we have a multimodastritiution. Using the same

figures in table 5.2 We have the modal class asd®t 60 and 64 therefore

fo=60,c=4,§=10,{=6,£=04
with good substitution we have

m=.f f, xc=60+ [z 10 6 J“
2f f. f, 2x10 6 4.

=60 + 4
[20 6@

=60+4x4
10

=60 +16
10
Model class mark = 61.6

3.10.4 Merits and uses of Mode

I. It is simple to define and compute

il. Itis a popular average in the sense that liesone that most people use
without being aware of it.

iii. Extreme values have no effect on the moded ianan be calculated when
complete data are not available.

Iv. It is the most typical in the sense that ihdies the most probable value in the
series.

3.10.4 Demerits of Mode

I. In the case of bimodal and multimodal distribusioi is not possible to
pinpoint any one value as the mode.

il. It is not rigidly defined and thus cannot be cakedideal average.

ii. It is often indeterminate when the distribartiis highly irregular.

iv. It is not based on all the observations i dlata and hence is not an ideal
measure of central tendency. It lays two mucpleasis on the modal group
and thus may not be fully representative of thele/lseries.
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V. It is not easily amenable to algebraic manipulation

3.11 The Median
The Median divides the data into two equal partthab50% of the items lie

on either side of it. However to get the Mediasgtof figures must be arranged in
either ascending or descending order.
3.11.1 Median Formula for Ungrouped Data
When the number of n observations is odd and tkerehtions are arranged in
ascending order, the Median is the %2 (n"™ 1) observations or simply the middle
value.
Example 5.16 Find the Median of this set of ungrougd Data
44, 40, 79, 42@, 59, 71, 44, 60, 65, 45
Solution. Re-arrange the numbers in ascending order like this
40, 42, 44, 44, 45, 51, 59, 60, 65, 71, 79

Then apply the formula =% (11+1) = 12 =6
2

Therefore, the 'Bnumber which is 51 is the Median
Example 5.17Find the Median of 4, 2, 3,5, 3,6,9, 7
Solution Re-arrange the numbers in ascending order lilse thi

21 31 3’ 41 51 61 7, 9
Then apply the formula 2 (8 + 1) =9=4.5
2
Therefore, with even numbers, the Median lies bebwegures 4 and 5 so that 4.5 or

4 Y5 becomes the Median

3.11.2 Median Formula for Grouped Data
The median of grouped data can be obtained thrtheghse of two formulae

1. Med=a+b a(%%n Fa)
f
where
a = first number of the Median class

b = second number of the Median class

f = frequency number of the Median class

n = total number of variables involved

Fa = cumulative frequency number before f
2. Med =L+ (N/2=F)xC
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where
L. = lower class mark
N = total number of variables involved
fm = frequency number of the Median class
F. = cumulative frequency number before (fm)
¢ = number of class interval

Example 5.18 Find the Median of the set of scores of 34 siaistudents in a test

given below
Classinterval f. cf.
52 56 3 3
56 60 6 9
60 64 10 19
64 68 4 23
68 72 8 31
72 76 2 33
76 80 1 34
if =34
Solution

1. Using the first formula we get

60 + 64 60 (17 9)
10

60 + 3.2
Med = 63.2
Solution
2. Using the second formula, we get

Med. =59.5 + (34/2 12)x C
10

=595+ (17 12)xC
10

+ (5) x5
10

+25
10

505+25
Med. 62
Note: Median Class is 60- 64, a =60, b=64, f =10 & =9
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Students are to note that the differences occasat result of fractions used in the
second formula.

3.11.3 Merit and Uses of the Median

I. it can be easily understood and its computaticmnmple.

il it can be computed even for imcomplete data. dbiscerned only with a few
central observations.

ii. it balances the number of items in a disttibn

V. it is useful in describing scores, ratios gnddes

V. it is useful in the case of skewed distributie those of income and prices.

Vi. it can be used for qualitative data.

vii. inthe case of openend classes, the Medsn be calculated but the mean
cannot

viii. it can be easily determined graphically.
3.11.4 Demerits of the Median

I. The median is not easily capable of algebraic mdaimns. As such it is not
much used in advanced studies.

il. The empirical formula for the Median based on iptégition may not always
give correct results.

iii. it may ignore significant extreme values.

iv. weighting cannot be used in the case of thelibte

V. The scope of operations is thus narrowed.

Vi. it can not be computed as exactly as the mean.

4.0 Conclusion
In this unit, we have discussed almost all agpeot measures of central
Tendency. Particularly, the unit highlighted theehhmajor commonly used averages
viz: Arithmetic mean, mode and median and the dtimere, Geometric mean,
Harmonic mean and Quadratic mean which are of iidnedducation managers. The
properties of Arithmetic mean as well as the rideand Demerits of all the means
were equally learned.
5.0 Summary
This unit has exposed students to:
I. the definition of Average
il. the computation of arithmetic mean, mode and median
iii. the benefit of knowing how to compute ana Useometric mean, Harmonic
mean and Quadratic mean.

Iv. the advantages, disadvantages and usestbkalk means.
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6.0 Tutor Marked Assignment

1. Compute the Arithmetic mean wage for the follyv workers
Wages no of workers
X f
10 5
17 7
19 11
22 8
33 5
55 3
39
2. Find the modal class mark for the followingadat
Weight of student frequency
X f
90 100 10
100 110 37
110 120 65
120 130 80
130 140 51
140 150 35
150 160 18
160 170 04
300
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Unit 6 MEASURES OF VARIABILITY
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1.0 Introduction
In unit five, measures of central tendency agayes of the first order was
extensively treated. In this unit, measures ofalality as the averages of the second
order will be treated. More importantly, a measufredispersion gives a more idea
about the extent of lack of uniformity in the size®l qualities of the items in a series.
It helps us to know the degree of uniformity andsistency in the series.
In a nutshell, you will be introduced to the congtion and uses of Range,
Quatrtile deviation, Mean deviation, Standard désgtVariance and Kurtosis. The
relevance of all these in educational managemeduntlyshighlighted.
2.0 Objectives
At the end of this unit, students should be able to
i. define the concept of Range
ii. compute Quartile, Mean and Standard Deviations
iii. compute Variance

iv. identify various Kurtoses from graphs

79



3.0 Main Content
3.1 Dispersion

Dispersion is designed to measure variation,ithdhe extent to which
individual item in a group are dispersed or distted over the whole range of the
independent variable.
3.1.2 Skewness

Measures of skewness provides a measure of the ssnim the distribution.
3.2  Quartiles

The identification of first, second and third qileg can best be demonstrated
with example as shown below.
Example 6.1:The set 7,4,5,3,3,9,8can be size-ordered andutilgs identified as

follows.
31 3’ 41 51 7, 8, 9
Lower (I) Middle (2 Upper (3)
Quartile Quartile or Quartile
(Median)

Therefore, identification of the quartiles from @wlered set of data is just as
the median can be identified from the value of then + Tlitem

2
Q. is the value of the n+1 item
4
Q. is the value of the ~ 3(n +"1) item
4
Example 6.2:Find Q and Q from the company s expenditure given below.
Expenditure (N) Number of companies Upper bounaf cf%
Less than 500 210 500 210 16.1
500 to 1000 184 1000 394 30.0
1000 to 1500 232 1500 626 48.0
1500 to 2000 348 2000 974 74.0
2000 to 2500 177 2500 1151 88.3
2500 to 3000 83 3000 1234 94.7
3000 to 3500 48 3500 1282 98.4
3500 to 4000 12 4000 1294 99.3
4000 and over 09 5000 1303 100
Q_= n+1 item___=1304 = 326
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4 4

Q_= 3(n+1) item = 3(1304) = 978
4 4
3.3 Range

The range (R) of a set of numbers is the differdretereen the maximum and
minimum values. It indicates the limits within whithe values fall.
Example 6.3The range of the series, 5,15,17,20,24 is R =285
Relative Range or the coefficient of range is dadibby the ratio

RR = Xmax Xmin =24-5=0.66
Xmax + Xmin 24+5

3.3.1 Merit of Range

0] It is easy to understand.
(i)  Its computation is simple.

3.3.2 Limitation of Range
0] Since it is based on two extreme values inethigre distribution, the range may
be considerably changed if either of the extrenses&appens to drop out.
(i) It does not take into account the entire data
(iif) It can not be computed when the distributimas open-end cases.
3.4  Quartile Deviation
Quartile deviation is not a measure of dispersiothé sense that it does not
show the scatter around an average, but onlystamte on scale. Consequently,
guartile deviation is regarded as a measure oitipart
Students are to note that aside for the fact thatomputation is simple and it
is easy to understand, a quartile deviation does satisfy any other test of a good

measure of variation.

Qb=Q Q
2
The relative measure is given by the
Qb=Q Q
Q+Q

Example 6.4Given the following data, & 5, Q = 10, find Q.D and Coefficient of
Quartile deviation (Q.D).
Q.D.=105=5=25
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2 2
Coefficient of Q-D10-5 =5=1
10+5 15 3

Example 6.5:Find the Q.D. and coefficient of Q.D. for the fmdling data.
Earnings in &) f cf

10-20 42 42
20-30 25 67
30-40 58 125
40-50 42 167

Key: f =frequency, cf = Cumulative frequency
Q.= 10+42 0x10=20.00
42

Q:=40+126 125x 10 =40.23
42

Q.D =40.23 20.00 =20.23 =10.115

Coefficient osz.D =@ Q, =20.23=0.33
Q Q 60.23

3.5 Mean Deviation

This measures the average or mean of the sum déwathtions of every items
in the distribution from a central value; usualthe mean or median. The larger the
differences between the items, the larger the rdearation will be. If all the items
are identical, the mean deviation will be zero.

The mean deviation is only concerned with meagutie extent of the
deviation about the mean, the signs preceding dlegiations are ignored in the
calculations and hence this measure of dispersiohlittle use in practice.

3.5.1 Steps necessary for the computation of medsviation

(1) Calculate the median of the array.

(i)  Record the deviation /d/ of each in a grougmi the median.
(i) Multiply each deviation with their respecévrequencies.
(iv) Add these deviations /d/ while you ignore gigns.

(v)  /d/ should be divided by the total numbertefms (n).

Or use the following formulas:
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£ in

for grouped data M.D =f /x — % /

Coefficient of M.D = M.D

Mean deviation from the median = / * —~me/
n

and for a grouped data//x* — me/
n
Students are to note that if the M.D is calculat&th reference to the median,
the coefficient of M.D becomes M.D/Mean.

Example 6.6Find the M.D from the mean of the series, 5,7,2@1

X Jx—x/)
3
7 1
10 2
12 4
6 2
2x =40 12
n=>5
=8

i 8
Example 6.7: From the Median and the co-efficient of M.D. éaulated from the

data given below:

Age (Years) No of persons Mid-value (x)
f X Ix me/ fl x me/
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15 7 3 17 119

6 10 10 8 12 120
11 15 16 13 7 112
16 20 32 18 2 64
21 25 24 23 3 72
26 30 18 28 8 144
31 35 10 33 13 130
36 40 5 38 18 90
41 45 1 43 23 23
123 Xf Ix me/=874

In unit five, we gave the formula for Median, whiish2 quartile (Q) as

lo+n 1 F

2 X C
fo

Applying this formula to the grouped data aboveegiv

Median=16+123 1 23
2 X5
32

Me = 16 + 5.937

Me = 21.937

Therefore, we have the M.D from the Median as

=Xf/x—me/ -gra=711
n 123
Coefficient of M.D = M.D =7.11 =0.32

Median 21.937

3.6 Variance
The variance of a set of observationsx X, is the average of the squared

deviations from their means. In formula form, itdsnoted by

=

(. *

) 1
& 1

= I
Il

3.6.1 How to Calculate Variance
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The first step in working out the variance icédculate the square of the
deviation of each number. The variance is the noédime squared deviation.
Example 6.8Find the variance of 61, 52, 55, 58, 54

X x 3 x ¥
61 +5 25
52 -4 16
55 -1 01
58 +2 04
54 -2 _04
X =280 50
n=>5
X =56
Variance = 50 = 10
Example 6.9Find the varianc?e of 2,4,6,8,10
X x 3 x ¥
2 -4 16
4 -2 04
6 0 00
8 +2 04
10 +4 _14
Zx=30 40

Variance =40 =8

5
3.6.2 Another formula used for computing variance isated by
Var. = X)__ (XY
n n

Example 6.10:Use this formula to find the variance using theada example 6.8

2

X X
61 3721
52 2704
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55 3025

58 3364
54 2916
280 15,730
n=>5
var. = 15730 (280)
5 5
= 3146 3136

=10
The same answer with what was obtained in example 6
Self Assessment Exercise 1

Use this variance formula: Var 2)x (XX
n n

to compute the variance for 2,4,6,8,10
3.7 Standard Deviation
Standard deviation is the most satisfactory andtmadely used measure of
dispersion.
3.7.1 Procedure for Calculation
(1) Write down the squares of the deviation frdra mean. This will of course, be
positive.
(i)  Calculate the mean of these squares of dieviat
(i) The standard deviation is the square roafiipabove.
Students are to note that the standard deviatialwigys measured from the

mean and not from the median or mode.

Standard deviation is the positive square roohefariance and the formula is

given as

SD. = 1 Or | Ofd’
N & (x xy Of

L =1
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Example 6.11:Find the SD. for Data in examples 6.8 and 6.9 usiiggformula
Variance in 6.8 is 10

Standard deviation i1 =3.16
Variance in 6.9 is 8
Standard deviation i8¢  =2.83

3.7.2 Standard Deviation of Ungrouped Data

The two commonly used methods for calculatirgdtandard deviation of

ungrouped data are:
. ITIATICE (1)

(2)

3)

3.7.3 Essence of Standard Deviation

A small standard deviation tells us that the obetgons cluster closely around
their means, while a large standard deviation Haaisthe observations are much more
scattered. The standard deviation is a very comynasgd measure of variability. It
does use all the observations, and because thagarcan be studied mathematically,
it is possible to develop theoretical result orelep managerial problems and result
involving the standard deviation.
3.7.4 Standard Deviation from Grouped Data

The formula for calculating standard deviation @frauped data is given as:

Fad —

SD=vil (x &
N

]

3.7.5 How to Calculate Standard Deviation with ths Formula

(@  Using Deviation method

I. Find the deviation of each score from the mean Jx

ii. Square each deviation (x% )
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ii.  Multiply each squared deviation by the copending frequency/ (x %)

iv.  Add up the results in (iie” (x ¥

V. Divide the sum obtained in (iv) by n

Vi. Find the square root of the result of (v)

Example 6.12: Calculated the standard deviation for the datavb using
deviation/fraction method.

(@) Deviation method

X f fx (x ¥ x ¥ f(x ¥
10 5 50 +2.70 7.29 36.5
9 6 54 +1.70 2.89 17.34
8 9 72 +0.70 0.49 441
7 10 70 +0.30 0.09 0.90
6 3 18 +1.30 1.69 5.07
5 3 15 2.30 5.29 - 15.87
4 2 8 -3.30 10.89 -21.80
3 1 3 -4.30 18.49 - 18.49
2 1l 2 -5.30 28.09 - 28.09
40 292 148.47
n=40
X =292=7.30
40

Substituting the figures into the formula, we have

SD :-“-'.I;l;_rr (X _";_3: ‘\,14'15.‘-1'?
N 40

= +3.71

SD =1.93
(b) Raw Score Method
Another method with which we can calculate the déad deviation of a set of
figures is known as the Raw Score method withatefila as:
sb=1,

av
"

N \‘hz (
Note that the steps involved in applying this folanare as follows:

I. Multiply each score by its frequency
i.  sum the result in (1) to givex( ¥)

ii.  Square the result of (i) to obtainy *)’
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iv. Square each score in the distribution to get x
V. Multiply the result of each squared score byfriequency to obtain fx

vi.  Sum the result in (v) to gegf-*fz

vii.  Multiply the result in (vi) by iv to obtain N&/*?

viii. Subtract the result of (iii) from the reswaf (vii)

iX. Find the square root of (viii)

X. Divide the result of (ix) by N to obtain theastlard deviation

Example 6.10: compute the standard deviation for the sameadggin Exercise 6.9

using raw score method.

X f fx X fx*
10 5 50 100 500
9 6 54 81 486
8 9 72 64 576
7 10 70 49 490
6 3 18 06 108
5 3 15 25 75
4 2 8 16 32
3 1 3 09 09
2 1 2 04 04
40 292 384 2280

SD =

=191200 (292§

Sap &
Q- o
[}
22
[=F]

|
L
)

85264

9]
O
I
-

m
o]
5]
[= 11

-h.-.
o

1(77.0454)
40

=77.0454
SD =1.93
3.7.6 Application of Measures of Variability
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I. Measures of variability in general give insightinbhe performance of a given
group of students. A small variability indicatesadhvariation which implies that the

students performances are markedly different.

il. Information on measures of central tendenay mreasures of variability would
enable us to determine whether our students Htaieed mastery in aunit of

instruction. In this wise, a high mean and modestdadard deviation would indicate
that the students have achieved mastery, whileh@an and low standard deviation

would indicate that mastery was not achieved inuthie of instruction.

Self Assessment Exercise 2

1. Compute the mean, modal class mark, mediamegah deviation from the
data below:
Class interval f
15 19 4
20 24 16
25 29 12
30 34 24
35 39 14
40 44 12
45 49 10
50 54 08
55 59 06
60 64 04
110
2. If auniversity in Nigeria has six differenblaur unions with the following

number of officers 25, 30, 18, 27, 28, 22 respetyi find the mean, variance and

standard deviation of the distribution.

3.8 Kurtosis
Kurtosis is the measure of peaked ness of a digiwif. It shows the degree of

convexity of a frequency curve.
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If the normal curve is taken as the standasgmmetrical, bell shaped curve,
kurtosis gives a measure of departure from the abconvexity of a distribution

3.8.1 Types of Kurtosis

. The normal curve is mesokurtic. It is of intermedipeakedness

. The flat-topped curve, broader than the normadalked platykurtic
. The slender, highly peaked curve is called leptogur

3.8.2 Measures of Kurtosis

I Moment coefficient of kurtosigs,lt"i_l H
Fi2

A&

2
Note. Instead of statisticians often use,¥. 3 the outcome of which is
positive for a leptokurtic distribution; negativer fa platykurtic distribution and
zero for the normal distribution.

il. Percentage coefficient of kurtosis: K= Q
80_910

where Q=% (Q Q) which is the same interquartile range.
Example 6.12:Find the skewness and kurtosis for the followirggribution by

the method of moment.

Number of Hours worked Number of days
1 3 3
3 5 5
5 7 1
7 9 1

10
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To get the mean®( ) for this data, we need to fir@dmidpoint.

No of Hours Midpoint (x) No. of days
Worked

1 3 2 3

3 5 4 5

5 7 6 1

7 9 8 1

— o
i
¥
e

For the datath& 1/i=40=4
n 10

if we substitute d for x <, then our required eabecomes

X f d d fd’fd’fd’

2 3 -2 4 12 -24 48

4 5 0 0 00 0 0

6 1 +2 4 4 +8 16

8 1 +4 16 16 +64 256
10 32 48 320

Explanation

X - midpoint of the distribution

f - the frequency of the distribution

d - x

d’ - d’

fd*- d’x f

fd’- d x fd

fd*- d x fd

the analysis of the distribution is

N 10
by =1 _ 1 x320=
32.0
n 10
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Skewness;=F%3=4.8= 9 _=0.0703
fizg 3.2 128

Kurtosis:  Fil4= 32.0= 32.0 =3.125
2 3.2 1024
Alternatively: =, #P V00703 - 0265

V.= =0.125
Note: The Skew ness is positive and the distributioegdkurtic as Y> 0

4.0 Conclusion
This unit has again introduced you to another ephof variability which is
called measures of variability or dispersion. Gdimgugh this unit you were able to
identify the range between two poles or figuresaie, Quartile deviation as well as
mean deviation were equally treated for you. Paldity, you were acquainted with
computation of variance and standard deviationthedelationship between the two
variabilities was highlighted. A measure whichdsaly used but very important, the
skewness or kurtosis and how to measure the kaness given special treatment in
this unit.
5.0 Summary
In this unit, adequate treatment was given to:
I. range and its identification
il measurement of several deviations such as Quavtidan deviation, Variance
and Standard Deviation.
iii. kurtosis which shows the level of skewnesd peakedness of any distribution.
Iv. the uses of all these variabilities in edumati

V. how education managers can use these devidbodgcision making.
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6.0 Tutor Marked Assignment
Calculate the mean deviation from the followingadat

Class Interval f
0-10 18
10-20 16
20-30 15
30-40 12
40-50 10
50-60 5
60-70 2
70-80 2
80
2. Use Raw Score method to compute the standard deviat the following

data.

X 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21
f 2 4 5 8 109 11 3 4 2 2

3. Discuss the merits and limitations of range.
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MODULE TWO

Unit 1 The Probability and Non- Probability Sampling.
Unit2  Probability Theory and Distribution
Unit3  Estimation

Unit 4 Testing of Hypothesis

CONTENTS
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3.1 THE BASIC CONCEPTS IN SAMPLING
3.2 SAMPLING DISTRIBUTION

3.3 PROBABILITY SAMPLING

3.4 NON-PROBABILITY SAMPLING

3.5 ADVANTAGES OF SAMPLING TECHNIQUES IN EDUCATION
4.0 CONCLUSION

5.0 SUMMARY

6.0 TUTOR MARKED ASSESSMENT

7.0 REFERENCES

1.0 Introduction

The theory of sampling distribution basically edisies the basis for statistical
estimation. A statistician takes a number of eobations for the measurement of a
certain phenomenon and repeat his observationsmaenof times. Every time, he
depends on a sample of observations to be ableke some general statement about
the result. This is because in practice, he castooly all the conceivable cases.
Attempting to observe all the cases may be sessaled perhaps impossible. For
example, to find out the attitude of all seniecendary school students to
mathematics in Nigeria will be time consuming, gyarvasted and costly whereas a
good sample randomly selected among the SSS 3sudethe country will equally
give a fairly good idea about the attitude of tHeole population of students.
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The focus of this unit therefore, is to presengda how to select samples that
will be representative of the population from whitts drawn.

2.0 Objectives
At the end of this unit, students should be able to

0] identify concepts closely related to samplingtiibution

(i)  draw samples from different large populations.

(i) identify various random samplings in educatio

(iv) differentiate between sample mean and poputatnean.

(v)  appreciate how the mean of a large sampleroxppate to the population

mean.
(vi) identify the differences between probabilityampling and non-probability
sampling

(vii) list the advantages and disadvantages of bathpling techniques
3.0 Main Content
3.1 The Basic Concepts
3.1.1 Population

Ordinarily, the term population refers to a ggmf people inhabiting a

specified geographical location. This is the caken we talk of the population of
Nigeria, the population of Oyo State, and so orrebearch, the term is used in a more
general sense to include all members or elemerihdye human beings, animals,
trees, objects, events etc of a well defined gr®gpulation defines the limits within
which the research findings are applicable. In otherds, the population is defined in
such a way that the results of the investigati@engemeralizable unto it.

Population can be classified into two, They dawgrget and accessible
population. The target population is all the membmdra specified group within which
the investigation relates, while the accessibleufaifon is defined in terms of those
elements in the group within the reach of theaesher. For instance, a target
population may be defined to include J.S.S. stidieniNigeria, while the accessible
population may be J.S.S. students in Oyo Staté¢hese are the students within the

researcher s reach.
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The factor, which determines the choice of pofpateis the problem under
investigation. The population should be such theam provide the most authentic and

dependable data necessary for solving the probAgrain, it should be such that the
generalizations or conclusions from the study cidly apply to it. The broader the
definition of the research population relativete actual portion of the population
involved in the study, the less valid will thengralizations from the study which
apply to that population. In other words, gelieaions apply more validly to the
accessible population than they would apply the target population. The external
validity of any study (i.e. the generalizability thie study), is usually judged in terms
of how validly the conclusions of the study apmthie population specified for such
a study. So, when a researcher is specifying Beareh population, he is setting some
standard against which his study will be judged.
3.1.2 Sample

For some studies, the group of items to whichstbdy relates (i.e. the
population) may be small enough to warrant theusioh of all of them in the study.
But a study may entail a large population, whichras all be studied. That portion of
the population that is studied is called a samplaufation. A sample is, therefore a
smaller group of elements drawn through a defjprocedure from a specified
population. The elements making up this sampldéhase that are actually studied.

Based on the data obtained from the sample, géxegtiah or inferences on the
population is made. Drawing inference or generabmaabout the population beside
on the data obtained from the sample is of prymaoncernin any scientific
investigation. Knowledge of the sample is of Idiignificance in itself if such
knowledge cannot be extended to the population.
3.1.3 Variables: Quantitative and Qualitative

When a characteristic takes different values, ¢ailéed a variable. A variable
that can be measured is called quantitative vaiabl

A variable that cannot be measured but can onkabegorized as belonging to

some others is called qualitative variable.
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3.1.4 Random Variable

A random variable is a quantity whose valuedstermined by a chance
experiment. Itis also called a chance variablstochastic variable. In technical
terms, arandom variable is defined as a measufabttion determined on a
probability space.
3.1.5 Finite and Infinite Population

Finite population has definite number of elemeritst are countable, while
infinite population has an indefinite number @elements. The elements in infinite
population are so many that we cannot determire®unt them. The number of
school in Oyo State may be cited as an exaofpldéinite population. On the other

hand, the number of leaves in a forest may be deglas an infinite population.

Self Assessment Exercise 1
I. Differentiate between population and sample
il Give examples of finite and infinite population
3.1.6 Parameter

This is the numerical characteristic of a popolatiFor example, the
population mean is N, the population standard iadiem is d, and the population
proportion is P and so on.
3.1.7 Random Sample

A random sample is the selection of each objechfitoe population in such a
manner that gives equal chance of being includeédamandom sample. Every object
is as likely to be considered as any other.
3.2 Sampling Distribution

If we can compute a statistic for each samplee & drawn from a given
population (such statistic as the mean, standewthtion etc) which varies from
sample to sample, then wee have a distribution ttoé statistic which is called its
sampling distribution.
3.2.1 Estimating the Sample Size

The size of a sample to be taken in a surveyerng crucial and must be

determined with high consideration. This is beeasuch an exercise relates to the
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time, cost and efficiency factors. We should nbeg &1 very large sample may result
into a waste of resources and time, while a verglssample may not give enough

information. Therefore, the sample size to be takegpends on:
0] the desired precision and the limits of ermbe allowed.
(i)  the properties of the population.
(i) the kind of sampling to be used.
(iv)  the purpose.
(v)  the resources, time and labour available apdttsts to be incurred.
3.2.2 Sampling Techniques
A sampling technique is a plan specifying how eletwell be drawn from the
population. Sampling techniques may be categoiizeswo major types viz: the
probability sampling techniques and the non-prdiigitsampling techniques.
Sampling with replacement is when each membereoptpulation is free to
be selected at all times and sampling without @pizent implies that each member
cannot be selected more than once.
3.3  Probability Sampling Techniques
Probability sampling techniques means that eachrghton in the population
has an equal chance of being selected to becommg afthe sample. In this category
are: Simple random sampling; stratified sampliigster sampling; multistage
sampling; systematic sampling and sequential samplPersonal judgment has no
role to play in probability sampling.
The precision of a probability sample increas#s the size of the sample.
Some of these sampling techniques will be discuss#ds unit.
3.3.1 Simple Random Sampling
In this type of sampling, each of the populatitvas equal and independent
chance of being included in the sample. If in aytaion, there are 400 elements, the
probability or chance of drawing each element #)Q/ For a population of size 3000,
the chance of drawing each element is 1/3000. Kawidependent chance of being
included implies that the chance of drawing an eleindoes not depend on (or is not

affected by) the drawing of another element.
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Sample resulting from the application of this pichoe are said to be unbiased

and are therefore representative of the populagibleast theoretically. On the other
hand, sample drawn insuch away as precludas b6 the elements from being
included, or makes the inclusion of some elememtertikely or more probable than
others, are said to be biased and therefore not¢septative of the population from
which they were drawn.

The random sampling is by far the easiest anglsshprobability sampling
technique, interms of conceptualization andpliagtion. It does not necessarily
require knowledge of the exact composition of thpuation, so long as we can reach
all members of the population. Since no furtHassification of the population is
necessary, researcher does not require a thokmayhledge of the population
characteristics to be able to carry out this tgpesampling. Therefore, the errors
usually arising from improper classification ¢amn as classification errors do not
occur). Under this sampling plan, the samplingreis usually known and can be
precisely determined.
3.3.2 Methods of Drawing Random Samples

Simple random sampling can be carried out througty of the following
means:

(@) use of slip of paper

(b)  use of table or random digit

(c) use of computer
(a) On each of these, the name or an identificahark of one member of the
population is written. The slips are folded damput in a container. After thorough
reshuffling, the researcher, not looking in to toatainer, dips his hand and picks one
slip. He unfolds the slips, records the elemeaobittains, fold it again and puts it back
into the container. This process is repeated hetidlraws the required number of
elements.

This process whereby, after each draw, the slipgat back into the container
before subsequent draw is referred to as samplithgreplacement. It ensures that
each member of the population has an equal protyadiilbeing drawn; any element

that has been drawn once is ignored wheneveditiwn on subsequent occasions. If
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a slip that has been drawn is not put back intocctintainer before the subsequent
draws, the process is said to be sampling witheplacement. In this case, the

element will not have the same probability of beimguded.
(b) Use of table or random digits: A table of random digits is a continuous
sequence of numbers not appearing in any pé&tiouder. No number in the
sequence appears more often that the other. Tethisstable, all elementsin the
population are numbered. The researcher, havinggtermined the size of the
sample he wishes to draw, enters the table at aimy. Beginning from this point, the
researcher decides to move upwards or sidewaysel€hents having those numbers
drawn from the table now constitute the sample.
(c)  Use of the Computer:ithe computer is instructed to print a series ohbers
as many as the desired sample size. These d@emieose numbers are so printed
define the sample. The use of the computer forghipose is particularly useful when
the population size is large.
Self Assessment Exercise 2
I. lllustrate with examples, two methods throughietr we can draw samples

from a population.

* Random Sampling with Replacement

If each selected unit is returned to the populadither each draw, every item
continues to have the same chance of being drdre population is of a finite size
N, this procedure may be employed.
Exercise 11.1

A population consists of the four numbers 2, 5,A8,Let us consider all possible

samples size of two which can be drawn with reptea® from the population.
Solution

There are 4= 16 samples size of two which can be drawn vetilacement
(since any one of the four numbers on the firstdran be associated with any one of

the four numbers on the second draw). These are:

(2,2) (2,5) (2,9) (2,12)
(5.2) (5,5) (5,9) (5,12)
(9,2) (9,5) (9,9) (9,12)
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(12,2) (12,5) (12,9) (12,12)
* Random Sampling without Replacement
If each selected unitis notreturned back theopopulation and after each
draw, each of the remaining items has an edwalae of being drawn. In  such
situation, we have sampling without replacement.
This method is utilized when the population se@finitely large. Many
researchers, however, always adopt the simple ethplacing all the population in
a container and pick the required number from treainer for their study.
Exercise 11.2
Using the same four numbers 2,5,9,12, let us sepdhksible samples size of

two which can be drawn without replacement frompbpulation.
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Solution
There artC, = 6 samples of size two which can be drawn witlieptacement
(this mean that we draw one number and then anatimaber different from the first)
from the population.
2,5, (2,9, (2,12
(5,9), (5,12)
(9,12)
4C2 means 4 Combination 2
3.3.3 Stratified Random Sampling
Stratification is employed when a heterogeneousiiadipn can be subdivided
into such strata as are nearly homogeneous tigssén such situation, a prior
knowledge of the population is required.
Stratified sampling amounts to taking a numbergiple random samples
from subpopulation which is the strata of theegi population. Stratified sampling
gives the most efficient results when the varipivithin each stratum is the least;
that is, each stratum is more or less homogendthin itself. A good example of
stratification in education is when we stratifezhools into A, B, C or D. Another
example is when the population of males in a cquststratified into the old, young
and infants respectively. As education managés,atiministratively more convenient
to deal with strata rather than a whole population.
3.3.4 Multistage Sampling
Multistage sampling is useful and appropriate waemirvey is to be carried
out over a wide area involving heavy travel expsnBeait first and foremost:
(1) the population must be divided first into largroups or first stage units,
one of the first stage units is first selectedeaibed in the second stage.
(i)  this is divided into smaller, second stag&siand so on till we arrive at
a reasonable sized group to be utilized for thecsiein of the ultimate
sample.
3.3.5 Cluster Sampling
The use of a sampling unit which consists of a groucluster of the elements

in the population is known as cluster sampling. $ékection of the sample is done in
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two stages. First, certain groups or clusters elected from the population. These are
primary sampling units. From each of thesetehss elementary sampling units are
drawn. From this follow alternative names for timsthod of sampling; namely, sub
sampling or two stage sampling, or block or areagimg.

Cluster sampling permits groups of observation®&sier coverage. Travel or
other expenses may be significantly reduced lansl tthe cost per elementary unit
becomes much less. We should note that the resfdtsluster sample may not be as
precise as those of a random sample but they camade more precise by taking a
larger sample size.
3.3.6 Systematic sampling

Systematic sampling represents a particular caskister sampling in which
the sample is a single cluster. In this casesamaple is selected at a predetermined
sampling interval. Thus, every "10unit in the population gives us a 10 per cent
sample. In general, every nth unit may be seledted. method has an advantage over
random sampling if neighboring observations reserobke another. A good example
is when an education manager wants to intervieweusity graduates and NCE
(Nigeria Certificate in Education) teachers fadkeing employment. A systematic
selection of few from each group will be timelanoney savingif it is handled
carefully.
3.3.7 Sequential Sampling

Sequential sampling as the name implies referssisiem of testing a small
number of items or interviewing few people fromnya units or population and
accepting or rejecting the whole lot dependinghendecision taken with the help of
the sample. It is possible to reach a positivegi@cion the whole after interviewing
the first batch, but in case no decision is reddl@m the first sample, then, more
samples are taken till a decision is possible. éi@x, sequential samplingis used
mostly in production unit to sample manufactupeaducts. Nevertheless, the
knowledge of it is equally good to know by the ealion managers who are expected

to manage not only human beings but also matersalurces as well.
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Non- Probability Sampling
3.3.8 Purposive or Judgment Sampling

Personal judgement can sometimes be more usefubtpaobability sample in
pilot surveys or small scale surveys. Judgemenpbagis used if the person in
charge is well experienced and is also known teelgood power of judgement. For
example, when it comes to the construction of inaember, the judgement of experts
in the field are more useful than random method.

Another example of judgement sampling is when wetwafind out about the
performance of a particular principal of a schawld to do this, only those teachers
who have a bachelor s degree with 5 years posifigatibn experience are selected
for the exercise while other teachers are excluSeadh sampling becomes
judgemental.

From these examples you will see that judgemenpbBagican be biased
because there is no objective test to determinealidity of its results. Also its utility
may not necessarily increase with the increasanmpe size.

Another good example of judgement sampling is wilierwant to estimate per
capita income of a country and the investigattecided to interview only the car
owners. This selection will be seriously biaseddose car owners may generally be
richer than other non car owners in such a couAggin such car owners will not be
a good representative of the population. Theegfosing such judgement sampling
will not give us the true picture of per capitaon@e in that population.

3.3.9 Quota Sampling

Quota sampling does not permit probability methedawuse each investigator
is instructed to collect information from an asgdmumber or quota of individuals
having specified characteristics. This type of slamyds used to ensure that specific
elements will be included. Consider the populatbbschool principals in Nigeria. In
guota sampling, the investigator simply lists thenber of principals from each state
he wishes to include in the sample. If he wishaess®interview method, he goes to
each state and interviews the desired numberrimdipals from those he can easily

reach.
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This type of sampling allows the investigator toclude any category of the
population that is of particular interest to hinoiby that gives the investigator great

score for bias. Although and perhaps in many cagesa sampling has proved to be
a very convenient and less costly method. Andttiiatsampling is commonly used
for market survey and public opinion polls on isslike winning an election etc.
3.3.10 Accidental or Convenience Sampling

In accidental or convenient sampling, only elemevitech the investigator can
reach are included in the sample. The only detenmi factor is the investigator s
convenience and economy in terms of time and moFee consideration is not
whether these elements possess some specifictdrastcs or not. Thisis where
convenience sampling differs from quota samplirtte television reporter who
interviews any person he sees in a particulariarearrying out accidental sampling.

Apart from the convenience and the economy of ame& money, this sampling
method has no other advantage. This is becauseghkant sample is totally biased
since it does not represent or appear to be aseptaive of the population from
which it is drawn. It will be very difficult tordw correct generalizations based on
such sample.
3.3.11 Simulation

You will agree with me that human problems in idalare often very complex and
may not be easily expressed in the form of compreibé&e mathematical equations. In
such a situation, simulation technique can be eygglo to arrive at the solution to
such problems.

The technique of simulation consists of a ser@s organized trial-error
experiments with the model of a system to enabéetorderive certain results when
the mathematical format of the model is not eagypugtion helps in prediction and
decision making under conditions of uncertainty provide solutions to problems
arising in a variety of business and manageriabsitns where values of variables are
not available or not easily available or when reathtical equation could not help

because of complications of various types.
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Let us consider the example of a nagging paitnarcouple. This situation
relates to attitude or behavior arising from undabte factors and which no known

mathematical or statistical equation can repregétitough, Monte Carlo methods as
well as systems simulation method have been ppiiaice, non has actually succeeded
in solving human real world problems.

3.4 Error

The concept of error should be taking with all s@sness when we engage in
statistical measurements, hypothesis testing dedision making. This is because
there is usually a possibility of errors. Intfagithout mistakes or commitment of
errors here and there in human life, there wouldddevelopment.

Therefore, we should know that some errors areesyatic and are independent
of the size of the sample. They may be relatedfeats in planning stage, procedure,
methods of collecting data, faulty questionnairsigie etc. The term commonly used
for systematic error is bias.

The other type of errors of interest to usaisdom or sampling error which
arises from differences between the results sample observations and universe
values. The samples may be drawn form the populaising the same methods, yet
differences may occur. The important thing tcerist that the size of this error
indicates the reliability or precision of the expeent. As the sample size increases,
this error decreases and hence larger samplesaselered more reliable than
smaller samples. The true values of any meamne is thus associated with Bias
(Systematic Error) + Random Error each of which fnayositive and negative.

Self Assessment Exercise 1

Is the error in the following random or systematic8elected number of 1000
people were asked in questionnaire whether theeptgmliticians are corrupt, honest
or otherwise. Of the 50 people that replied, a migjalid not consider their honest.

But the majority of the people are known to consitieir corrupt.
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3.5 Advantages of Sampling
A sample provides partial information about tlopylation and yet, as we have

seen from units eleven and twelve, we have to edi@pfor various reasons on the

information available from the sample.

Among the advantages of sampling are:

I. Practicability. Often a complete census is impracticable. It wiagrefore not
be carried out at all. Selecting samples beconesdit option.

il. Flexibility. Sampling has greater scope and flexibility inrietter of types of
information to be obtained.

iii. Accuracy. More and greater accuracy is achieved with mdreiefit workers
whoa re equally given intensive training particiylato a small number of
workers who will perform less work. Often samplimgthods do give accurate
results than a complete survey.

V. Speed.The collection and analysis of data can be donemuoickly if the data
are not excessive. Also time and energy are saved.

V. Superfluity Avoided. Often there are many items of the same type. A
complete enumeration will consider each one oénth That will amount to
waste of time and energy.

Vi. Reduced CostExpenditure on a sample is likely to be very sraalcompared
with that on complete enumeration as the case pulption census.

4.0 Conclusion
In this unit, students have been exposed to someepts which are germane to

the understanding of probability sampling. Foaraple, that the existence of a

population is often required as an assumptionassto allow for the selection of

samples which are central to probability sampligain, the assumed population can
be finite or infinite and that in most cases,nbt all, statistics deal with finite
population. Furthermore, students were enlighderadso that probability sampling
concerns itself with the scientific method of leséing samples without bias. The
differences in the concepts associated with prdibabampling and non-probability

sampling were equally highlighted
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5.0 Summary
This unit has enlightened you on:
0] many concepts germane to the understandingadfgbility and non-
probability sampling,
(i)  various methods of sampling techniques
(i)  how education managers can make use of frtiba sampling in
administration, governance, selection and forgeni making in
education.
6.0 Tutor Marked Assignment
I Differentiate between systematic sampling and setiplesampling
ii. Write short notes on simple random sampling arichtiBed random
sampling
ii. Under what circumstances should we use steatifandom sampling
2 Discuss the importance of sample size
V. Differentiate between judgment and quota sampling.
vi. A sample size of 5 is drawn without replacemeainfia population of
size 41. If the population Standard deviation (&3§.25, find the
Standard Error(SE) of the sample.
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Unit 2 PROBABILITY THEORY AND DISTRIBUTION

CONTENTS

4.0 INTRODUCTION

5.0 OBJECTIVES

6.0 MAIN CONTENT

3.1 RELEVANT CONCEPTS

3.2 FUNDAMENTAL LAWS OF PROBABILITY

3.3 SIMPLE SPACE AND SIMPLE POINT

3.4  FINITE PROBABILITY SPACES

3.5 EQUIPROBABLE SPACES

3.6 THEORIEMS ON FINITE PROBABILITY SPACES

3.7 UNCONDITIONAL AND CONDITIONAL PROBABILITY
3.8 CONDITIONAL PROBABILITY AND INDEPENDENCE
3.9 MULTIPLICATION THEOREM FOR CONDITIONAL PROBABILITY
3.10 INDEPENDENCE

3.11 BINOMIAL DISTRIBUTION

3.12 POISSON DISTRIBUTION

3.13 PROPERTIES OF THE POISSON DISTRIBUTION
3.14 HYPERGEOMETRIC DISTRIBUTION

40 CONCLUSION

5.0 SUMMARY

6.0 TUTOR MARKED ASSIGNMENT

7.0 REFERENCES/ FURTHER READINGS

1.0 Introduction
The fact remains that chance and luck play an itapbrole in human lives. In

fact, such events as marriages, deaths, appems, playing games etc. depend
substantially on chance. For example, the bidh an individual depends on a
biological chance resulting in a male or femalejnéte or a black, a genius or an
idiot. The concept of probability is so importaatavery administrator and education
manager to the extent that without its knowledgen&n understanding of the world

around him may be difficult. This unit will therefointroduce you to some relevant
concepts in probability theory and distributiore taws governing probability theory

as well as conditional and unconditional probapitidses.
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2.0 Objectives
At the end of this unit, students should be able to

0] understand the basic concepts associated wittbapility theory and
distribution

(i)  identify the laws governing the operationsppbbability.

(i)  conceptualize the conditional and uncondiabprobability cases.

(iv) understand that every event or happeningismworld depends on chance

(v)  acquaint themselves with the formulas assediatith Binomial, Poisson
and Hyper- geometric distribution

(vi)  solve problems with these distributions

(vii)

3.0 Main Content

3.1 Relevant Concepts

) Event: An eventis said to have occurred in an expartirfe the result is a
specified outcome E. If this specified outcomehbserved when the
experiment is performed, then, E is said to haweioed.

(i)  Trial: A procedure or an experiment to collect amayistical information is
called a trial.

(i) Exhaustive Events: A setof events is exhaustive if all possibéwents
associated with a trial are included in the set.dxample, the set of events
(Head or Tail) exhausts all possibilities in thegof a fair coin since nothing
else can occur. In the roll of a die (1, 2, 3, 46)6is an exhaustive set of events.

(iv) Favourable Events:Such cases as result in the happening of an eversiaid
to be cases favourable set of events. If in tgssifair coin, someone prior
opted for Head and it actually surface, then weitssya favourable event.

(V) Elementary or Simple Events:Such event that contains only a single outcome
is called elementary event.

(vi) Impossible Events:  An event which can never occur is called osgible
event.

(vii) Certain Events: An event which is certain to occuris a cer@rent. For

example, death to all living being is certain.
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(viii)

3.2

(@)

(b)

()

(d)

(ii)

3.3
(i)

Complementary Events: Events E E. are complementary if whenever E
occurs, Edoes not and verse versa. For example, occurr@fitesad and talil
in the toss of a fair coin are complementary &venrhe complement of an
event E is written E .
Fundamental Laws of Probability
The Law of Addition of Probability
The probabilities of the union event#E. is given by
PE+E)=P({E)+P(E) P(EE)
If E. E. are mutually exclusive events, i.e. R =0
then, P(EE) =P (E) + P (E)
If E. E, E; are any three events
PE+E+E)=P(E+PE+P(E P({EE) PEE)
P(EE)+P(EEE)
If E. E. E. are mutually exclusive events, then,
PE+E+E)=PE+PE+P(E)
The Law of Multiplication of Probabilities
The probabilities of the intersection event€£Hs given by
P(EE)=p(E)p (E/E)
=P (B) p (E/E)
If E, E.are independent
p=(EE)=p(E)P(E)
For three events.FE, E
PEEE)=p(E)p (E/E)p (E/E) and so on
Sample Space and Sample Point
Sample Space
Aset Sof all possible outcomes of some givgeament is called sample

space. For example, if adieis rolled once, sdmple space will be all possible

outcomes i.e. (1,2,3,4,5,6).
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(i)  Sample Point

A particular outcome, i.e. an element in S, ifedsa sample point or sample.
In the experiment of rolling a die once, a par@wutcome, say a 4 occurring or a 2
occurring is called a sample point.
3.4  Finite Probability Spaces

Let S be a finite sample space

S=(aa ,a)

A finite probability space is obtained by assigniageach point.a Sareal
number B, called the probability of,asatisfying the following properties.
(1) each Ris non-negative, B 0
(i) the sum of the As one, that is, P+ P, + P

I
|_\

Example 2.1
Three horses A, B, and C are in arace; A is taiékely to win as B and B is
twice as likely to win as C. What are their respecprobabilities of winning i.e.
P (A), P (B) and P (C)?
Solution
(i) LetP (C)=p

Since B is twice as likely to win as C

P(B)=2p
and since A is twice as likely to win as B
P (A)=2p (B)

=2(2p)=4p

Note that the sum of the probabilities must be dné¢,

P=2p+4p=1or7p=1lorP=

I

Accordingly, P (A) = 4p =7

P(B)=2p=

.

andP (C)=p=
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3.5 Equiprobable Spaces
0] A finite probability space S, where each saenmbint has the same probability

is called an equiprobable space. If A is an ewthet) the probability of A denoted by
P (A) would be.

P (A) = number of element in A
number of element in S

or
P (A) _number of ways that the event A can occur
number of ways that the sample space S can occur

Example 2.2
Let a card be selected at random from an ordinack d@f 52 cards. Let A =

(the card is a space) and B = (the card is a famd.c

We shall compute P (A), P (B)and P (A  B)
Since we have an equiprobale space

P (A) =number of spaces 13 = 1
number of cards 52 4

P (B) = number of face cards =12 = 3

number of cards 52 13

3.6 Theorems on Finite Probability Spaces
(1) Theorem 1
The probability function P defined on the clagésall events in a finite
probability space satisfies the following assumpio
Property 1  for every eventB,0<P (B) <1
Property2 P (S)=1
Property 3 If event A and B are mutually exclesiv
Then, P (A¥B) =P (A) + P (B)
(i)  Theorem 2

If € is the empty set and A and B are arbitrarynesgethen:

PAH=0

P(A)=1 P(A)
P (A/B)=P (A) P (A7B)

ie.P(A"B)=P (A) P(A™B)
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Theorem 3
For any event A and B

PA“B)=P(A)+P(B) P(AB)
Corollary

For any events A, B, and C
PAYB ¥)=P@A)+PB)+P(C) P(AB) P(AC)'"P(B C)"
+P (A" B''C)
Example 2.3

In aclass containing 100 students, 30 attempgeestion A, 20 attempted
managerial economic question and 10 attemptediqnesA and managerial
economics question. If a student is selected ataiam find the probability P that he is

taking question A or managerial Economics question

Solution

Let A = (Student taking Q/A)
and B = (student taking managerial economics)
Then A "B = (student taking Q/A and M.E)

Since the space is equiprobable, then
P(A)= 30 =3

100 10
P(B)= 20 =1
100 ~ 5

PAMB)=10 =1
100 10
Then P=P® B)=P(A)+P(B) PY{A B)

=3+1 1=3
10 5 10 5

3.7 Unconditional Probability

Let us assume there are events A, B and C whosalpiies are 0.6, 0.2 and
0.4 respectively. If we are informed that everdrB happened but no categorical
statement about which event happened. What isrttEapility that it was event A that

happened?
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Solution

First, we shall calculate the compound event B tGiappening.

P=P(A¥B)=P (A) + P (B)
=0.6+0.2
=0.8

Secondly, we need to calculate a conditional pritibabor A the proportion of

P=P(AYB) suppliedbyP (A)i.e.P=P (R Bp38

However, 0.6 of this total came from P (A), so ¢hix0.6/0.8 probability that
A occurred.

The value of P (A), given that B has happened,G80® = 0.75.
3.7.1 Conditional Probability

Conditional probabilities are often written in asgimand format as P (x/y). this
is usually read as the probability of x given th&ias happened.
3.8 Conditional Probability and Independence

We shall demonstrate this with an illustration. Bdbe an arbitrary event in a
sample space S with P (B) > 0. The probability t #reevent A occurs once B has
occurred or, in other word, the conditional @bitity of A given B, is written P
(A/B), and defined as follows:

P (A/B) =P (Al B)
P (B)

Theorem |
If S is an equiprobable space and A and B are s\, then,

P (A/B) = number of elements in (Al B)
Number of element in B

or
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P (A/B) = number of ways A and B can occur
number of ways B can occur

Example 2.4
Let a pair of dice be tossed. If the sum is 6, timel probability that one of the

dice is a 2, that is,

B = (sum is 6)
=(1,5), (2,4), (3,3), (4,2), (5,1)
A = (a 2 appears on at least one die)

then, we want to find P (A/B)

Now B consist of fire elements and two of them4)and (4,2) belong to A

Therefore, A" B :{ (2,4), (4]2)
Then P (A/B) = 2
5

3.9 Multiplication Theorem for Conditional Probability
() Theorem

P (A/B) x P (AMB)

P (B)

P (A"B) =P (B) P (A/B)
We can extend this theorem by induction as follows
(i)  Corollary

PATA " A= P@A)PAA)PAA Af

PAJA, TA Ta)  P@/A A, A

Example 2.5

A lot contains 12 items of which 4 are defectiVhree items are drawn at
random from the lot one after the other. Find thabpbility (P) that all the three are
non-defective.

4
A

The probability that the first item is non-defeetis g (thatis, 12 items are
good and 4 items are bad 12 4 = 8).
Since 8 of 12 items are non-defective, if thstfitem is non-defective, then

defectiveisi:  since 7 of the remaining 11 itemesreon-defective. If the first two
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items are non-defective, then the probability thatlast item is non-defective is 10
since only 6 of the remaining 10 items are now defective. This by multiplication

theorem.

Self Assessment Exercise
If a bag contains 24 items of which 8 are defectikieee items are drawn at
random from the bag one after the other. Find thbability (P) that all the three are

non-defective.

3.10 Independence

An event B is said to be independent of an eveifit he probability that B
occurs is not influenced by whether A has or hasooourred. In other words, if the
probability of B equals the conditional probabildafB given A: P (B) = P (B/A).

Formal Definition

Events A and B are independent if

P(A™B)=P (A)P (B)
Otherwise the two events are dependent.

3.11 Some Properties of Binomial Distribution
(@) Mean=t =np

(b) Variancez v P4

Example 2.6
The probability that a part one student in X. Z\émsity will graduate is 0.6.
Let us determine that out of 6 students.
€)) none will graduate
(b)  one will graduate
(c) Atleast, one will graduate

(d) exactly two will graduate
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(e) not more than two will graduate
() at most two will graduate
Solution
n=6,p=06,g=1 porl 06=04
€)) P (none will graduate)
P((xx=0) 2C, (0.6Y (0.4% o
= 0.004096 or 0.004
(b) P (one will graduate) =P (x = 1)
P (x=1) ZC, (0.6) (0.4% 1
="C, (0.6 (0.4y
=6x0.6x0.01024
= 0.03686 or about 0.037
(c) P (at least one will graduate) =1 (none wgiiduate) or p (x>1) = p (x=1) +
p (x=2) + p (x=3) + p (x=4) + p (x=5) p (x=6)
Alternatively
P(Xx>1)=1 p(x<1)
1 px=0)=1 0.004)
=0.996
P (x>1) = 0.996
d. P (exactly two will graduate) = P (x = 2)
="C, (0.6) (0.4% 2
="C,(0.6) (0.4Y
=15 x 0.36 x 0.0256
P (x=2) = 0.13824
e. P (not more than two will graduate) = P (x < 2)
P(x<2)=P(x=0)+P(x=1)+P(x=2)
="C, (0.6} (0.4¥ +°C, (0.6 (0.4y +°C, (0.6 (0.4)
=0.00409 + 0.0368 + 0.13824
P(x<2)=0.17913
f. P (at most two will graduate) = p (x < 2)
PX<2)=P(x=0)+P(x=1)+P (x=2)
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Ans =0.17913
Example 2.7
A manufacturer of spare parts that are needed electronic device guarantee
that a box of its part contains at most two defedtiparts. If the box holds 20 parts
and experience has shown that the manufacturirgepso produces 2 percent
defective items. What is the probability thatexlof the part will satisfy the
guarantee.

Solution

X=0,1,2, N =20 P=:0 =0.02
Guarantee = P (X < 2)
4P (x<2)=P(x=0)+P(x=1)+P (x=2)
="C, (0.02) (0.98}° +"C. (0.02) (0.98}° +*C, (0.02} (0.98)°
=0.668 + 0.272 + 0.053 = 0.993
P(x<2)=0.993
Self Assessment Exercise 1
1. What is the probability of getting at leastel in 6 tosses of a fair coin.

3.2 Poisson Distribution Formula
P(x)=2€& 1
X!
where X=Q1,2,3...n
e =2.71828
A= np
3.2.1 Properties of the Poisson Distribution
(@ Mean= =4

(b) Variancéex 1

(c)  Standard deviation & =%
Example 2.8
If the probability that an individual suffers a baghction from injection of a

given serum is 0.003, Let us determine that o@08I0 individuals.
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@) Exactly 3 individuals will suffers a bad reaat
(b)  More than 2 individuals will suffer a bad réan
Solution
P=0.003, n=2000, =np=6
(@) Px=3)=% s
3!
=216
3¢
or 216 = 0.08925

6x(2.7182)

P (x = 3) = 0.08925
Alternatively, you may calculate °é6 s directly with your calculator and get 0.08923

(b)

3!
PXx>2)=P(x=3)+P(x=4)+ +P (:2600)

Px>2)=1 Px=0+PXx=1)+P (x=2)
=1 [ 6e'+6e'+6e’ Jz
0! 1! !
=1 (0.002378 + 0.01487 + 0.04462)
=1 (0.61968)

P (x >2) =0.93803 or 93.8 percent
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Example 2.9
Suppose a customer arrives at a service statmr@iog to a poisson

distribution and that the arrival average is 24r lpour. What is the probability of
number arrival in a five minute interval?
Solution

P=24 N=5x=0, =Np=5x24
60, 60

*=2,HenceP (x)&-
x!
P(x)= 2
0! (2.71828)
P (x) =0.135

Self Assessment Exercise 2

1. If 3% of the electric bulb manufactured bycampany is defective, find the
probability that in a sample of 100 bulb, (a) 0, Zbulbs will be defective.

3.3  Hypergeometric Distribution Formula

o

AT %

4
3
i

-,

.‘I'
i
Y

L

o —

fen}

a

Wherey=0,1,2, n

Example 2.10
A young boy went fishing and caught 10 fishes woitlre gills of which 4 were

under 6 inches in length. When he returned honeeptitied 2 fishes from the pail at
random and without replacement so that each fshtline same probability of been

drawn.

If y denote the number of fish under 6 inches mgbample. Define the p.d.f. of

random variable of y.
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Solution
n=4,N=10,n=2

R [ CR AT

(10
. |
~Z2 7
Wheny =0
R 618
0] (2
(10
=1x15
45
=0.333
Wheny=1
f()=| 4
1 1
£ 0™
I =~ 1
'.‘k v, JI
=4x6
45
=0.533
Wherey =2
@7 L]
2 2
=6x1
45
=0.133
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Example 2.11

A shipment of 20 tape recorders contains 5 thatlafective. If 10 of them are
randomly chosen for inspection, what is the prdtgb that 2 of the 10 will be
defective?
Solution

N=20, n=10 np»=5 y=2

oo (4]

£
¥ oA

i
in/

= I

i
-\-.

=0.348
Self Assessment Exercise

A shipment of 100 tape recorders contains 25 tteatafective. If 10 of them
are randomly chosen for inspection, what is thédabdity that 2 of the 10 will be
defective?

4.0 Conclusion
In this unit, students have been exposed to aelesoncepts in probability

theory and distribution. Students have also le@i@fundamental laws of probability.
Again, several theorems relatingto many aspactprobability were discussed and
explained with examples. Conditional and uncoondai probability cases were
equally treated. Furthermore, students were adelyuatilightened through this unit
that all human trials are based on probabilitylr@ance.
5.0 Summary
This unit has enlightened students on:
I. relevant concepts in probability theory and disttibn
il fundamental laws guiding probability theory
iii. several theorems relating to probability
iv. conditional and unconditional probability case

V. finite probability spaces.

6.0 Tutor Marked Assignment

I. differentiate between certain and impossiblergs
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il. define the concept sample space

iii. A salesman for a company sells two produétsind B. During the morning he

makes three calls to customers. Suppose the cliaaicen any call he makes a sale of

product A is 1 in 3 and the chance that he malssdeaof product B is 1 in 4. Suppose

also that the sale of product A on any call is petedent of the sale of product B and

that the results of the three calls are indepanafenone another. What is the

probability that the salesman will:

(@) sell both products, A and B at the first call.

(b)  sell one product at the first call

(c) make no sales of product A during the morning

(d)  make at least one sale of product B duringnbening

(e).  The number of plant of a certain speciesrticular site is known to have a
poisson with mean of 2 plant per metre squared tia probability of
(1) exactly 2, (if) more than 2 (iii) less tharplants per metre squared

() Find the probability that in a family of 4 dtiren, there will be (a) at least 1
boy (b) at least 1 boy and 1 girl.
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1.0 Introduction

Managers and administrators of educational esystare daily engaged in
making decision for their organizations and sudhcisions are usually marked by
uncertainty because the available information, @sitn cases, is either incomplete or
inadequate. In such situation, managers haveesortrto some kind of estimation
which may be guesswork, or something based oner@xe or rather, something
evolved by the use of scientific method. This wvilt therefore teach you how to use
statistical techniques to infer or estimate theypaater of a population with the help of
the characteristics of a sample selected fronptipeilation. Estimation of a good

sample randomly selected from a population is prilgnehe focus of this unit.

2.0 Objectives
At the end of this unit, you should be able to;
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I differentiate between estimation and estonat

ii. describe point and interval estimation

ii. explain how estimation is used for decisioaking

\Y2 list the properties of a good estimator

V. identify various types of unbiased estimators
3.0 Main Content
3.1 Estimation Defined

Estimation is arough figure or likely totaldige of observations, events or
objects. This is usually carried out with thepghet information obtained from a
sample which is drawn from a population. For insegrif we calculate a statistic, say
the arithmetic mean from a sample. This statistiy ive inferred to as approximation
of the corresponding population parameter
3.1.1 Estimator Defined

An estimator is a statistic used to estimate a [adjmun parameter. It is a
function of the sample observations.
3.2 Types of estimates
3.2.1 Definition of Point Estimate

Point estimate is an estimate of a populationrpatar given by a single

number. In other words, point estimate is a simgimerical value used as an estimate

of a population parameterhe sample statistics, such as , s, ang: , thatqes the

point estimate of the population parameter is dgtleint estimator.

3.2.2 The properties of a good point estimator are

I. unbiasness

il consistency

iii. efficiency

I. unbiasnessilf it is an unbiased estimator of the parametien, E (t) = . AZ
sample statisticx is an unbiased estimatorloé corresponding population
parameter 4. The expected value of the samgistgbution of the statistic
equals the corresponding population parameter.,Tihilne statistic t, which is

a function of sample value is an unbiased estin@ttite population parameter
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mthenE (t)=pif E (t) u. Then, the estimdtoris biased. We can also
measure it by writing Bias = E (t) - U.

ii. Consistency: If astatistict comes closer and closertte population
parametefZ as the sample size becomes-argesthati@ as n o then,
t is said to be a consistent estimator of @ @&bescy is a limiting property
based on the sample size n. An estimator lysuaécomes consistent as
increases. This implies that an increase irsgmple size n goes on adding

information about the population parameter. Syidiadlly, we can write n o,

X W, meaning that the sample mean becomessastemt estimator of the
population mean .
iii. Efficiency: There can be several consistent estimators, say for the same
population parameter £The most efficient or thet lestimator of these is the
one which has the least variance (i.e. least atanetror).
If v (t.) < v(t) < (t) or if SE () < SE (f) < SE (§) then tis more efficient
than t and tis more efficient than.tRelating efficient estimator to the school
system is like when a school manager wants todirdvhich method will be
more efficient in teaching a particular topic iswbject. If after treatment, he
found out that participatory method < team metkdecture method. The
manager will then accept participatory methodthe most efficient method,
although other methods are also good and reseitiedl.
3.2.3 Definition of Interval Estimate
An interval estimate of a population parameter ptes an interval believed to
contain the value of the parameter. Interval estiinplaces the unknown parameter
between two limits. Let us consider the followin@mples.
I. 61kg 75kg for the mean weight p of adult females.
il. 0.50 0.60 for the proportion of eligible votergparting the chairman of L.
G.
iii. 58 60 litre for the mean petrol p
V. N52,200.00 64,400.00 for the mean wage fadgate teacher

3.4  Estimation in Decision Making
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As earlier said in the introduction of this unitanagers and administrators of

schools do engage themselves daily in making decfsir their organization under a
condition of uncertainty as a result of incomplatel inadequate information. Since
there should be no vacuum in management and deaisaking, managers and
administrators often resorts to some kind otinegion usually based on either
guesswork, managers long experience at workroesmes based on scientific
methods.

Whatever method a manager adopts, the basic faetims that a decision must
be made and any estimate arising from such decisiexpected to influence the
working of large or small organizations.
3.5 Mean Square Error.

The performance of an estimator is measured by
MSE = E(t ©)

Var. (t) + (E(t) @)
Var. (t) + B
wherethebias B =E () o

In the case of the sample mean used as an estiofdter population mean;
B=E@-p=p-p=0
MSE=E (¢ - )2 =var. (x) =2

Self Assessment Exercise 1
i Give accurate definition of interval estimate.

il. Give example of point estimate.

3.6 Confidence

The degree of confidence in term of percentagelathto an interval estimate
implies the extent of the confidence that the papaih parameter is included in the
range of the interval estimate. This is expressddrms of a probability statement to
indicate the degree of confidence in the estimatrval.

3.6.1 Confidence Interval Estimate and probabilityStatement
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The area under the normal curve between -1.98rf8E +1.96 SE of the
population mean is known to be 0.95. We canri@sthis by saying that if the

sample data are normally distributed, the prolitgbibf the mean (average) lying
between £ 1.96 SE is 0.95. In other words, the char the population mean lying
between + 1.96 is 95% or 0.95. Again, we can saydbr confidence is 95% that the
interval contains the population mean. You walcall that in the previous units
before this, we asked you to assume the existene@apulation and that because we
cannot reach all the population or calculate thamw the population, we resort to
taking a representative sample randomly selectad the assumed population. And
that as the sample selected increases, its meds tiethe population mean.

Therefore, the probability (in the above case @985%) associated with an
interval estimate is the level of confidence. Beln® the types of confidence interval
usually employed in statistics;

I 95% corresponding to +1.96 SE

i. 95.45% correspondingto +2 SE

ii. 99% corresponding to +2.58 SE

V. 99.73% correspondingto + 3 SE

Other confidence level can be employed as requiyaasing the normal table.
For instance the 90% confidence interval correspgonid 1.94 SE.. The value
corresponding to +1.94 gives the upper conftedimit (U C L) and that which
corresponds to -1.64 SE gives the lower confidéinoé( L C L).

Note that the wider the confidence limit, the geeas the certainty of the
statement. However we need to be careful so tleantkrval chosen will not be too
wide for statistical operation.

Exercise 1. From a large consignment of chalk se@pb the school, a sample
of 100 packets was selected and found to confat lad ones. Fine 95.45% and
99.73% confidence limit for the bad ones.

P=0.1,9g=0.9SE (p) = pg=0.1x0.09 =0.015
n 400
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0.015

where P, Q are not known, so we used r, q.. Thg596 limits are 0.1 * 2x

= 0.13, 0.07 the 99.73% limits are 0.13%x 0.015 = 0.145, 0.055. We shall

discuss more of this in the next unit when teskipgothesis

4.0

Conclusion

In this unit, we have seen how education mandag&esor make decisions

under uncertainty as aresult of inadequatainétion or data base. The role of

estimate derived from good sample randomly sedecteom a given population in

deciding population parameter was discussed Thaepties of a good estimate were

adequately highlighted on this unit. How to céée mean square error was also

explained.

5.0

6.0

Summary

In this unit, you have identified,;

[ the difference between the concepts of estimadind estimator

i. the role of estimation in decision making

ii. the properties of good estimators

2 types of unbiased estimators

V. how to calculate mean square error

Tutor Marked Assignment

Table below shows the weights of 100 male studanEACOED Model High

School, Oyo. A random sample representing the weighall the 100 students at the
Model High School.

1. Weight of 100 students randomly picked
Weight 60 63 66 69 12 Total
(kg) -
62 65 68 71 74
No of ) 18 42 27 3 100
Student

Action Required

Determine the unbiased and efficient estimates of

(@)

the true mean
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(b)  the true variance
2. Discuss two properties of a good point estimate
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Unit 4 TESTING OF HYPOTHESIS
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3.1 BASIC DEFINITION ON TESTS OF HYPOTHESIS
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3.4 TYPE | AND Il ERRORS IN STATISTICS

3.5 NULL AND ALTERNATIVE HYPOTHESES
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6.0 TUTOR MARKED ASSIGNMENT

7.0 REFERENCES/ FURTHER READINGS

1.0 Introduction
This unit will teach you how to use all the statigktools we have been dealing

with right from unit one. To do this, this unit tleéore concentrates on how to arrive
at a decision through the use of hypothesis gslihis involves the rejection or

acceptance of a null hypothesis.

2.0 Objectives
At the end of this unit, you should be able to;
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[ define what a hypothesis is
i construct null and alternative hypotheses

ii identify type | and Il errors in decision maigj

\Y identify critical or acceptance region

% describe penalty for committing either type | oettor
Vi understand decision rule in hypothesis testing

vii.  explain the use of student t-statistic

3.0 Main Content
3.1 Basic Definitions on Tests of Hypothesis
3.1.1 Statistical Decisions

When we make a decision about population on this lshsample information,
then, we have statistical decisions e.g. we magcidé on the basis of sample data
whether a particular teaching method is effectivaai.
3.1.2 Statistical Hypothesis

When we make assumptions or guesses about thegtiopulsuch assumptions
may or may not be true), then, we have statistigpbthesis. Usually, a statistician
would formulate a statistical hypothesis for theeqmrpose of rejecting or nullifying
it.
3.2 Hypothesis Testing

Testing a statistical hypothesis on the basissaraple will enable us to decide
whether the hypothesis should be accepted or egijethe procedure which, on the
basis of sample result, enables us to decide whathgpothesis is to be accepted or
rejected is called Hypothesis testing or Test ghBicance.
3.3 Acceptance of a hypothesis

The acceptance of a hypothesis implies that etlserno evidence from the

sample that we should believe otherwise.

3.3.1 Rejection of a Hypothesis
The rejection of a hypothesis leads us to concthdethe hypothesis is false.

This way of putting problem is convenient becaust® uncertainty inherent in the

135



problem. In view of this, we must always brieflat& the hypothesis that we hope to
reject

A hypothesis stated in the hope of being rejectamhiled a null hypothesis and

is denoted by H For example, if we are interested in comparirgggarformances of
a group of students in Economics and Mathematiwge, may formulate the null
hypothesis as follows;

Ho: Thereisno significant differencein the
mean scor es of students in Economics and
Mathematics.
However, if H is rejected, it may lead to the acceptance ofaleernative
hypothesis denoted by.HH.may be stated as follows;
Thereissignificant difference in the mean
scores of studentsin Economics and
Mathematics.
3.4 Typel and Il Errors in statistics
The following are the ways by which we can commibes when accepting or
rejecting hypothesis.
I. Type | Error is when we reject a true hypothesis.
il Type Il Error is when we accept a false hypothesis.
iii. The other true situations are desirable, teathen we accept a true hypothesis
and when we reject a false hypothesis.

In a tabular form

Accept H Reject H
Ho Accept true H Reject true H
True Desirable Type | Error
Ho Accept false H Reject false H
False Type Il Error Desirable
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Self Assessment Exercise 1
a When can a manager commit Type one and Type two Eor

b Differentiate between null hypothesis and Alternatve hypothesis

3.5 Procedure for Carrying out Tests of Hypothesis

Below are the general steps involved in testingadtlyesis.
Step 1: State the null hypothesis {Hand the alternative hypothesisH
Step 2: State the criterion level of significance (if thage not given).
Step 2b: State your decision rule.
Step 3: Calculate the mean and standard deviation of gitren population or
their estimates (if they are not given)
Step 4: Compute the appropriate statistic, for exampletz walue using the
appropriate formula and get the calculated value.
Step 5: Determine the tabulated or critical value corresjiog to the given
level of significance (there is a table alreadypared for this)
Step 6: Make your conclusion after comparing the calculat@ide with the
tabulated value based on stated decision ruleem2h
3.5.1 Null and Alternative Hypothesis
The hypothesis that is formulated is called thel Rybothesis and is denoted
by H.. Thisis to be tested against other possibledtaalternative hypothesis. The
alternative hypothesis is usually denoted by H
The null hypothesis implies that there is no sigaifit difference between the

statistic and the population parameter. To tesdthdr there is no significant

difference between the sample mean (3) and thelagibmu mean (1) we write the null
hypothesis as; & T = p.

The alternative hypothesis would be Ht p. This means = p or Xy, this

is called a two tailed hypothesis.
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The null hypothesis could also be between two samaans such agor ©

X If we are interested in comparing the means ofitwdlependent scores say male
and female scores in mathematics, the null hypathegould read thus:

H.: There is nosignificant difference
between the means scores of male and
femal e students in mathematics.

While the alternative hypothesis would also read

H.: There issignificant difference between
the mean scores of male and femal e students
in mathematics.

3.6 Critical Region (Region of Hypothesis Rejection)

Let us consider test problems arising out of Tleeor. The level of
significance of test is the maximum probability mvhich we are willing to take a
risk of Type | error. If we take a 5% significarlegel (p = 0.05) we are 95% (p =
0.95) that a right decision has been made.

A 1% significance level (p = 0.01) makes us 99%fidemt (p = 0.99) about
the correctness of the decision.

The critical region is the area of the samplirgjfribbution on which the test
statistic must fall for the null hypothesis to legected. We can say that the critical
region corresponds to the range of values of thigs§it which according to the test

requires the hypothesis to be rejected.

Acceptance
region

Critical Y ' Critical
- region region

Two Tailed Test
If the level of significance is =, then in a two tailed test, a part of the critical

region (say half, i.ex72) is placed on the righdl @another part (i.e. /2 on the left as

shown in the graph above
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3.7 Penalty

Let us examine the type of error that is bad. Ugugpe Il error is considered
the worse of the two, though, it is usually thegmstances of a case that decid e. You
will recall that type | error is accepting the hyipesis that a guilty person is innocent
and type Il error is accepting the hypothesis #imainnocent person is guilty then,
type Il error would be dangerous to commit. Theghtees and costs associated with
an error determine the balance or trade off betviyges | and type 1l errors.

Usually type I error is shown as the shaded a&a; 5% of a normal curve
which is suppose to represent the data. If the Eastatistic, say the sample mean,
falls in the shaded area, the hypothesis is rajemtt® per cent level of significance.
3.8 Standard Error

The concept of standard errorin statistic isedito test the precision of a
sample and provides the confidence limits forabeesponding population

parameter.

The statistic may be the sample arithmetic meha sample proportion p etc.

The standard error (SE) of any such statisttbe standard deviation of the

sampling distribution of the statistic. Given bel®ASEs commonly used in statistics.

The number of observation is n.

Notation: «© sample mean
u population mean
S sample standard deviation

population standard deviation
p sample proportion,q=1 p
P population proportion, Q =1 p
SE(X) = __ SEABYE

N : n
SE of difference between two meayspritwo proportions pp. with
sample sizes,nn, will be written thus:
Q+Q
VO 5,70
SE(X X)=
n 0y
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SE(a p)=0FQ P

1=

m

3.9 Decision Rule
Suppose [ is distributed normally with mean 0 a2l $. Symbolically we

write i - N (0, 1). If the expected value of u istten E (1) the standardized normal
variate is;

z=p-E(u)
SE ()

3.10 How to Test for the Significance of Correlatin Coefficient (r)
Let (X, ¥5) (X, ¥2)... (%, ¥») be a random sample from a normal population. To

test the hypothesis that the population coefficadrdorrelation is zero, we use;

)
&

t=rvi—2  withn 2 degree of freedom
1
r.2
If /t/ > table value of.t, 0.05 then r, is significant. If /t/ <,£ 0.05 then r is not
significant. In unit one of module 3 we got ourredation coefficient to be 0.087. The

guestion to ask is whether r is significant fag g#xistence of correlation in the

population.

S
'\'J.'U o

It/ = 0.087

2.83 =0.25
1-0.087 0.992

Table value oft 0.05 = 2.30.
The observed value is = 0.25

Therefore, the observed value is less than tabile\@.25 < 2.30)

The coefficient of correlation is insignificant ot significant
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4.0 Conclusion
This unit has taught you how to formulate and bggtothesis at 5% level of
significance. Required degrees of freedom as vedthe critical regions of acceptance
and rejection of hypotheses were equally treatéte two common errors usually
committed in statistic (Type | and Il Errors) wérghlighted, pointing out the
avoidale type Il error. Examples of null and altdive hypotheses were illustrated
while the importance of standard error was exgldi The unit concluded with a
hypothetical example of how to calculate studestatistic.
5.0 Summary
In this unit, you have been exposed to:
I. the formulation of hypotheses for decision making
il. the critical region of acceptance and rejectiothefresult of the hypothesis
iii. the two commonly committed errors in stitial analysis and the one to be
avoided among the two.
Iv. how to calculate student t-statistic
6.0 Tutor Marked Assignment
I. Discuss how a statistician would commit type | drefrors.
il. Define the concept Hypothesis testing
iii. Differentiate between a null and alternativgpotheses
iv. Given two independent means and standard tlenifor 2 sample sizes of 80

and 47 as

- - 2 2
#1=10.25,< 6.44, SD=7.12, SD=4.11

calculate the t-statistic, given the critical 1286 at p<0.05 level of
significance with df = 125. Indicate whether we sldcaccept or reject the formulated

null hypothesis which says there is no signifiadifference in the two means.
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MODULE THREE
DATA PROCESSING IN EDUCATIONAL MANAGEMENT

Unit 1 THE CORRELATION ANALYSIS
Unit 2 CHI- QUARE (X2) STATISTIC
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\
Unit 1 THE CORRELATION ANALYSIS
CONTENTS
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1.0 Introduction

In the previous units, most o f the analysis anthos we have developed and
used have been for dealing with one variable ddly. often than not, several
characteristics are measured on each membersdmple, and it may be of great
interest to ask whether the variables are inted. In this unit, we shall learn the

methods which investigate whether two quantitatieables are related or not.
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2.0 Objectives
At the end of this unit, students should be &dvle
(viii) compute correlation coefficient using Pearderoduct Moment Correlation
formula.
(ix) test the value of (r) for significance.
(x)  compute rank correlation coefficient using &mean Rank Correlation
formula.
(xi) identify the coefficient of determination afttthat of alienation.
(xii) compute standard error of r and probable reofa.
(xiii) describe the fallacies involved in the inpeetation of calculated correlation
coefficients.
3.0 Main Content
3.1 The Concept of Correlation

Correlation is simply defined as the relationshgetween two sets of
observations. It is also a statistical device t@soee the amount of similarity and
variations, that is, the degree of associatiortwéen series of pairs of sets of
observations. Correlation coefficient is a usedal for finding how much a variable
changes, corresponding to the average amount afjehia other variables in the data.
3.2 Pearson s Coefficient of Correlation

The coefficient of correlation is a measure ofe dlegree of relationship
between two variables X and Y. It gives, in nuro@ri terms, the extent to which
sample observations on X are correlated with sawipdervations on Y.

The coefficient of correlation, denoted by r, iided in such a way as to be
pure number so that the units of X and Y do natctfthe result. The value of r lies
between-1land +lie. 1<r<l1

r = +1 shows a perfect positive correlation.

r = -1 shows a perfect negative correlation.

r 0 shows absence of correlation.

r = nearly equal to +1 shows a strong or sigaiftgositive
correlation.
r = nearly equal to zero shows an insignificantelation.
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3.2.1 Correlation Formulas
There are two frequently used formulas for firgdihe correlation coefficient.
These are Pearson Product Moment Correlation flaremd Spearman Rank Order
Correlation formula. Others not frequently usegt aipoint biserial; the biserial; phi;
tetrachoric; Kendall s tau and Kendall s coeffitiehconcordance.
3.2.2 The Pearson Formula
This is usually represented with a symbol r andarag be applied if the two
sets of scores are at least at the interval level.
This coefficient can be calculated using two methddese methods are
(i) Raw score method and (ii) Deviation method.
a The Raw Score Method.
The formula for this is written as

r = NOXY OXOY
J INOX-(OX) [NOY?  @Y)?

Example 1.1: Find the Coefficient of correlation for the fming 10 sample
observations.
X: 10 35 28 20 35 15 23 15 28 30

Y: 28 25 20 20 20 40 18 10 40 35

Table 1.1: Computation of Coefficient of Correlation using Raw Score Method

X Y X* Y* XY

10 28 100 784 280
35 25 1225 625 875
28 29 784 841 812
20 20 400 400 400
35 20 1225 400 700
15 40 225 1600 |600

23 18 529 324 414
15 10 225 100 150
28 40 784 1600 |1120
30 35 900 1225 1050
239 P65 6397 7899 (6401

Where, N =10,0X =239,0Y = 265,00X* = 6397

O0Y?*=9899 andIXY = 6401
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By substitution into the formula, we get

10X 6401 239 x 265
J [10x 6397 (239)[10x 7899 (265)

r

64010 63335
\[ [63970 57121][78990 70225]

_1
I

r = 675
\] (6849) (8765)

= 675
\] (82.76) (93.62)

= 675
7747.99

r = 0.087.
b The Deviation Method
The formula for this is written:
ro= 00D en)
N
Which can be re-written as

r = LIxy

N DXZDy2

Where x = (x=) and y = (y+)
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Using the same set of scores X, y, we obtain thie taelow.
Table 1.2: Computation of r using Deviation method

X Y XX Yy [ (XX)(-y) [x=X) (y-y)'
10 | 28 [-13.9 |15 20.85 | 19321 | 2.25
35 |25 F11.1 1.5 -16.65 12321 | 2.25
28 |29 [+4.1 +25| +10.25 |16.81 6.25
20 20 [-3.9 -6.5 +25.35 15.21 42.25
35 | 20 |[+11.1 |-6.5 -72.15 12321 42.25
15 | 40 [-8.9 +13.%5 -120.15 [79.21 182.25
23 [ 18 [-0.9 -85 | +7.65 0.81 72.25
15 | 10 [-8.9 -16.9 +146.85 |79.21 72.25
28 |40 [+4.1 +135 +55.35 |16.81 182.25
30 |35 |+6.1 | +85 | +51.85 |37.21 72.25
239 | 265 +67.5 684.90 |876.5
n=10 n=10

Xx=23.9 y=26.5
From the table, we have
Ox-x) (y-y) = +67.5

O(x-x)* = 684.90
O(y-y)? = 876.5.
Substituting the above values into the formulagee
r = +67.5
\I 684.90 x 876.5
r = 67.5
26.17 x 29.61
= 67.5
774.89
r = 0.087.

The same result or coefficient with the Raw scoethod was obtained
3.3 Spearman Rank Order Coefficient of Correlation

This is usually represented with the Greek letteo) or r! and is defined by
the formula

F= 1- 6D
N(N-1)
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Example 1.2: Findthe coefficient of correlation for tr@lbwing 10 sample

observations using Spearman Rank Order Correl&bomula.
X 10 35 28 20 35 15 23 15 28 30
Y 28 25 29 20 20 40 18 10 40 35

Table 1.3: Computation of Coefficient of Correlaton using

Spearman Rank Order Formula.

X y RX Ry Rx-Ry D’
10 28 10 5 +5 25
35 25 1.5 6 -4.5 20.25
28 29 4.5 4 +0.5 0.25
20 20 7 7.5 -0.5 0.25
35 20 1.5 7.5 -6 36
15 40 8.5 1.5 +7 49
23 18 6 9 -3 9
15 10 8.5 10 -1.5 2.25
28 40 4.5 1.5 +3 9
30 35 3 3 0 0
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R = rank of each items

Substituting these values into the formula, we iobta

r = 1 - 6(151)
—10(10-1)
= 1 - 906
990
= 1 - 00915
r = 0085

Self Assessment Exercise
Use both Pearson s raw score and deviation methtod<find the correlation
coefficient of the following sets of figures.
X 5 0 3 1 2 2 5 3 5 4
Y 1 2 1 3 3 4 3 1
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3.4  Coefficient of Determination

The square of the correlation coefficient ibechthe coefficient of
determination. The coefficient of determination @his f is the proportion of total
variation in y that is explained by the linear tela between x and .
Coefficient of Determination Zr
In formula form

r* = Explained variation of all items
Total Variation of all items

Example 1.3: If r = 0.6, the coefficient of determination is 6.3
3.5 Coefficient of Alienation
The absence of relationship between two variabtes be expressed by an
index of lack of relationship which may be writteas
Coefficient of Alienation = \ITT
Which is the opposite of the coefficient of cortala.
Example 1.4 If r = 0.6, the coefficient of Alienation is

\}1;? =\I 1-0.3% = 064 = 038

3.6 Standard Error and Probable Error.

If ris the coefficient of correlation betweepair of values of xandy, then, the
standard error designated by (SE) of r is given by

SE (r) = At

\lT

While the probable error of r is given by

PE(r) = 0.6745 SE (r)=0.6745 °1-r

JN
Example 1.5 Ifr=0.75
SE= 1-075 = 1- 05625 = 0.4375 =0.04375.

\I 100 \l 100 10

PE (r) = 0.6745 x SE(r) = 0.04375
Ans PE (r) = 0.6745 SE (r) = 0.0295.
Note that PE (r) is the limit such that the probigbof r lying between r + PE (r) is

exactly 2 provided r is normally distributed, PEWill not be negative.
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3.7 Fallacies in Interpreting Calculated Correlation Coefficient

Itis good at this juncture for education manaderclearly understand that
having a positive or negative correlation coeéfitidoes not imply causes. For
example, when the scores of two independent ssbji&etmathematics and physics
are computed and found to be positively correlaietlication managers should not
take for granted that good performance in mathesagused or contributed to the
good performance of the student in physics. Thewtdcbe other factors other than
the good performance in mathematics.

What the value of rtells us isthatit measwmely the strength of _linear

relation between x and y. Let us examine onavoreéxamples here to show that

correlation coefficient does not imply causes. Tfiesst example is that scientific
researches have shown that the high blood pres$pagient is denoted by x and his
heart beat/rate denoted by y. When the two wa®lated, itwas found to be
positively correlated, but further research shiteat the cause of high blood
pressure was not the heart beat but the patiertghtwvhich is represented by z.
The importance of the fallacy is that education aggans should take the good
performance of a teacher in the school as a resutgular payment of his salaries
and allowances and other conditions of servicegasirdinary linear relationship. The
cause of teachers good performance may be aviiable yet unknown. Therefore,
serious thought and research should be diredteBnow such influencing variables
rather than relying on the correlation coefficient.
10.0 Conclusion
In this unit, the concept of correlation as vasl how to compute correlation
coefficient through several methods were adequdiglylighted with many examples.
Furthermore, the concepts of coefficient of dmieation and alienation became
clearer to students. The computation of standawd ef r and that of probable error of
r were given attention in this unit. Conclusivelye fallacy of accepting that variable

x caused variable y to happen was fully explained.
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11.0 Summary
In the unit, students have been exposed to:

(1) the fact that correlation coefficient betweamtvariables is just indicative
of linear relation between two variables andt rebcausal/effect
relationship..

(i)  how to compute coefficient of correlation Wit Pearson Product Moment
Formula and that of Spearman Rank Order formula.

(i)  how to calculate coefficient of determinatiand alienation.

(iv)  how to calculate standard error of r and pitdbaerror of r.

(v) understand the fallacy involved in the iptetation of the calculated
correlation coefficients.

6.0 Tutor Marked Assignment

(1) Use raw score method to find the coefficietarrelation for the following 10
sample observations.
X 5 7 8 4 9 3 2 5 4 3
Y 2 4 5 5 6 5 4

(2)  Compute the Probable error of r PE (r) if i72.
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Unit 2 CHI SQUARE (X) TEST

CONTENT
12.0 INTRODUCTION
13.0 OBJECTIVES
14.0 MAIN CONTENT
3.1 THE CHI-SQUARE TEST (¥
3.2 THE USES OF CHI-SQUARE STATISTIC {X
3.3 GOODNESS OF FIT
3.4 XTEST OF INDEPENDENCE
40 CONCLUSION
5.0 SUMMARY
6.0 TUTOR MARKED ASSESSMENT
7.0 REFERENCES/ FURTHER READINGS

1.0 INTRODUCTION
In this unit, students will be exposed to the that hypotheses about the
goodness-of-fit of data to a discrete or continugigribution can be examined using
the X'statistic. Also the test of independence of row emldmn classifications in a
two-dimensional or 3 x 4 table also usésbBUrther more, students will discover from
this unit that chi-square (Xstatistic is a non-parametric testing method Wiloes
not depend on any assumption about the populatgtntaition.
2.0 OBJECTIVES
At the end of this unit, students should be able to
(xiv) identify the uses of chi-square tatistics
(xv) to test the goodness-of-fit of any data.

(xvi) to test the independence of attributes .

153



3.0 Main Content
3.1 The Chi-Square (X) Test

The chi-square test is a non-parametric inferestatistical method commonly
used in the analysis of frequencies or nomingd.d&s a nonparametric statistic, it
makes no restrictive assumptions about the digtobwf scores. Because of this, the
method becomes useful in education and othdnawbeural sciences; particularly in
the analysis of data in the form of frequenciesaiegories.

The chi-square is a two-tailed test. It can onblicate whether or not a set of
observed frequencies differ significantly from tteeresponding set of expected
frequencies and not possibly the direction in whiaky differ.

3.3 The Uses of Chi-square Statistic (X
X* distribution is used for the following tests:
(1) to test the goodness-of-fit, that is, to téwt tlifference between theoretical
and observed frequencies.
(i)  to test the independence of two variables.
(i)  to test if the population variance has a sfed value.
3.4 The X* Goodness-of-fit Test

Checking the goodness-of-fit of * Xis to inform us whether or not a set of

observed frequencies fits closely to the theorkticaxpected frequencies.

The general formula for this statistic is given as:

X* = 0O_(O-EY
E Where,

O = Observed frequency
E = Expected frequency
(0 = Summation sign.
3.3.1 Exercise 2.1:
120 students were randomly selected from Fedevakfment College in
Lagos with a view to determing their subject prefiee. From the records, it was
observed that 65 preferred science while 55 prediesocial sciences. With this

information, you are requested to findstatistic.
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Table 2.1: Subject Preference of 120 Students

Subject Preference

Science Social Sciences

65 55

Table 2.2: Observed and Expected Frequencies of
subject Preference of 120 students

Subject Preference
Science Social Sciences
Observed f 65 55
Expected f 60 60

X? Calculation

Recall the formula as®X = O_ (0-EY

E
= (65-60j + (55-60)
60 60
60 60
= 25 + 25
60 60

= 0.4167 + 0.4167

= 0.83 approximately.
Self Assessment Exercise 1
Discuss the uses of chi-square statistic (X?)
3.3.2 Necessary Conditions

Formulate null and alternative hypotheses to bhek¢sult. These hypotheses

are:

Ho.: There is no significant difference in the subjereference pattern of the
students.

H.: There is significant difference in the subjefprence pattern of the
students.
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Here we choose 5% level of significance for tes while the degree of
freedom hereis n-1 = 1.
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Decision to Make
Accept the null hypothesis if the calculatetisXess than the table value of X

And reject the null hypothesis if the calculat€dsXgreater than the table value.

3.3.3 Result

With this data, the calculatediX 0.83 while the table value of *iX 3.84,
df = 1 and p<0.05. Since the calculated value‘aé ¥ess than the table value of X
(0.83<3.84), we accept the null hypothesis thatifference observed in students
preference for subject is by chance and not deltber
3.4 The X* Test of Independence

Another popular application of the'tést is in the testing for the independence
of two variables. In this case, two factors, eaghitg two or more levels are involved
and the researcher wants to testwhether orthettwo variables are dependent or
independent.

This type of information is usually presented a contingency table. Itis
referred to as a contingency table becauseptalis data associated with two
variables that are possibly contingent upon oneteamno

In a contingency table, it is normal to put theeotpd frequency in the same
cell as the corresponding observed frequency. Hewglre expected frequencies are
often differentiated by enclosing them in a bracket
Exercise 2.2:To study the attitude of students to mathema8@6, students from three
socio-economic status were randomly selected fredefal Government School, Oyo
They were given a questionnaire based on a nt phaikert Scale. The result is as
shown below.

Table 8.3: Attitude of students towards Mathematis

Socio-Economic | Strongly Agreed |Disagreed [trongly Total
Status Agreed Disagreed

High 20 15 30 15 80
Middle 40 35 15 10 100
Low o0 39 18 13 120
Total 110 89 63 38 300
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With this information we want to know whether oit students attitude
towards mathematics is dependent on the socio-eaicrsiatus of parents.
3.4.1 Hypothesis Formulation
The necessary null hypothesis to be formulatetter the X test of
independence is:
Ho: The attitude of students towards mathemagisgnificantly independent of
socio-economic status of parents.
H..  The attitude of students towards mathematiesignificantly dependent on
socio-economic status of parents.
3.4.2 Calculation of Expected Frequencies
The next operation is to calculate the expefitgliencies based on the

following formula.

E(RC) = rxc
N
Where:
E(RC) = expected frequencies in the cell
r = total row frequency
c = total column frequency
N = total frequency involved.
3.4.3 The Calculation
Roll 1 cell 1: E = 80x110 = 29.33
300
Rolllcell2.E = 80x89 = 23.73
300
Roll 1 cell 3: E = 80x63 = 16.80
300
Roll 1 cell 4: E = 80x38 = 10.13
300
Roll 2 cell 1: E = 100x110 = 36.67
300
Roll 2 cell 2: E = 100x89 = 29.67
300
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Roll 2 cell 3: E = 100x63 = 21.00
300

Roll 2 cell 4: E = 100x38 = 12.67
300

Roll 3cell 1: E = 120x110 = 44.00
300

Roll 3 cell 2: E = 120x89 = 35.60
300

Roll 3cell 3: E = 120x63 = 25.20
300

Roll 3 cell 4: E = 120x38 = 15.20
300

These expected frequencies are now presented &itinthe corresponding
observed frequencies in a 3 x 4 contingency tablshown below. The figures in
brackets are the expected frequencies.

Table 8.2: A 3 x 4 contingency Table

Socio-Economic Status | SA A D SD Total

High 20 15 30 15 80
(29.33) | (23.73) | (16.80) | (10.13)

Middle 40 35 15 10 100
(36.67) | (29.67) | (21.00) | (12.67)

Low 50 39 18 13 120
(40.0) |(35.60) | (25.20) | (15.20)

Total 110 89 63 38 300

3.4.4 The computation is as follows:
X’_= (20-29.33)+ (15-23.73)+ (30-16.80)+ (15-10.13)

29.33 23.73 16.80 10.13
+ (40-36.67) + (35-29.67)+ (15-21.00)+ (10-12.67)
36.67 29.67 21.00 12.67
- (50-44.00) + (39-35.60)+ (18-25.20)+ (13-15.20)
44.00 35.60 25.20 15.20

X* = 2.97 +3.21 + 10.37 +2.34
+0.30+0.96 + 1.71 + 0.56
+0.82+0.32 + 2.06 + 0.32 = 25.94.

The calculated X = 25.94.
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3.4.5 Table Value of X
To determine the table value of, Xve need to determine the associated degree

of freedom.
df = (R-1) (C-1)
R = the number of rows
C = the number of columns.
So in this case df = (3-1) (4-1)
df =6

We shall also use 5% level of significance usuaftigten as p<0.05.

Therefore, checking df = 6 and at p<0.05 levelighificance on the Xtable
we get 12.59. So that

calculated X= 25.94
table value of X=1.64.

3.4.5 Decision Criteria

Since the calculated value of > Xs greater than the table value of*, X
(25.94>1.64) we reject the null hypothesis and picttee alternative hypothesis which
says the attitude of students towards mathem&i dependent on socio-economic
status of parents.
15.0 Conclusion

In this unit, students have been informed thatschiare test is a non-
parametric test, which does not require or depemd any assumption about the
population distribution. Furthermore, students ev@ught how to use chi-square to
test for the goodness-of-fit of any data ada®l test the independence of two
variables. This unit also treated for students hm¥ormulate hypothesis and how to
compare the calculated ¥ith the table figure and that if calculatetis<greater than
the table value of Xve should reject the null hypothesis but if itésg than the table
value of X, we should accept the null hypothesis.
16.0 Summary

In the unit, students have learnt:

(vi)  the uses of chi-square Jas a nonparametric statistic.

(vii) how to test for the goodness-of-fit of anyulibution .
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(viii) how to test for the independence of two variables.

(ix)  how to calculate the degree of freedom for therithstion.

(x)  how to take decision on whether to accept actea null hypothesis.

6.0 Tutor Marked Assignment
I. To study the effect of gender on students awcad performance, 50 boys and

50 girls were randomly selected from schools, ga#eand universities. Table

below illustrate this.

Table 8.1: 100 students selected on Gender bagisrh Institutions

SEX SCHOOL COLLEGE UNIVERSITY TOTAL
Boys 10 15 25 50
Girls 25 10 15 50
Total 35 25 40 100
With this information, find whether academicfpemance depends on sex

(gender) given df = 2 and p<0.05 with criticabs 5.99
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1.0 Introduction

Students will recall that unit 1 treated cornglat and we arrived at a

correlation coefficient, which could indicate posstor negative relationship between

variables. Unit 2 also treated chi-square witlsiggistic, which is basically used for

opinion polls or perceptions of people about eventsbjects. This unit 3 will treat

another statistical tool that is good for datacpssing in educational management.

This statistical tool called student s t distribuatis used for small sample of 30 or less

andit was invented by a British W.S. Goss87Gt1937), who worked as a

statistician for Guinness, and writing under the pame of student. The statistical

tool became so popular among the researchersdacdtgonists because of its

attributes
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2.0 Objectives
At the end of this unit, students should be able to
0] identify the relationship between large andaireamples.
(i)  appreciate the invention of student t-statist
(i) know how to use student t-statistic.
(iv) learn from the application of t-statisticetbasic principle.
3.0 Main Content
3.1 Relationship between z and t Distributions
When testing the significance of a mean of normdilgributed variables, we

use the statistic

Z=%

]
L3

This distribution contains only one variable eletrierit, x which varies from
sample to sample: here nis fixed and and arvknBut in real world practice, &
is not usually determined or known and becaushaif it has to be estimated from the

sample using.

as the unbiased estimator’off tihe sample is large (n>30)is likely to be very
close td So we treat’sas if it iS. But wercannot do this in small sample (n<30).

In such a situation; &as a high chance of being very different ftafew then do
we cope with this difficulty?
3.2 The Origin of t-distribution

W.S. Gosset, a British (1876-1937), who worked agastician for Guinness
and writing under the pen name student , inventeak s known today as student s

t-distribution with the formula

164



which is usually denoted by t and represems®all sampling distribution. This
distribution has two variable elements init, 7 &hdoth of which alter or change
each time a new sample of size n is taken.
3.3 Small Sampling Theory

A study of sampling distribution of statistics fmall samples (n<30) is called
small sampling theory on exact sampling theoryesthe results obtained from small
sampling theory hold for large as well as small glas
3.4 Student t-formula

It is written as

where ~_i
(N-1)s

Example 3.1

A test of the breaking strength of 6 ropes manufact by a local company in
Oyo showed a mean breaking strength of 7750N astdralard deviation of 145N.
Whereas, the manufacturer claimed a mean breakiaggsh of 8000N. We want to
check whether the manufacturer s claim is riglt.@5 and 0.01 level of significance.

The null hypothesis could be stated as follows:

Ho: Thereisno significant difference between theobserved mean

strength of 6 ropes and the manufacturer s claimed mean
strength of the same ropes.
(@ Solution

This is one tailed

Decision
(1) Reject Hoif t calculated is more than thé&abulated)
(2)  Accept Ho if t calculated is less than th@dbulated)

Here thes =7,75Q] = 8,000, df = N-1 = 6-1 =5.
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t= 7750-8000 = -3.855
145/'5

or = -3.85 approximately.
(b)  Tabulated value of t at P < 0.05 with d.f. =5
is 2.015

(c)  First Conclusion

Since t calculated is -3.86 andg -2.015 at p<0.05 with d.f = 5, we will reject
the null hypothesis and conclude that the manufacsiclaim is true.
(d)  Tabulated value of tat P < 0.01 with d.f=5

is -3.365

(e)  Second Conclusion

Sincet calculated (-3.86>-3.365) at p<0.0lwithf =5is greater than the
t-table, we will reject the null hypothesis andeuicthe manufacturer s claim as true.
Example 3.2Test involving two different means

The 1.Q s (Intelligence quotients) of 16 maledsinis from Z.K.Y school
showed a mean of 107 with standard deviationl®f while the 1,Q s of 14 female
students from WXY school showed a mean of 112 gaadsird deviation of 8. We
want to check whether there is any difference enttlo means.

This is a case of two random samples of sizemd N drawn from normal
populations whose standard deviations are equaidSand meansand, *
Null and alternative hypotheses to be formulated ar
Null hypothesis: There is no significant difference beén

the 1Q mean of male and that of female extisl

Alternative Hypothesis: There is significant difference between

the IQ mean of male and that of female students.

Self Assessment Exercise 1

Mention the originator and inventor of Studentt datistic. What is it formula?
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Solution

Then,

t = w1 oW

(| _1 + 1
N, N
where =] NS2+ N.Sp
' N+N,-2
and the degree of freedom d.f. iss\N, - 2

(b)  Decision

0] Reject Ho if t-calculated is greater than ltta
(i)  Accept Ho if t-calculated is less than t-tabl

(c) Calculated value of [

[ = NS2 + N.S,2
N+N, 2

= 16(10% + 14(8)
16 +14-2

= 1600 + 896
16 +14 2

= [ 249

28
= 89.14

r= 9.44
with r as 9.44, we can now compute t

t = 107112
1+ 1
9.44 N 16 14
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= 5
94401339 = -1.447

t=  -1.45 approximately
t( at p<0.05 with d.f = 28 = -2.048

or -2.05 approximately

(d)  First Conclusion

Since t calculated -1.45 is less thar2t048 i.e. (-1.45<-2.048) we will accept
the null hypothesis and conclude that there isigiifecant difference in the | Q s of
the two groups.
(e) tat0.01withdf=28 is2.763

Therefore the interva{ bf 0.01 is between -2.763 and 2.763.
(d)  Second Conclusion

Since t calculated -1.45 is less than the t-tabié2 we shall accept the null
hypothesis as true and conclude that there isaisttally significant difference
between the | Q s of the two groups.
3.5 Application of studentt test Statistic: A Case Sidy
3.5.1 To demonstrate the application of student t tebtypothetical study is hereby
presented below.

Title
Socio-Economic Factors As Determinants of Caredieiching Profession in

South-West Nigeria:
Population and Sample

The population of the study includes all maid &male teachers in South-
West Nigeria. Out of this, two hundred (200) teexshLO0 males and 100 females
were randomly selected from twenty schools frddouth-West states. Both random
and purposive sampling techniques were used totdbke sample.

Instrumentation
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The instrument used for the study was the TeadRmfession Preference
Scale (TPPS). It is a twenty-items questionnaia¢ #idopts the four Point Likert scale

format.
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Validity of Instrument

The instrument after construction was given to etgpia the field to critique.
Their various suggestions were incorporated ingofinal draft of the questionnaire.
This ensured the face validity of the instrument.
Reliability of Instrument

The test-retest reliability method was used $b tiee reliability of the
instrument. The reliability coefficient was fouralie 0.81 which was assumed to be
acceptable.
Data Administration

The instrument was administered in the selecsethools through the help of
some teachers.
Data Analysis

The data collected were analyzed using among ottiess statistical method.
Hypotheses Formulation
Two null hypotheses were formulated and testeck@t@ level of significance.

Ho.: Thereisno significant difference between the perceptions of

Male and femal e teacher s on the socio-economic factors as distractor in
teaching profession.

Ho,, Thereisno significant difference between the perceptions of
young and old teachers on the socio-economic factors as distractor in
teaching profession.

The Results
Hypothesis 1: There is no significant difference between thegption of male and
female teachers on the socio-economic factorssaiadtor in teaching profession.

Table 3.1: t-test analysis of teachers perceptions byxdgeon socio-economic
factors as Teaching profession distractor.

Gender |No x SD df Cal.t Tablet. |P

Male 100 48.65 10.38
198 5.96 1.96 S

Female 100 40.25 9.64
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The calculated t-value was 5.96 at P<0.05 and efith 198. This value was
found to be greater than the table value of t wivels 1.96 (i.e. 5.96 > 1.96). This

indicates that there is significant differencénNmen male and female teachers

perceptions on socio-economic factors as distrastaching profession. By this
result, the null hypothesis was thus rejected.

Hypothesis 2: Thereis no significant difference betweengbeceptions of young
and old teachers on the socio-economic factorssasctor in teaching profession.

Table 3.2:t-test analysis of teachers perceptions by aggooio-economic factors
as distractor in teaching profession.

Status No ¥ SD Df Cal. t Tablet. |P
Young | 100 4592 | 11.48
ol 100 3723 1935 198 591 |1.96 S

The calculated t-value of 5.91 at P<0.05 levelighi§icance and with df = 198
was found to be greater than the critical/tablei@alf t which is 1.96. (5.91 > 1.96).
This indicates that significant difference exiségvireen the perceptions of the young
and old on the socio-economic factors as distrantteaching profession. The null
hypothesis was therefore rejected.
3.5.2 How did we arrive at t-calculated of 5.96 ah5.91 respectively?

Using the following formula

Wherez Sl N,S2
N,+N, 2
the degree of freedom df S M N, 2
Hypothesis 1. 1= 48.65,7 40.25, SD=10.38, SD=9.64

Calculated value ofr is

TN i

=,/100 {10.38}, + 100 (9.64)
100 + 100 2

- /100 (10.38}2+ 100 (9.64)
198
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e T

=,/ 100 (107.74) + 100 (92.93)

198
=v10774 + 9293
198
= +/20067
198
= 10.07

t= 48.65 40.25

[ §
L ) i
i

10.07«.\|.|i1cm T 100
t= 8.4
1007(1]132?

= 8.4
10.07 (0.14)

= 8.4
1.14

t=5.96

Hypothesis 2

Using the same formula for hypothesis 2, we have
x1=45.92 = 37.23, SD=11.48, SD=9.35

calculated value of

s =,/100 [11.48}, 1 100 (9.35)

100 + 100 2
=./100 {131.79) + 100 (87.42)
198
198
=+/21921
198
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=
!

A
f 1

o]

R
=il

=1

o

.52

S

t=45.92 37.23

10.52@i 100 ' 100
10.55(0.02)

t= 8.69
10.52 (0.14)

8.69
1.47

t= 591

10.0 Conclusion
This unit has exposed the students to:
0] the relationship between z (large sample sare) t (small sample size) in
hypothesis testing,
(i)  the origin of student t-distribution,
(i)  the student t-distribution formula

(iv)  many applications of student t statistic.

11.0 Summary
In this unit, students have been taught:
0] the relationship between z and t distributions
(i)  the origin of student t distribution
(i)  how to use student t distribution through ngaaxamples
(iv)  how to formulate null and alternative hypotass

(v)  that student t distribution is concerned withadl samples size i.e. (n<30).
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6.0 Tutor Marked Assignment
Giving two independent means and standard tienifor 2 sample sizes of 80

and 47 as:

41=10.25,%6.44, SD=7.12, SD=4.11

calculate the t-statistic, given the critical 1286 at p<0.05 level of significance with
df = 125. Indicate whether we should accept orctdfee formulated null hypothesis,

which says there is no significant difference ie tho means.

7.0 References/Further Readings

Adewoye, S. O. (2004): Basic Statistics for Engimeg Economics and
Management, Lagos: Olukayode Ojo Commercial Enispr

Hildebrand, D.K. & Lyman, O. (1998). Statistitlainking for managers (4 Ed.)
California: Duxbury Press.

Levin, R.I. &Rubin, D.S. (1997).  Statistics fldlanagement (7 Ed.) New Jersey:
Prentice Hall International.

Monga, G.S. (2007). Mathematics and StatistcgEtonomics (Second Revised
Edition) New Delhi. VIKAS Publishing House PVT Ltd.

Salami, K.A. (1999). Descriptive Statistics Beginners. Oyo Odumatt Press and
Publishers.

Salami, K.A. (2001). Introduction to Basic Statistin Management. In Adeyanju, A.

(Ed.) Introduction to Educational Management. @yeen Light Press and
Publishers.

174



Unit

12.0
13.0
14.0
3.1
3.2
3.3
3.4
3.5
3.6
3.7
4.0
5.0
6.0
7.0

1.0

2.0

3.0
3.1

4 THE REGRESSION ANALYSIS

CONTENTS
INTRODUCTION
OBJECTIVES
MAIN CONTENT
PREDICTION AND REGRESSION DEFINED
REGRESSION EQUATION
METHOD OF FITTING THE REGRESSION LINE
METHOD OF LEAST SQUARE
GRAPHICAL ILLUSTRATION OF THE REGRESSION LINE
USES OF REGRESSION ANALYSIS
MULTIPLE REGRESSION ANALYSIS
CONCLUSION
SUMMARY
TUTOR MARKED ASSIGNMENT
REFERENCES/FURTHER READINGS
Introduction

Every day education managers make personal andgsiohal decisions
that are based upon predictions of future everdsndke these forecasts, the
education managers rely upon relationship betwdeat 8 already known and
what is to be estimated. If managers can detertromethe known variable is
related to the future event, then, such exercifle Wwelp decision making
process considerably. The subject of this unitefoee is how to determine the
relationship between variables using regressiotysisa
Objectives
At the end of this unit, you should be able to:
(1) identify the relationship between predictiordaegression
(i) identify both the Simple and Multiple RegressiEquations
(i)  familiarize with the method for fitting theegression line

(iv) compute simple regression kaggiation
(V) work out multiple regressiagquations.

Main Content

Prediction and Regression Defined
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A prediction is a guess about the value of an ofag®ens that is to be drawn

from a population

* If we know nothing about the population, then, angdiction arising from
such observation becomes a blind prediction. Theeedome knowledge of
the population is very necessary so as to make imgfahpredictions

* A prediction variable is one about which predici@re made

» A predictor variable is one that provides relevafdrmation for prediction

e The technique of using one variable to makeiptieth about another is
called regression analysis. In regression aigly® make use of known
values of one variable to predict unknown valu¢hefother

* Regression is the estimation of unknown valuestioe prediction of one
variable from known values of other variables.

3.2 Regression Equation

The linear regression relationship between Y arghiXbe written in the form

of straight line equation
Y =a+ bx

Where a, b, are constants determining the positidime b being its slope and
a the intercept on the Y- axis.
3.3 Method of Fitting the Regression Line

There are two methods commonly used for fittimg tegression line. One is
unscientific while the other is scientific and captable in research work.
3.3.1 Freehand Method

The first method is called freehand method, whechrnscientific in the sense
that fitting a line between two poles or pair ofrie could be subjective if done with
freehand without a guide. More so if many peopéeiavolved, the fitting lines may
not be uniform.
3.3.2 The Method of Least Square (Scientific methk)

The function of the least square method is to mirgnthe error between the

estimated points on the line and the actual obggreets that were used to draw it.
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When this is done, statistician called it a goad @f the lines. The equation for the
estimated line is

Pza+bx (U

¥ symbolizes the individual values of the estimaiethts, that is, those points
that lie on the estimated line.

In equation (1) above () i8 the dependent varialblde (X) is the
independent variable and (a) and (b) are the unkremmstants. The major function of
regression analysis is to determine the valuesh@se constants. There are two
commonly used methods for calculating variables(a) (b). The first one is called

the Raw Score method, while the second methodas/kras the Deviation method.
3.4.1 The Raw Score Method

The equation for determininga and b is given as;

a = (YX (XY)(X)
NX (X)
b = NXY (X)(Y)
NX (X)y
Where
a =interceptof Y
b = slope of the line
3.4.2 The Deviation Method
Y- C + MX
M =_0&) (Y3
(X-X]
c=Y-m¥

Where M is the slope of the line
C is the intercept of Y
Alternatively, we can use this formula;
b = XY nXY
X NX

And a=F p¥
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Exercise 4.1
The commissioner of education in Oyo statetsrested in the relationship

between the age of some schools and the annualenairce cost spent on them. To
determine this relationship, four schools with 8,8nd 2 years old respectively were
randomly selected and whose maintenance costsN@ae, N80, NGQO and NSDO
respectively per year. For the four schools, tamissioner is highly interested in
knowing the regression equation to be used forctstng future expenses based on
the age of the schools.
Solution

The first step in calculating the regression lioethis problem is to re-
organize the data as outlined below:

Table 4.1: Regression Analysis for School buildings

Schools AGE(X) Maintenance | XY X
cost (Y) (NOO)
A 6 9 54 36
B 5 8 40 25
C 3 6 18 09
D 2 5 10 04
16 28 122 74
Mean 'y :_6 =4
4
Mean=Y¥ = 28 =7
4
Using the Raw Score Method, a and b become: (tefire equation)
a = 28(74) (122)(16)
4(74) (16)
= 2072 1952
296 256
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= 120
40

And
b = 4(122) (16) (28)
4(74) (18)
488 448
296- 256

= 40
40

= 1

The regression equation becomes Y =3+ 1x. Wiith equation, a school
building built 12 years ago would need N1,500 agteaance expenses.
e.g.Y=3+1(12)
=3+12
== N1,500
Therefore, as (X) which is the age of the schodtding changes, so will the
maintenance cost or expenses increase..
3.4.3 The Deviation Method

We can also use the deviation method to arrivheasame answer.

Solution

Table 4.2:Regression analysis for school building

School | Age (x) |[Expenses | (X-¥ v-¥ Xy X-¥
v)

A 6 9 2 2 4 4
B S 8 1 1 1 1
C 3 6 -1 -1 1 1
D 2 o -2 -2 4 4

16 28 10 10

X = 16=4
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I

il

28

&l
\‘

Here (X-3 (Y- ¥= 10

(X-XY¥ = 10
Substituting all these values into the equatiorisgiie;
M =10 =1
10
C =7-14)
=7-4
= 3

So that Y = 3 + 1x, the same equation line as & Bcore Method.
Self Assessment Exercise 1

Find the regression of Y on X from the following déa

X 6,5,3,2,4

Y 98,6,5,3
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3.5 Graphical illustration of the regression line
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Fig. 4.1: Maintenance expenses ( (in hundreds of naira)

3.6 Uses of regression analysis

Education managers can make use of this lineaessgm analysis for decision
making, not only for building maintenance expeanset for many of the school
facilities, equipments and infrastructure. Aftetl, athe bane of Nigeria educational
system is lack of maintenance culture as wellaazurate data base. It is on this
premise that this type of statistical analysiscdmes a must and necessity for all
education managers.
3.7 Multiple Regression Analysis

Unlike the simple regression analysis, multiplgression analysis involves
more than one variable. It is capable of taking owmore variables. Multiple
regression equation is written as;

Y=a+ X +bX,+hbX, .. +bnXn.
Where Y is the estimated value of Y
a is the intercept of Y
X, X,, X; are the values of independent variables

b b, b, are the slopes associated with X., X, respectively.
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In this unit, we shall experiment with only twomdependent variables.
Although, the same principle is applicable to aoynber of independent variables of
our desire.

A principal of a private school is trying to eséites the monthly amount of
unpaid school fee discovered by his cashier. Irptst, the principal usually estimate
this figure on the basis of what the classhieexcollect for him. In recent years,
however, the class teachers collections have be@merratic predictor of the actual
unpaid school fees. As a result, the principaliested a statistician to prepare a
statistical tool which he can use for accuratenestion of these unpaid school fees.
He therefore presents the following previous temths collection to the statistician.

Table 4.3 Data on school fee collection

Month Class teacher | Cashier collection| Actual unpaid
collection (X)) (Xy) school fee
discovered
January 45 16 29
February 42 14 24
March 44 15 27
April 45 13 25
May 13 13 76
June 46 14 28
July a7 16 30
August 45 16 28
September 44 15 28
October 43 15 s27

The next step is to re-arrange this data in sughyathat will fit the required
equation as shown below
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Table 4.4: Re-arrangement of data in tables 9.3

Y X, X, XY XY XX, X2 Xz2 Y*
29 45 16 1,305 | 464 720 2,025 | 256 841
24 42 14 1,008 | 336 588 1,764 | 196 576
27 44 15 1,188 | 405 660 1,936 | 225 729
25 45 13 1,125 | 325 585 2,025 | 169 625
26 43 13 1,118 | 338 299 1,849 | 169 6/6
28 46 14 1,288 | 372 644 2,116 | 196 784
30 44 16 1,320 | 480 704 1,936 | 256 900
28 45 16 1,260 | 448 720 2,025 | 256 784
28 44 15 1,232 | 420 660 1,936 | 225 784
27 43 15 1,161 | 405 645 1,849 | 225 729
272 441 147 72,005 4,013 6,48p 19,461 2,1{F,428

With this information where
N=10,7=27.244.1,=¥4.7
The required multiple regression equation is
Y = nat+ X, + b2 X2
XiY = aX, +biXeu2*1%2
X2Y = a X +bX, X, +bX:2
The above information gives us three equations thithe unknown constants

(a, b, b). Substituting the figures in table 9.4 into tlypiation, we get

272 =10a +441k147h (i)
12,005 = 442a +19461k6,485h (ii)
4,013 = 147a +6,485k 2,173b (iii)

We can now find the values for the three const@mth, b,) by solving the
three equations simultaneously as illustrated below
Step 1 multiply equ. 1 by -441
multiple equ. 2 by 10
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and add 1 and 2 to eliminate constant a

- 119,952 =441a 194,481b 64, 827b

120,050 =441a +194,610b64,850p
98 = 129b + 23b (iv)

Step 2 multiply equ. 1 by -147
Multiple equ. 3 by 10

And add equ. 1 and 3 to eliminate constant a
-39,984 = 147a - 64,827b21,609b

+40,130 = 147a +64,850H 21,730b
146 + 23bi + 121b2

Step 3 multiply equ. 4 by - 23
Multiply equ. 5 by 129
And add equ. 4 and 5 to eliminate bi
- 2,254 = -2,967b -5,29h

+ 18,834 = +2967b 15609b
16,580 = 15,080b

We can now determine the value efalith the result in step 3, as follows:

16580 = 15080b
b, = 16580
15080
b = 1.099
Step 4 To find the value of,lsubstitute the value of mto equation 4
98 = 129 +23b
98 = 129b +23x1.099
98 = 129 + 25.227
98 -25.227 = 12%
72772 = 120b
b, = __ 72772
129
b, = 0.564

Step 5: Substitute the value afdmd hinto equation 1
272 =10a + 441b +147b
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272 =10a + 441 (0.564) + 147 (1.099)
272 =10a +248.72  +148.32

125.4 =10a
a = 1254
10
a = 1254
Step 6: Substitute the values of a, b, into the general two variables regression
equation

Y= -12.54 +0.564 X+ 1.099X

This regression equation describes the relatiprsmong the class teachers
and the cashier s performance in school fees atwlfes. The Principal can now use
this equation monthly to estimate the amount ofaithgchool fees. Again he can use
it to forecast the unpaid school fees every manthike manner the education
manager can also use this regression equationpredict several variables in  his
establishment.
4.0 Conclusion

As a continuation of treatment of data processingducational management,
this unit has further treated another of the diasistools called regression analysis. In
doing that, prediction and regression conceptsrewlefined. Regression equations,
methods of fitting regression lines, the sciéntiiethod of least square, graphical
illustration and the uses of regression analysedincation were highlighted
5.0 Summary

In this unit, you have learnt:

(1) the relationship between prediction and regogss

(i)  how to use regression equations and methodsfittihg the regression

lines
(i)  how to fit the regression lines for both simafel multiple regression
equations
(iv)  the usefulness of regression analysis in eductimanagement, and
(v)  how education managers can use it for decisiorimgak

6.0 Tutor Marked Assignment
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1. Find the regression of Y on X from the followingtady using the Raw score

method
X 5,6,7,8,9
Y 2,4,6,7,11
2. Below is 6 years turnover and profit before taAdK Manufacturing Co. Ltd.
Year 1991 1992 | 1993 | 1994 | 1995 1996
Turnover 106 125 147 167 187 220
(in million)
Profit Before Tax 10 12 16 17 18 22
(in million)

Action Required

I. plot the scatter diagram showing the relationsleippvieen profit before taxation
and turnover.

il. calculate the least squares regression line oftgrefore taxation on turnover.

ii. comment generally on your results.
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