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EDU723 EDUCATIONAL RESEARCH METHODS
1.0 INTRODUCTION

This course, EDU723: Basic Research Methods in &thutis designed to give you self
instruction on the rudiments of educational rede@ractices and statistical methods. It teaches
you how to understand the research problem, haeltxt the research problem, the
investigations, data col ection methods, analysisrpretations and how to present the report. It
is comprehensive to help you carry out your projeecesearch without any encumbrances. The
statistical tools which you will need to presentl @malyse your research data have been
presented in a very systematic manner so that gowse them with less difficulties. The
various data col ection techniques have been exgdai With this you can carry out any research
project with ease.

2.0 COURSE AIMS

The aim of this course is to acquaint you withbasics of research methods and statistics used
in educational research processes. It also aisauraging you to learn the nature, concepts,
steps and procedures for carrying out your resgan@lect or any other research study.

3.0 COURSE OBJECTIVES
By the end of this course, you should be able to:

0] Explain the concepts and processes of educatiesaarch;

(i) Discuss the different types of research;

(i) ldentify researchable problems in education;

(iv)  Demonstrate skills in literature review;

(v) Formulate research questions and hypotheses;

(vi)  Explain the different types of research design

(vii) Differentiate between population and samples;

(viii)  Apply the different methods of data col et

(ix)  Compare the different methods of data colatti

x) Discuss the properties of a good instrument;

(xi)  Organize and present data using different imesh

(xii) Demonstrate proficiency in the use of destvip statistics;

(xiii)  Use inferential statistics to test hypothgse

(xiv) Explain the steps in testing hypotheses;

(xv)  Write reports of research projects.

4.0 WORKING THROUGH THE COURSE

This course EDU723: Basic Research Methods in Bducaxpects you to do a lot of reading in
order to cover the content in the course materiaimplies that you should devote much time to
this course by reading through this material arttirgemore information from numerous texts
and journals in research. These abound in eviergrlf and from the internet. The course



material has been made easy to read and userifriettbwever, you will need to attend the
tutorial sessions where your Facilitator would ogear eyes to more information and the
practical techniques involved. You will need torlvea groups with other students in order to
discuss, compare notes and thoughts and to exclidemgand share knowledge.

5.0 COURSE MATERIALS
The National Open University of Nigeria will proed/ou with the following items:

. Course Guide
. Study Units
* TMA Assignment file (will be available from the w&bTl OLE in due course)

You are required to make use of your calculatoitheraatical or drawing set, graph book and
statistical tables. In addition, at the end ofrgumit is a list of texts for your references dad

further reading. It is not compulsory for you taylor read al of them. They are essential
supplements to this course material.

6.0 STUDY UNITS
The study units in this course are as fol ows:

MODULE 1: RESEARCH PROCESS

Unit 1: The Research Process |

Unit 2: The Research Process |l

Unit 3: The Research Problem

Unit 4: Review of literature

Unit 5: Population and samples

MODEL 2: RESEARCH DESIGNS

Unit 6: Historical and Developmental Research Desi
Unit 7: Survey and Case Study Research Designs
Unit 8: Correlational Studies

Unit 9: Experimental Research Designs

MODULE 3: DATA COLLECTION

Unit 10: Observation Technique

Unit 11: Questionnaire

Unit 12: Interview

Unit 13: The Other Methods of Col ecting Data
Unit 14: Validity and Reliability of an Instrumen



MODULE 4: STATISTICAL METHODS

Unit 15: Introduction to Statistics

Unit 16: Methods of Organising Data andddures of Central Tendency
Unit 17: Measures of Variability or Spread

Unit 18: Measures of Association/Correlation

Unit 19: The Testing of Hypotheses

Unit 20: Writing Research Report

In Module 1, the first unit introduces you to tlesearch process by explaining the meaning of
research in general and educational research ficylar. It also discusses the characteristics of
research and purposes of educational researcht 2lia continuation of research process. It
discusses the steps in the research process,diypesearch, the scientific methods in
educational research and the limitations. Unéll3tyou how to select the research problem, the
sources of these problems and the criteria focciatgthe problems. In addition, background of
the study, statement of the problem, purpose oétinay, the scope, the research hypotheses and
the research questions are discussed. Unit 4 dethlshe literature review under the citations
and ethical considerations in research. Unit &duces you to population and sampling. Under
this, you will study the population, the samplemgée size, sampling techniques and the types of
samples designs.
In Module 2, Unit 1 tells you about historical resgh designs, the meaning, importance,
limitations, procedures, sources of data and alsarmmg and approaches in the conduct of
developmental research design; Unit 2 discussesidaning, classification, advantages and the
disadvantages of survey research. It also talestahe meaning and importance of case studies.
In Unit 3, you wil study the meaning, purpose,itation, types and methods of calculating
correlation coefficients. Unit 4 deals with expeental designs. You will see the meaning,
basic characteristics, true and quasi-experimelasilgns and the differences between them.
Module 3 deals with data col ection. Unit 1 expai observation, the meaning, techniques,
observational variables, instruments, factors &lfffeict observation, limitations, advantages and
disadvantages. You will know more about how torajge observational methods of data
collection. Unit 2 is all about questionnaire,nteaning, types, construction of items, validation,
testing, administration, advantages, disadvantagdsappraisal of questionnaire method of data
col ection. Unit 3 will teach you al about intewi, the meaning, phases, advantages,
disadvantages, types, major considerations, traetnes for conducting a good interview and
appraisal of interview methods. Unit 4 deals wtith uses, types and rules about tests, socio-
metric techniques, inventories and necessary st@leta col ection. In Unit 5, you will learn
about validation of instruments. You will alsoreabout meaning, types and factors affecting
validity and reliability.
Module 4 discusses about the statistical methodshwhill enable you to analyse your data after
col ection. In the first unit, you are introdudedhe meaning, types and benefits of statistics.
You will also learn about organisation and pressmeof data. Unit 2 is a continuation of unit
one. You will learn the method of representingadatyou will also learn about the measures of
central tendency i.e. the mean, the median anthtide. In Unit 3, the measures of variability
or spread are discussed, while Unit 4 teachesh@dlifferent measures of association or
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correlation. Prominent among these are the Ped&smiuct Moment, Spearman Rank Order,
Point Bi-serial Correlation Coefficients. The madirk of research studies is to test hypotheses in
order to generate knowledge. Unit 5 thereforelteagou how to test your research hypotheses.
The involvements, the procedures, the tests araiexpol.

Finally, you will need to present your researchiiys in a report form. Unit 6 gives you the
format and steps for writing your reports.

7.0 ASSESSMENTS

There are two aspects to the assessment of theecdust are the tutor-marked assignments
(TMA); and the end of course examination. Witbach unit are self assessment exercises
which are aimed at helping you check your assiioitaais you proceed. Ensure that you attempt
each of the exercises before finding out the exggkahswer from course material.

8.0 TUTOR-MARKED ASSIGNMENTS (TMAS)

This forms your continuous assessment and accéam®®% of your total score. You are
expected to answer at least four TMA’s. These rhasinswered and submitted before you sit
for the end of course examination. Your Facilitatdl give you the TMA’s and you must
submit your responses to your centre.

9.0 FINAL EXAMINATION AND GRADING

The ‘end of course examinations’ would earn you ¥@%ch would be added to your TMA
score (30%). The time for this examination woutddommunicated to you.

With this examination written successfully, you Baompleted your course in Basic Research
and one believes you would apply your knowledgev(oeup-graded) in your project.

CTapte & Ccourse Markmyg Scheme
ASSESSMENT MARKS
Assignment (TMAs)1 -4 Four (4) assignments, best three (3) marks
of the four account at 10% each ==10x3
ENd Of COUTSE examination = 0%
709% of overal _course marks

Total 100% of course marks

10.0 HOW TO GET THE MOST FROM THIS COURSE

In Open and Distance Learning, the study unitspeeially developed and designed to replace
the University Lecturer. Hence, you can work tlgiothese materials at your own pace, and at a
time and place that suit you best. Visualize it Bstening to a lecturer instead of reading a.text
Each of the study units follows a common formathe Tirst item is an introduction to the subject
matter of the unit, and how a particular unit iegrated with the other units and the course as a

whole. Next is a set of learning objectives. TEhebjectives let you know what you should be

able to do by the time you have completed the uMbu should use these objectives to guide



your study. When you have finished the unit, yaushgo back and check whether you have
achieved the objectives. If you make a habit ahgohis, you will significantly improve your
chances of passing the course.

The main body of the unit guides you through tlgpuneed reading from other sources. This will
usual y be either from your set books or froReading Section. You will be directed when you
need to use a computer and guided through the yasksust do. The purpose of the computing
work is two-fold. First, it wil enhance your undeanding of the material in the unit. Second, it
will give you practical experiences of using pragraes which you could wel encounter in your
work outside your studies. In any event, mosheftechniques you will study are applicable on
computers in normal working practice, so it is imtpat you encounter them during your studies.
Activities are interspersed throughout the unitg] answers are given at the end of the units.
Working through these tests will help you to acki¢ive objectives of the units and prepare you
for the assignments and the examinations. Youldhmeach activity as you come to it in the
study unit. There are also numerous examples givére study units, work through these when
you come to them, too.

The following is a practical strategy for workirfgough the course. If you run into any trouble,
telephone your facilitator or post the questionslenWeb CT OLE’s discussion board.
Remember that your facilitator’s job is to help yoMVhen you need help, don't hesitate to call
and ask your tutorial facilitator to provide it.In summary,

(1) Read this course guide.

(2) Organise a study schedule. Refer to the cauwrseriew for more details. Note the time you
are expected to spend on each unit and how thgnassnts relate to the unit. Important
information e.g. details of your tutorials, and ttege of the first day of the semester is
available from the Web CT OLE. You need to gatbgether al this information in one
place, such as your diary or a wall calendar. \&\r&tmethod you choose to use, you should
decide on and write in your own dates for workimgeach unit.

(3) Once you have created your own study schedoleyerything you can to stick to it. The
major reason that students fail is that they ghtrizewith their coursework. If you get into
difficulties with your schedule, please let youcifdator know before it is too late to help.

(4) Turn to unit 1 and read the introduction anel dbjectives for the unit.

(5) Assemble the study materials. Information dlvauat you need for a unit is given in the
‘Overview’ at the beginning of each unit. You wallways need both the study unit you are
working on and one of your set books, on your dgdke same time.

(6) Work through the unit. The content of the utsélf has been arranged to provide a sequence

for you to fol ow. As you work through this unyu wil be instructed to read sections from
your set books or other articles. Use the ungiole your reading.



(7) Keep an eye on the Web CT OLE. Up-to-date eur®rmation will be continuously posted
there.

(8) Well before the relevant due dates (about 4kebefore the dates) access the Assignment
file on the Web CT OLE and download your next reggiiassignment. Keep in mind that
you will learn a lot by doing the assignments calrgf They have been designed to help you
meet the objectives of the course and, therefaitehe@lp you pass the examination. Submit
al assignments not later than the due dates.

(9) Review the objectives for each study unit aoxfiem that you have achieved them. If you
feel unsure about any of the objectives, reviewstihdy material or consult your facilitator.

(10) When you are confident that you have achievadit’s objectives, you can then start on

the next unit. Proceed unit by unit through therse and try to pace your study so that you
keep yourself on schedule.

(11)  When you have submitted an assignment to taar for marking, do not wait for its
return before starting on the next unit. Keepdaryschedule. When the assignment is
returned, pay particular attention to your facibtds comments. Consult your tutor as soon
as possible if you have any questions or problems.

(12) After completing the last unit, review the cegiand prepare yourself for the final
examination. Check that you have achieved thealjéctives and the course objectives.

11.0 TUTORS AND TUTORIALS

Your Tutor or Facilitator will mark and comment gour assignments, keep a close watch on
your progress and on any difficulties you mightanter as they would provide assistance to
you during the course. You must mail your tutordkea assignments to your tutor wel before
the due date (at least two working days are reduireThey will be marked by your Tutor and
returned to you as soon as possible.

Do not hesitate to contact your tutor by teleph@mail, or discussion board if you need help.
The following might be circumstances in which yoaul find help necessary. Contact your
Facilitator if:

. You do not understand any part of the study unith® assigned readings.
d You have difficulty with the self-tests or exer@se
* You have a question or problem with an assignmeniith the grading of an assignment.

You should try your possible best to attend thertats. This is the only chance to have face-to-
face contact with your tutor and to ask questiohglvare answered instantly. You can raise
any problem encountered in the course of your stu@lg gain the maximum benefit from course
tutorials, prepare a question list before attendiegn. You will learn a lot from participations

in discussions.



12.0 SUMMARY

This course EDU 723 is designed to give you sonmva@dge and skills which would help you

to undertake your research project work as smoathlgossible. After going through this course
successfully you would be in a good position tospasur examination at the end of the semester
and apply the knowledge and skills gained in thecakon of your research project. Above all,

you will be able to answer such questions as caird&n from:

The research process;
The research problem,;

Literature review;
Population and samples;
Research designs;
Data col ection technique;
Statistical methods;
Research reports.
We wish you success in this practically-oriented emeresting course. We hope you will
transfer what you have learnt in this course toesofnyour other courses that are related to this,
and you will bring the knowledge from these otheurses to help you perform at the optimum
in understanding your research project.
We also hope you would appreciate the unique nodeagportunity you have to make a
difference in using the knowledge derived from ttosirse in solving educational problems
within your area of specialisation. This is theimmassence of studying research as a course.

We, therefore, sincerely wish you the best as ygoyethe course. GOOD LUCK.
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MODULE 1: RESEARCH PROCESS

Unit 1: The Research Process |

Unit 2: The Research Process I

Unit 3: The Research Problem

Unit 4: Review of literature

Unit 5: Population and samples

UNIT 1 THE RESEARCH PROCESS 1

Table of Contents

1.0 Introduction
2.0  Objectives
3.0 Main Content

3.1 Meaning of Research

3.2 Educational Research

3.3  Characteristics of Research

3.4  Purposes of Educational Research
4.0 Conclusion
5.0 Summary
6.0  Tutor Marked Assignment
7.0  References and Further Readings
1.0 INTRODUCTION
You may have wondered what research is all abotdu may have thought about research as
something exotic, not meant for the consumptiothefordinary person. You may have seen
research, just like every other layman, as somegtwinich carries with it the aura of activity
usual y engaged in by the super-intel igent, arydihe the capability of an average intelligent
person.
Are you among the people who perceive research astavity which is undertaken with highly
sophisticated equipment, and/or an activity exeklgipreserved for the lecturers and ‘Research
Fellows’ in the Universities or tertiary institutie?

In this unit, you will be presented with a de-mfystig view of research as an activity which is

not far from the routine ritual of all normal thinkg human being. You will see research
generally as a process of finding out the answeesgroblem. To this effect, you wil appreciate
and find it as an activity which is worth doing.

2.0 OBJECTIVES
By the end of this unit, you should be able to:

. define research;
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. define educational research;
. discuss the characteristics of research;
explain the purposes of educational research.

3.0 MAIN CONTENT

3.1 Meaning of Research

Many writers have described research in variousswayd according to the type and the area.
We can say that research is the process of arratigigpendable solutions to problems through a
planned and systematic col ection, analysis amfpreetation of data. You may have to note that
the key words in this description are planned andsystematic It means that research is
considered as a logical scientific thinking. Tinmplies that a study or an activity cannot be
regarded as research unless it is carried intbititeer levels of vigorous and scientific

reasoning.

We can also look at research as a process of geakswers to hypothetical questions using
scientific methods of inquiry to produce valid infeation. It means therefore, that when you
use research methods to solve problems, you are efiicient than either trial-and-error

attempts or “short-run” approaches. This is beeaws will direct all efforts towards a

particular goal based on a sound hypothetical solut

According to Leedy (1997), research is the systenpabcess of col ecting and analyzing
information (data) in order to increase our underding of the phenomenon with which we are
concerned or interested. He goes on to say thaareh is not:

* mere information gathering;

* mere transformation of facts from one locatiommother;
* merely rummaging for information;

» acatch-word used to get information.

In their own definition, Best and Kahn (1995) agttest research is the systematic and objective
analysis and recording of control ed observatibas inay lead to the development of
generalizations, principles or theories, resultmgrediction and possibly, ultimate control of
events.

From these and other definitions, you have to timdeone of the most reliable ways of
ascertaining that decisions are correctly made isé a scientific approach to arrive at those
decisions. Therefore, research is needed in ¢odgrive at objective conclusions. Thus, the
use of data to quantify statements and very assangpivith empirical evidence becomes
imperative.

3.2  Educational Research

Educational research is implied when research iieBvare geared towards unravelling
educational problems or bringing about improvemem¢aching and learning. According to
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Ary et. al. (1972:21), educational research is %@y in which one acquires dependable and
useful information about the educative process” hil&/Travers (1964:5) says that educational
research is “an activity directed towards the depeient of an organised body of scientific
knowledge about the events with which educatorganeerned”. Do you notice that the
descriptions of educational research above highBgime important concepts? These concepts
include: dependability of the information and itsesitific nature; and the fact that the subject-
matter of investigation should be of interest taetors.

Ali (1996:1) described educational research asetlaasivities or processes which allow one to
systematically test and/or obtain a body of infaiiora data or knowledge about teaching/

learning or conditions which affect teaching ararténg. This means that research in education
is a systematic attempt to define and investigaténent problems involved in teaching and
learning. This can take place within or outside $khhool setting. It can take place at various
levels of education, such as early childhood, prymsecondary or tertiary levels. You will
again note that, implicit in this definition, isatheducational research employs scientific methods
to find out how teaching and learning can be impth\conditions under which knowledge can
be tested and verified and the conditions undechvttiey should occur.

In his own definition, Kerlinger (1964) says thaueational research is a systematic, control ed,
empirical and critical investigation of hypothetipaopositions about the presumed relations

among natural phenomenon.

Education is mainly concerned with the processdasiwtteal with deliberate change in the
behaviour of people through the acquisition of klrealge, skills, attitudes, interests and
appreciation. Therefore, the goal of educatioeséarch is to discover general principles on
which interpretations, predictions, explanationd eantrol of behaviour can be based since
educational research is concerned with the studlyeoproblems of teaching and learning. It
means that any research in this area should catertbo some aspect related directly or
indirectly to the teaching-learning situation. Téfere, the topic selected for investigation
should be truly educational, preferably a problectaipic whose findings will add to the
knowledge-bank of education and to lead to somatisol of a societal problem.

3.3  Characteristics of Educational Research

Earlier in this unit, we have said that mere cailogcof facts, whether from reference books,

from readings in the library, from historical docemnts, from questionnaire or even from the
internet, is not research, unless the informatenved from the analysis of the data is used to
solve problem. Based on this, let us look at sohagacteristics of research.

According to Anaekwe (2002), some of the charasties are:

0] Research is SystematicThis means that the steps fol owed have to beesgigiiand
logical. The procedures used can be repeateddihremnresearch to verify the findings.
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(ii)

(i)

(iv)

(v)

Research is ObjectiveThis means that the findings are reported asdineyThe biases,
prejudices, beliefs or interests of the researahdror the society are not allowed to
interfere with the research procedure and/or result

Research Report is PreciseThis is pertinent as the use of vocabulary whscbapable
of multiple interpretation is not encouraged.

Research is Testable/Measurable:Research is not speculative, but quantifiable. |

becomes imperative that data col ected for reseatudt be measurable and tested
against a specified hypothesis.

Research is Replicable/VerifiableResults or findings of a research can be verifiyd

the researcher or any other person interesteckifirtlings. This can be done by going
through the data used in the study or the processeled. The research can be
replicated by re-administering the same instrunsesimilar instrument of data

col ection to the same subjects or similar grouputijects. This replication can help one
to justify the authenticity or otherwise of an @arconclusion.

Best and Kahn (1995) gave a summary of the charstits of research so as to clarify its
meaning. These are:

(i)

(ii)

(iii)
(iv)

v)

(vi)

(Vi)

(viii)

(ix)

(x)
(xi)

Research emphasises the development of genermatigaprinciples or theories that will
be helpful in predicting future occurrences;

Research is based upon observable experience ati@hevidence;
Research demands accurate observation aratiggsn;

Research involves gathering new data from priyror first-hand success or using
existing data for a new purpose;

Research is often characterized by carefully desigmocedures that apply rigorous
analysis;

Research requires expertise;

Research strives to be objective and logiaghlying every possible test to validate the
procedures employed, the data col ected and the#ussons reached;

Research involves the quest for answersrtesolved problems;

Research is characterized by patient and urddiactivity;
Research is carefully reported and recorded;

Research requires courage.
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Self Assessment Exercise 1.1:

1. Read through the definitions of educational aese in this unit and from other sources.
Formulate your own definition in your own words.

2. What is the major difference between basic rebeand educational research?

Check the answer at the end of the unit.
3.4  Purposes of Educational Research

Have you noted that in recent times many countiigébe world have shown strong concern for
improving the quality and variety of education ad was access to it? For instance, the emphasis
in some countries is the provision of educatioadalt citizens or to citizens in remote local

locations i.e. a question of access to educatibtnsome other countries, considerable interest is
on diversification of educational opportunitiesae care of students of a broad spectrum and
interest group. This will show you that most caig#® quite legitimately worry and show

concern about their educational processes and giedut shows the countries’ desires to have a
living, growing and responsive education. Thesgems have led to upsurge in research efforts
aimed at identifying viable alternative action argonany options. This leads to the

introduction of research-based recommendationgdedito improve education even with
insufficient resources.

You are aware that, as a result of strong contetake education to the doorsteps of the
numerous Nigerians who are remote and educatiodelaglvantaged, or those who have been
denied access to education as a result of oneabbstayid policy etc. or the other and to remove
all boundaries in education, the Federal GovernroeNigeria established the National Open
University of Nigeria (NOUN) by an Act of the Natial Assembly. This is one of such
concerns which have evoked invocations of new culaj new programmes, changes in actual
teaching and learning processes, changes in teacberuitment etc. Researches in education
come with the picture because educational proseasery complex and evolving one whose
every facet must be carefully and systematicaNgstigated, understood and implemented
towards achieving the objectives.

You have noted that one purpose of research idatielopment of theories by discovering broad
generalizations or principles. This is why Goodagt(1941) described the chief purposes to
which the services of research can be put to aehireeducation to include to:

0] determine the status of phenomenon, past andtprese
(i) ascertain the nature, composition and processh@bcterize educational phenomena;
(i) trace growth, change and developmental mstd persons and issues and objects.

According to Best (1976), when a research becompplscal research, it can take on the purpose

of improving a product or a process of productiolhmeans that it involves the testing of
theoretical concepts in actual problem-situationmdustrial settings. In the field of education,
it is interesting to recognise that most educatioesearch is applied research because it attempts

17



to develop generalizations about the teaching-legnmarocesses and instructional materials.
Kerlinger (1971) has summarised educational rebgaugposes as concerned with the
development and testing of how students behaveaieducational setting.

You have seen that research, in general, is of msmenportance in all-human endeavours.
This is why Anaekwe (2002) believes that educatioesearches have the fol owing purposes:

(1) to provide training in problem-solving. This isdagise research involves problem-
solving, and life in itself is full of problems. h&refore, knowledge of research provides
training in problem-solving;

(i) to provide valid and dependable information, whiolild be very useful in advancing the
course of educational theories and practices;

(i)  to evaluate educational programmes, actigitigractices, resources and methods of
teaching;

(iv)  to provide training in understanding of théricacies and technicalities requisite for
handling research problems in particular and problen general.

According to Ikekhua and Yesufu (1995), the foudfpurposes of educational research are:
0] to provide objective evidence to improve schooineay;
(i) to controvert myths surrounding certain practicas principles in education;

(i)  to change beliefs characterizing practitiohand products of education and the
consumers of the products of education, and

(iv)  to help place the work of the school and ggfts on a firmer ground with consumers of
education.

You will notice that from the foregoing and fromiAL996), it is apparent that research has, as

its role in the educational process, several paposlt provides the hard data and information
which give a clear picture, the true picture, thgotive picture about how we teach and learn as
well as what we are doing about schools and sahgoliwhen such a picture is dispassionately
superimposed or interpreted against reality, commpas of what is versus what should be and
the choices we need for getting to where we wabetm the process of education become
apparent. Therefore, research plays the rolevafigyus a rich picture of the process of
education.

Self Assessment Exercise 1.2:

What are the four-fold purposes of educationalaede according to Ikekhua and Yesufu
(1995)?
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Compare and contrast the purposes of educatiosedrenes as presented by Anakwe (2002)
and Ikekhua and Yesufu (1995).

4.0 CONCLUSION

You have learnt in this unit that research is actetor solution to problems. It is a process of

arriving at dependable solutions to problems thinaihg planned and systematic col ection,
analysis and interpretation of data. In educatiesearch does not mean a search that yields
infallible truth but rather a search that throwsvright on questions that concern educators.
Because, you as an educator, will be involved msither of necessity in decision making, it is
the organised body of scientific knowledge aboatdbucational process that will make the most
valuable contribution to decision making in edumati You wil also note that mere col ection of
facts, whether from reference books, from readingslibrary, from historical documents or

from questionnaires is not research, unless tloenmdtion derived from the analysis of the data
is used in solving problems.

50 SUMMARY

In this unit, you have read some of the definitiohsesearch. Educational research has also
been defined variously, but you have to remembarréssearch in education is one which
includes the fact that it is testable, verifialarposeful and activity-oriented. In other words,
educational research can involve those activitiggracesses which al ow one to systematical y
test and/or obtain a body of information, datar@¥®edge about teaching, learning or
conditions which affect teaching and learning.

You also learnt the characteristics of researahihiith you noted that research is objective,
precise, testable/measurable, replicable or vetdiatc. You have also seen the various
purposes of educational research in this unit.

6.0 TUTOR MARKED ASSIGNMENT

(1) Distinguish between Research and Educational Resear

(i) Discuss any four characteristics ofEducational Reteaccording to Anaekwe (2002).
Answer to SAE Question 1.1

1. Formulate your own definition in your own words.

2. The major differences between basic research amchédnal research is that while basic
research is general and applies to all aspectalasdbjects, educational research
involves all activities geared towards unravelledyucational problems or bringing about
improvement in teaching and learning.

Answer to SAE Question 1.2
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The four-fold purposes of educational researchraneg to lkekhua and Yesufu (1995) are:
0] To provide objective evidence to improve schiealrning;
(i) To controvert myths surrounding certain preesi nd principles in education;

(i)  To change beliefs characterizing practitionand products of education and the
consumers of the product of the education;

(iv)  To help place the work of the school and gests on a firmer ground with consumers of
education.
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1.0 INTRODUCTION
The research process provides a description afytsiematic procedure which is usually adopted
during research studies. As a scientific methouhwedstigation, educational research uses
investigative methods which are consistent withithgic procedures and operating conceptions
of science.
In other words, educational research process &laption of the basic research process which
utilizes the methodology of scientific thinking andcessarily goes about its business of problem
analysis in a series of stages and steps of aesivit The ultimate goal of these series of acasiti
is to search for dependable, valid and reliablevans as solutions to some defined questions or
problems in the field of education.

You wil note, therefore, that educational reseaisl shares in the values of the culture of
science. These stages of steps are in logicabseguvith one step leading to another and are
linked for one common goal.

In this unit, you will learn about the steps in tiesearch process, the types of research and the
relevance of educational research in Nigeria.

2.0 OBJECTIVES
At the end of this unit, you should be able to:

» explain the steps in the research process;

» discuss the types of educational research;

* enumerate the limitations involved in the applma of scientific method in educational
research.
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3.0 MAIN CONTENT
3.1 Steps in the Research Process

Educational research is taken to be applied séientiethod or basic research. It implies that a
researcher in education may take the underlisegabsif activities during research studies on any
educational problem. These steps should not beidered strictly as the only satisfactory
sequence. You, as a researcher or research warkgen your institution, may adopt some
modifications of the research process. This igpiable. Let us now look at the sequence
recommended for any educational research:

0] Identification of a Problem:

This is the most difficult step in the researchgass. It involves the discovery and
definition of educational research problem or peofig within a topical area of interest in
education. It has to be a problem or question wb&als with issues of sufficient
consequence to warrant investigation. The prolsramst be such that can be solved
through scientific investigation. It must not beaved problem, one whose solution is
available. It must not be a question requiringsYand ‘No’ answers. Examples of
educational problems are:

What are the causes of students’ unrest in ourenigistitutions? Should sex education
be introduced in our secondary schools? Whatrer@atterns, causes and solutions of
learning problems? What are the factors affecingents’ academic achievements?

(i) Review of Related Literature:

When a problem exists, review of related literatusea step two. However, in some

studies this is step one as a source of the probl&ou wil need to review books,

journals, magazines, theses and other materiateceto the problem of study, either

directly or indirectly. This will help you to idéfy some background information about

the problem of study. It will also help you to:

(a) eliminate duplication of what has been doneaaly;

(b) guide your formulation of research hypothesegustions;

(c) sharpen your focus of the study as well as goeinsight as to whether the problem
is researchable or not; and

(d) the type of problems you may encounter in ttoeg@ss and how to take care of them.

(i)  Formulating Hypotheses and/or Research Questions:

This calls for you to present clearly and concigbbylogical aspects of the problem in an
attempt to sharpen your focus on the problem.nviblives the conjecturing of the
relationship between the concepts and variablegife in the problem.
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(iv)

(v)

(vi)

(Vi)

(viii)

The hypothesis serves as a tentative answer fortiibem. It can be from the result of
employing logical processes of deduction and indadb formulate an expectation of

the outcome of the study.

Selecting the Research Design:

This implies the selection of the appropriate reseapproach for the investigation. A
research design can be a specification of the tipasafor the testing or verification of
the hypotheses under a given set of conditionsoapdocedures for measuring variables.
It involves the selection of persons or thingsecstudied. Examples can be descriptive
survey, experimental, quasi-experimental, factatedigns etc.

Collection of Data:

This stage aims at collecting relevant informafimnmeasuring the selected variables
and for building up a body of valid and reliableokriedge about the variables or the
research topic. Itinvolves the construction adohimistration of the measuring
instruments. Prominent among the techniques &eeviews, questionnaires,
observations, tests, rating scales, documentangssand records. You will learn more
of these as we go on in this course.

Data Analysis and Interpretations:

Data analysis implies extracting the required infation which will serve to answer the
research questions or test the hypotheses fromataecol ected and presented earlier.
The data col ected must be reduced, arranged asdmied in an organized form for easy
analysis, using suitable statistical techniquesis Will enable you to generate some
research findings from which conclusions and gdizatégons are drawn. You can
employ the help of computers and/or calculatorefmy and accurate data analysis.
Discussion of Research Findings:

Research findings from the analysis of data areudised to justify, interpret, explain and
further the development of theories for knowledgghis discussion is done in the context
and direction of the information gathered in thegass of literature review. You can see
that literature review is very important in thispect as it makes for very sound and
balanced discussion of findings.

Conclusions, Generalisation and Recommendations:

At this stage, you are expected to draw conclusiimm your research findings and to
make generalizations of your findings as generfited your samples to the larger
population.

You will have to bear in mind that the generatiéwalid findings, making of correct
generalisation and useful recommendations for ptesapplications to the field of
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(ix)

education help to bring about progress that magbestered in the development and
practice of education.

Writing the Research Report:

This is the final stage of activities in the prace$ conducting research in education.
You have the responsibility of making your procesfyifindings, conclusions and
recommendations available to others in an intd&dlegform. This involves a clear, concise
presentation of the steps in the study througlseamreh report.

Self Assessment Exercise 2.1:

What are the steps in the research process?

3.2

Types of Research

Educational research can be classified into diffetgpoes. These classifications may depend on
the goals, methods of investigation, kind of eviceeand analysis used. These classifications are:

3.2.1 On the Basis of Goal Typology

If we classify educational researches based ogdhés of the particular investigation and the
use to be made of it, then we will have basic ne$eand applied research.

(@)

(b)

Basic Research:

This is a type of research, otherwise called pesearch which is concerned with
obtaining empirical data that can be used to foatelexpand or evaluate theory. Its
main aim is to extend the frontiers of knowledgéhwio regards to the practical
application.

It investigates relationships between methods,gmalscharacteristics, environmental
variables and learning efficiency in order to degelillustrate, test and expand theories
of learning. It is not oriented in design or puspdowards the solution of practical
problems. But the findings of such studies magelied to practical problems that
have social values.

Applied Research:

This is the application of theories and princidiesn basic research to solve educational
problems. It is a research performed in relatmadtual problems which occur in the
field and under the conditions in which they anerfd in practice. It is aimed at solving
immediate practical problems. The findings helpeadors to make rational practical
decisions about specific problems. Applied redeaen be divided into three sub-
categories:

0] Action Research:
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This is undertaken by educational practitionersroter to solve their practical
local problems. It is aimed at developing newlskiinding new answers or
approaches to solve problems of current concetns practical and directly
relevant to an actual life situation. It is emgaliand relies on actual observation
and realistic information, or data rather than satiye opinions or past
experiences.

(i) Evaluation Research:

This is used to assess educational programmeslan tw improve their efficiency
by making necessary revisions or modifications.iRstance, a systemic
evaluation of the practice of some programmesaénstthool system may
necessitate modifications in the requirements atidips of the education
ministry. Again, the change over from one systémducation to another may
have been based on systemic evaluation. Examglehinge from 6-5-4 to 6-3-
3-4 and from 6-3-3-4 to 9-3-4 system may have l@med on the evaluation

research by practitioners.

(il Research and Development:

According to Nkpa (1997), this is concerned withr@&leping and testing
curricula, methods and materials to ensure maxirefiitiency of educational
products and practices. The trial testing in sthobthe curriculum materials by
the former Curriculum Evaluation Study and AdaptatCourse (CESAC) which
is now part of the Nigerian Education Research@edelopment Council
(NERDC) is an example.

3.2.2 On the Basis of Method of Investigation Typology

Classifying educational research based on the rdstbbinvestigation used, the fol owing types
of educational research may be distinguished:-

(@)

(b)

Experimental Research

In this type of research, independent variablesramipulated to observe the effects on
the dependent variables. It serves to determissiple outcomes given certain
conditions. There are two groups — experimentéleatment group and the control
group. The experimental group receives the treatnviile the control group may not
receive any treatment. The difference is noteduesad.

Ex Post Facto Research

Have you noticed a research study in which theareber attempts to conduct
experimental study in which he is not able to disemanipulate the independent
variables? In fact, randomisation is not possiblehe subjects may be grouped on the
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(€)

(d)

basis of some natural y occurring characteristi€ich variables like sex, race,
intelligence, aptitude, creativity, personalitgc®-economic status, etc. cannot be
directly manipulated. Sometimes, this type of aesk is referred to as causal
comparative studies.

Descriptive Research

This is concerned with either description and iotetation of existing relationships,
attitudes, practices, processes, trends, etceardmparison of variables. It does not
make attempts to manipulate variables. It mayibeed into many categories.
Prominent among them are:

0] Surveys

In this type of research, a number of data-gatiggssychometric tools and
procedures are used. These include questionntests, checklists, rating scales,
score cards, inventories, interviews, etc. Thdysttan be used to ascertain the
nature of a phenomenon from a relatively large nemalb cases. When you study
the entire target population, the survey is catledsus. Most of the times, the
entire population is too large to be handled. his tase, you have to use
appropriate sampling technigue to obtain a trupresentative sample. You will
learn about the sampling techniques later in thigge. You have to note that
representativeness of sample is critical to suresgarch, in order to make
reliable inferences about the target population.

(i) Documentary Analysis

In this type, documents and records are examinectfevant information.

Official gazettes, minutes of meetings, reportpaiels and blueprints can be
examined. Content analysis of curriculum matead classroom lessons can be
included as documentary analysis.

(i)  Case Studies

You may decide to investigate a detailed accouimaiziduals or aggregations of
individual cases may be treated as units undetypesof study. In other words,
you may decide to study a phenomenon in one schssdciation, organisation,
agency, one student, teacher, administrator, retarder to solve specific

problems through in-depth study.

Historical Research

This is a past oriented research; which involvesdcation, documentation, evaluation
and interpretation of available evidence in ordeuniderstand past events.
Understanding past events may lead you to greatiratanding of present and future
events. It may also prevent future pitfal s, ceregsuggest hypotheses which should be
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used for the solution of existing problems. ltsu® may be on social concerns,
educational practices, educational institutionthereducators themselves. In historical
research, evidence from relics, artefacts, docusnestords, oral accounts etc. are

usual y relied on. If you are undertaking a his@rresearch in education, then your
evidence may be sought from attendance registersficates, report cards, inventories,
manuscripts, equipment, records of newstalk, etc.

There are two main sources of research informati@nhistorical study. These are
primary source and secondary source. When evidsomoes from direct source such as
original documents, photographs, eye-witness adspiins called primary source. But
when a non-observer mediates between the origundérece and the investigator as in
books, research reviews, newspapers or storiegiparticipants, it is called secondary
source. As aresearcher, you should always daterthe authenticity of the evidence
you use.

3.2.3 On the Basis of the Kind of Evidence and Analysisaed Typology

Using this typology, research can be classifiequantitative, qualitative or multiple
perspective.

(@)

(b)

()

Quantitative Research:

This type uses information or data expressed ineriga values. Most experimental
studies fall under this type or category.

Data col ection methods include tests of variopgs$y experiments, questionnaire, rating
scales etc. Quantitative data are analysed usgingr @escriptive or inferential statistics.

Qualitative Research:

This type uses information which is verbal or namaerical. It makes use of qualitative
data yielded through interviews, observationsfats, documentary sources, audio and
visual materials among others.

Information could be analysed using transcriptamding, historical and philosophical
analysis. This can introduce elements of subjiégtim explaining, describing, collecting
and even analyzing information.

Multiple Perspective Research:
This type uses both quantitative and qualitativereach otherwise known as eclectic, is

usual y more comprehensive, yielding more geneataliisand holistic findings which are
more rigorous than any one approach.

Self Assessment Exercise 2.2
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0] What are the types of research based on methadsestigation?
(i) What are the types of research based on the typasdence analysis used?

3.3 Scientific Methods in Educational Research: Limitatons

You are aware that the underlying goal of the gdiermethod of thinking is rooted in the broad
goal of science which is to understand natural pheana through the fol owing steps:

0] accurate description;

(i) explaining the specified conditions necessary taialthe phenomenon in order to
attain easy prediction of the phenomenon,;

(i)  organizing the available evidence supportihg phenomenon in order to attain an
overal picture of the relationships surroundingthle components or variables
relating to the phenomenon under consideration.

Research practices shape their values after doegdsumptions. The concern of research is to
attempt to provide acceptable and verifiable exgi@ns to problems or questions raised in
order to explore the realities of the problemstigtothe use of scientific method of inquiry.
Educational researches employ the use of sciemtiéithod of research.

Vast quantities of empirical studies that are k#éahave been accumulated in education , yet
they have not attained the scientific status tymp€she natural sciences. This is because they
have not been able to establish generalizationagut to the theories of the natural sciences
in scope of explanatory power or in the capacityitdd precise predictions. There are several
limitations to this. These limitations are:

0] Complexity of Educational Phenomenon:

Educational phenomena, most of the times, are caxrgid unpredictable, unlike those
of the natural sciences. The natural scientisisdedh physical laws like Charle’s law,
Boyle’s law etc. which have relatively uncomplicghteariables. But in education, you
deal with human behaviour and development, bothdigiduals and as members of a
group. In this case, numerous variables affedh glnenomena independently and in
interaction and make them difficult to study withse.

(i) Measurement Problems:

In the natural sciences, we use instruments lilez rtape, thermometer, barometer,
wind-vane, weighing balance, ammeter, galvanonettewhich give perfect and precise
measurements. Butin education, you will notaget instrument which can yield as
perfect and precise measurement.

(i) Difficulties in Observation:
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(iv)

(v)

(vi)

(vii)

Observation is a very important aspect of sciemtether social sciences or natural/
physical sciences. But, it is more difficult amgky to have perfect observation in
education, because it is more subjective and fratpusvolves personal interpretations
of such things as: motive, values, attitudes elaclwvare not open to inspection.

Difficulties of Control:

Possibilities for effective control of experimentainditions are much more limited in
education than in the natural sciences. Thisasubrge rigid control of the experimental
conditions is possible in the laboratories inmh&ural sciences. But in education many
variables including extraneous variables whichrexeknown by the researcher, affect
and influence the results.

Difficulties of Replication:

When two or more chemicals are put together irstttde, the result of the reaction can
be observed and reported objectively. This carepkcated or reproduced to get the
same result anywhere in the world.

But it is very difficult to replicate an experimeffdr instance, in teaching methods

carried out in Nigeria, in any other part of therldo In other words, replication is very
difficult to arrange in education.

Experimental Contamination

The presence of the researcher or investigatoclcange the behaviour or affect the
responses of the human subjects in educationanase This can result in the faking of
behaviours which will influence the result. Thandoe referred to as Hawthorne effect.
It does not happen in the natural sciences. Hadahis mixed with an alkali, they will

form a salt, whether the experimenter is thereobisiimmaterial.

Problem of Randomisation

It is easier to randomise non-human subjects ihatberatory than the human subjects.
Randomisation may not be perfect in education dwministrative constraints and
faking.

Self Assessment Exercise 2.3;

What are the limitations involved in the applicatiof scientific methods in educational
research?

4.0

CONCLUSION
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In this unit, you have seen that the educatiorsdaech process is an adoption of the basic
research process which uses the methodology aftg@ehinking and necessarily goes about its
business of problem analysis and/or solving inreesef stages or steps.

The ultimate goal of these series of activitie®isearch for dependable, valid and reliable
answers as solutions to some definite questiopsatriems in the educational field.

You can therefore say that educational researchséiares in the values of the culture of

science. Al the stages and steps of educatiesabrch are in logical sequence with one step
leading to another, linked for one common goal.

However, as you have seen, educational researcioitha as perfect and precise, as accurate
and objective as experiments in the natural sceedae to some limitations.

5.0 SUMMARY
In this unit, you have learnt the steps in the atiooal research methods. These steps are:

0] Identification of the problem;

(i) Review of related literature;

(i)  Construction of hypotheses and/or questions;

(iv)  Constructing the design;

(v) Data col ection;

(vi)  Data analysis and interpretation;

(vii)  Discussion of research findings;

(viii)  Conclusion and recommendations, and

(ix)  Writing the report.

You have also learnt that educational researctbeastassified in different types. These can be
on the basis of goals; in which we have basic rebeapplied research. On the basis of method
of investigation, we have: experimental, ex postdadescriptive and historical. On the basis of

kind of evidence and analysis, we have qualitadive quantitative researches.

You have learnt the limitations in applying sciéintmethods in educational research. These
include:

0] complexity of educational phenomenon;
(i) problems of measurement;

(i) difficulties in observation;

(iv)  difficulties of control,

(v) difficulties of replication;

(vi)  experimental contamination; and

(vii)  problem of randomisation.

6.0 TUTOR MARKED ASSIGNMENT
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(1) List the steps in the research process.

(i) What are the two types of research classified aiegrto the kind of evidence and
analysis? What is the major difference betweerioetypes?

(i) Mention five limitations of applying scieniid methods of inquiry in educational
research.

Answer to SAE Question 2.1
The steps in the research process are:

0] Identification of the problem;

(i) Review of related literature;

(i)  Construction of hypotheses and/or questions;
(iv)  Constructing the design;

(v) Data col ection;

(vi) Data analysis and interpretation;

(vii)  Discussion of research findings;

(viii)  Conclusion and recommendations, and

(ix)  Writing the report.

Answer to SAE Question 2.2

0] The types of research based on methods of invéstigare:

@) Experimental research
(b) Ex post Facto research
(c) Descriptive research
(d) Historical research.

(i) The types of research based on evidence aalysis used are:

(@) Quantitative research, and
(b) Qualitative research

Answer to SAE Question 2.3
The limitations in the application of scientific theds are:

0] Complexity of educational phenomenon;
(i) Measurement of problems;

(iif) Observation difficulties;

(iv)  Control difficulties;

(v) Replication difficulties;

(vi)  Experimental contamination; and

(vi)  Randomisation problems.

31



7.0 REFERENCES AND FURTHER READINGS
Anaekwe, M.C. (2002). Basic Research Methods aatisfits in Education and Social Sciences.
Enugu: Podiks Printing and Publishing Company.

Ikekhua, T.l. and Yesufu, J.T. (1995). Exposingdaesh Methods in Education Study and

Reporting aid for Students and Beginning Reseasch®arri: Ar B10 Publishing
Limited.

Nkpa, N. (1997). Educational Research for Modermo&rs. Enugu: Fourth Dimension
Publishers.

Olatian, S.0. and Nwoke, G.I. (1988). Practicaldaesh Methods in Education. Onitsha:
Summer Educational Publishers.

32



UNIT 3 THE RESEARCH PROBLEM
Table of Contents

1.0 Introduction
2.0  Objectives
3.0 Main Content

3.1 Identification of Research Problems

3.2  Sources of Research Problems

3.3 Criteria for Problem Selection

3.4  Background of the Study

3.5  Statement of the Problem

3.6 Purpose of the Study

3.7  Significance of the Study

3.8  Scope of the Study

3.9  The Research Hypothesis

3.10 The Research Questions
4.0 Conclusion
5.0 Summary
6.0  Tutor Marked Assignment
7.0  References and Further Readings
1.0 INTRODUCTION
Research problem is the focus to which all reseeffciits are geared. At the root of every
research, there is a problem which must be eskedalito justify the research. You will have to
design investigations to find solutions to the pealn This is the goal you have to accomplish.
This is because it is the problem that requiresnéitin. At this point, the question that should
bother you should be hinged on what constitutessaarchable problem.
According to Nkpa (1997), a problem arises whenrtkerplay of two or more factors result in
one of three possible problematic outcomes. Thesea perplexing state, an undesirable
consequence, or a conflict for which the appropraurse of action is controversial. In order to
find the problem, solution, classification of therplexing state, elimination or al eviation of the
undesirable consequence, or resolution of the iotsftan then be made.
In this unit, you will read about the problem sél&t, sources of the problems, criteria for
problem selection, delimitation of the problem,.etc

2.0 OBJECTIVES
At the end of this unit, you should be able to:

» select a research problem in your area of interes
» outline the various sources of research problems;
* enumerate the criteria for selecting a problenrésearch;

33



» explain the background of the study;

» describe the statement of the problem;

» explain the purpose of the study;

» discuss the significance of the study;

» describe the scope of the study;

» formulate different types of research hypothesis;

» differentiate between research question and Ingsis.

3.0 MAIN CONTENT
3.1 Identification of Research Problems

As a beginning researcher, you may find it difftdol decide on what is a suitable research
problem. You may spend considerable amount of @re&mnining many research problems
without being able to make up your mind on whiclsétect. Your indecision may be due to a
fear of selecting difficult problem which you canmasily tackle. You have to note that
common errors in selecting problems arise whenitiond, objectives, questions, hypotheses,
topics or uncomfortable feelings are mistaken fabfems.

You have to distinguish between your problem arbgchvis of interest to you and the research
problem itself. Let is be clear to you that a peof area of interest is the broad area or topic,
events, phenomenon which you want to study, s&gutation. This area of interest may be
hazy, nebulous, ethnical or inconsequential abtiset. It may remain so long after you have
given thoughtful and adequate consideration toliit.this case, you are advised to steer clear of
the topic, even t or phenomenon.

Before you arrive at a researchable topic, thezdlaee systematic stages of reductive
deductions which are very necessary for you to ftaka the general problem area. These
include:

(@) locate a general problem area in your particukddfof interest;
(b) pin this problem down to a manageable size, and
(c) state it concisely in a form that can be empincallvestigated.

These steps are not as easy to take as they IBok.you have to note that a good research work
is a difficult thing to undertake. No easy resbaapic which can be effectively carried out
without careful and logical planning. But if yolcav your interest to be your guide and you
choose a topic that personal y appeals to youresudt of your previous activities and readings,
you will be motivated to spend the long and difficvours and the painstaking efforts that are
necessary for the effective execution of the study.

It may interest you to note that not every investimn or study qualifies to be called a research
study. You have read earlier, in this course, ¢aicational research is aimed at solving
problems in education or providing answers to qaest Therefore, if no problem exists or
cannot be identified then a study in that area lshoot be attempted. There must be a pressing
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problem or a need which requires attention. If laue a strong feeling about the need to solve
this problem, it becomes easier for you to be ssgfoéin the study.

Note that a good research study should be ableat@ra definite contribution to knowledge.
You have to know also that merely gathering theniopi of people is not necessarily research.
Later in this unit, you will read about the critefor selecting a researchable problem.
Meanwhile, let us look at sources of problems

3.2 Sources of Research Problems

If you are asked how research problems are idedtdr located, the question may be theory for
you. It becomes useful therefore to suggest thiews sources through which research problems
may be generated. These are:

0] Personal Experience

If you are an experienced teacher or have hadgdgperience in the educational
practices or observing existing practices in thecation system, you would have come
across a number of problems, imperfections, incb@scies, puzzles or some gaps which
need to be dealt with. Through your interactionsthyweople and facilities in your
professional experience, you may have discovereglsavhere knowledge is lacking and
answers have to be found.

(i) Literature

When you have an extensive review of literaturpratvides you with some researchable
problems. Textbooks, theses and dissertationsarels reports in journals and
educational periodicals, conference papers amdrmgyotould provide some tit-bits on
researchable problems or topics.

Apart from suggestions for further research avéalabtheses and dissertations, you may
encounter contradictions, inconsistencies and igfigatory findings in some areas of
investigation. You can then carryout a study liarfithe gaps. In addition, your study
could contribute to knowledge through improved mdtiiogy or modifications to

existing theory.

(i)  Experts’ Opinion

Consultations with professionals in a particulafdj educationists, research fellows,
thesis advisers or supervisors, etc. could guideiryadentifying your problem area.

They will help you to clarify your thinking to ade a sense of focus and to be articulate
and concise in your research topic. This dependgar interest in having an original y
thought out problems. It is not good to just cdilerevious research topic or to go and
copy already written project reports from othetiimsions. Though this is what
undergraduates do these days, it hampers and/vuctissacademic growth and

upliftment.
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(iv)

(v)

(vi)

(Vi)

(viii)

Government Publications

Most of the times, some government policies, intest or views on education can be
published through whitepapers, gazettes, newspapansletters or through the radio
and television or even though circulars.

Research topics could emanate in response to argoeat identified problems. Such
studies may focus on evaluation of existing edocati programmes like, the Universal
Basic Education (UBE), the 9-3-4 system of educatibe factors of 6-3-3-4 system of
education etc.

Internet Sources

These days what is in vogue is electronic learmnghich people study by entering into
any library in any part of the world to get curranid updated information on any field
including education.

Through the internet you can avail yourself theapmity of getting current research

findings or write-ups on any area of interest. Yam see different methods of solving
the same problem you have and you can apply suttoghein your own situation.

Innovative and Technological Changes

These are lots of innovations and changes espeutiathe use of information and
communication technologies (ICT) in education. Scohcepts as e-learning, m-learning,
e-business, e-government, e-commerce, computategsnstruction (CAl), computer-
base training (CBT), and conferencing among otbansbe investigated to determine
their effects, effectiveness, implementability ur gituation.

An appraisal of such teaching strategies like grseip-evaluation, cooperative learning,
team teaching, mixed ability grouping, vertical amdorizontal teaching etc. could yield
researchable topics.

General Education Problems

You have noticed that in Nigeria and many otherettgying countries, there are so many
general problems facing education. These educatfwoblems can be narrowed down to
obtain a specific educational problem which you leandle effectively.

Replication
Replication or repetition of an earlier study enteued in the literature review can help
to increase the generalisability and validity af findings. The replication can be done

using different geographical contexts, differertjsats, different levels, different time
periods, different methodology or different instremts.
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(ix) Theory

Theories are statements put forward to explain pimama, events or situations. They
propound general principles for which applicabibtyeducational situations require
research. According to Nkpa, theories are festilerces of research problem. This is
because from theories, relationships among vasatda be predicted, tested and
established.

Self Assessment Exercise 3.1:
What are the various sources through which resgamdfiems could be identified?
3.3 Criteria for Problem Selection

Most of the times, several potentially researchabidlems abound. Your problem becomes
how to select the most appropriate one for invatibg at any given point in time. Most
beginning researchers have faced this difficultagion, that some of the time; they start with

one problem and abandon it for another. They atmpt or make trials on several other

problems before choosing one. This results in cessary delays in conducting the research.
To avoid such pitfalls, you should be able to eatdithe research problems in order to select the
most expedient, using the fol owing criteria;-

() Significance

You have been told earlier in this course thatuiltienate goal of research is to enrich
knowledge. In selecting your problem, therefaréeihoves on you to select one whose
solution would make the most valuable contributothe body of organised knowledge.

This contribution could be in the area of methodgldheory, practice or replication of
existing findings to yield more reliable knowledgeto improve the generalisability of
earlier findings. The contribution can be usedhdify, refine or replace existing
theories and relationships, in order to influeneducational practice.

(i) Researchability

For a problem to be researchable, it has to invelreables which can be defined and
measured. There are problems which cannot be dabjex systematized investigation.
Many philosophical and ethical problems cannotthdied empirical y; otherwise the
findings can only yield useful information that dag used to find answers to those
ethical and philosophical questions.

For instance, how can you study the influence aftspl powers on the academic
achievement of pastors? Note therefore that uarelsability is a result of unavailability

of the required measuring instruments and the lityabf the researcher to construct and
validate novel instruments.
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(iii)

(iv)

Suitability

The problem of investigation should be suitabléhspeculiarities of the research. The
problem is suitable if:

(@)

(b)

(€)

(d)

(€)

(f)

it is relevant to your professional goal. It slcbolake you more knowledgeable
and more proficient in your career,

it is meaningful and interesting. In which case yave to be enthusiastic enough
to investigate the problem thoroughly and to pezsetill the end of the research;

the solution should be within your level of compete. You have to be

knowledgeable in the use of the relevant instrusjestherwise you have to
acquire the expertise within reasonable time.

In other words, you have to have the relevantskiikperience, expertise and
competencies and be wel -acquainted with the egishieories and concepts in
the area;

you should consider the availability of the regdireanpower, equipment,
finance and other resources. Avoid problems witmsay variables which only
large scale studies by a team of researchers htangg amounts of funding can
tackle;

you should consider that the time required to get@priate solution to the
problem is realistic for your programme. Thera tame limit for research
undertaken for degree purposes. You have to censids time limit in choosing
the problem;

you should consider the accessibility of the resieoits or subjects and the data.
For instance, if you use governors, ministers onmmdssioners as your subjects,
you have to consider how to reach them with ease.

Viability

A research problem should be viable. In this casmn be expanded or fol owed up in
further researches. It should not be a dead e&slyou answer the research questions,
further questions which require investigations stide generated.

Tuckman (1972) summarised these criteria in foumtgso

PobdpE

What is/are the relationship(s) between thedwmore variables?
State the problem clearly and unambiguously.

Ensure that it is possible to col ect data teesthe problem.
Avoid dealing with moral and ethical issues.
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3.4 Background of the Study

This is the introduction to the study which usuantains a brief explanation of the concepts in
the title as they relate to the study. A conadermation required to understand the problem is
presented here. According to Ali (1996), it prasdat a glance, a concise information of the
major theoretical, empirical and experimental cdesations or substance upon which the work
is anchored.

The background information wil put the researabbpem into perspective. It has to be sharp
and precise without an outburst of personal bias this stage, you have to highlight al the

variables of interest in the study as well as thg@rplay with the research problem. You can
even cite few works already done in the area whrcimpted your investigation in that area.

35 Statement of the Problem

The statement of the problem is a concise, cledmp&rsuasive information on the subject
matter of investigation as wel as the variablempéd for investigation. It needs to be very
specific and direct.

It is presented in a logical sequence. It startis such information required for the
understanding of the problem, some justificatiorduding citations and a declarative statement
or an amplification in the form of question.

Self Assessment Exercise 3.2:

0] Enumerate the major criteria for problem seleciioresearch.
(i) What is the statement of the problem?

3.6 Purpose of the Study

In the last section, you were told that the statgroéthe problem is a statement which pinpoints
what is wrong with or about the subject mattemtéiest. But the purpose of the study provides

you with an overview of the intention of the stual/contained in the research title and its
breakdown in specific terms. What do you intendd@

This is presented in a clearly and unambiguousrstant which must be expressed in a language
couched in proposed undertaken action that is tenabnsible and practical.

3.7 Significance of the Study

This is the rationale for the study. It explaihe tise or the importance of the findings and the
who and how such information will be useful. Kakxplains how the findings would contribute
in terms of extending the frontiers of knowledgasing new questions or suggesting variations
in the existing practice, or to reveal a gap whiahstudy will close.

3.8 Scope of the Study
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This gives you the extent of the content coveragehvyou could tackle with the available

resources. It involves the delimitation of the studich specifies the boundaries to be covered
in the study.

3.9 The Research Hypothesis

The word ‘hypothesis’ is a combination of two wordshypo and thesis. Hypo means “less
than”. Hypothesis means therefore “less than sishe While a thesis is a proposition to be

proved or defended, a hypothesis can be refeorad & reasonable guess or thesis which
although derived from some sort of evidence idgdte tested or proved. It is a statement which
gives an insight of what you expect to be the auteof your study regarding the variables

contained and investigated in the statement optbblem.

In other words, the hypothesis is in itself an argltion for certain observed or observable
events, behaviours, phenomena or predictions wghnds to how they occur, why they occur or
when they occur. These expectations and explarsatimst be clear, succinct, testable and

verifiable. The aim of a hypothesis is not to @@nything, but to test whether it should be
accepted or rejected. Thisis done with dataroigsly and painstakingly col ected through

empirical research.

According to Tuckman (1972), there are three charestics of a good hypothesis. These are:

0] It should conjecture upon a relationship betweem dwmore variables;
(i) It should be stated clearly and unambiguously enftnm of a declarative sentence;
(i) It should be testable.

Hypothesis can be classified as scientific or stigal. A scientific hypothesis is a suggested

solution to a problem. 1t is an intel igent, infeed and educated guess. While statistical
hypothesis is a statement about an unknown paraméter a hypothesis to be useful, it must be
both scientific and statistical.

Hypothesis can also be classified as either inder deductive. Any hypothesis stated based
on mere observation, not based on any verifiabia diaevidence, but used for predictions is an
inductive hypothesis. But any hypothesis thagstable based on col ection and analysis of
relevant data to support or reject, is deductive.

There are two types of deductive hypothesis useanpirical or scientific research. These are
the alternative hypothesisaldr Hi and the null hypothesisoH The alternative hypothesis states
that there is a statistically significant differenar relationship between two variables, two
individuals or two events, (x =/ y). This can beedtional or one-tailed test, because it tells you
the direction of the difference. For instances heétter than y. Students who learn by practical
application do better than those who learn by tbical lessons. Trained teachers teach better
than untrained ones. The alternative hypothesisatso be non-directional or two-tailed test of
significance. This indicates that there is a stial y significant difference, but does not show
the direction of the difference. For instance,nd 8 are not equal; there is a statistically
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significant difference in the performance of stugan the science classes and those in the arts
classes.

The null hypothesis, Ho is a no significant diéfiece hypothesis. It states that there is no
statistically significance between the two groupsariables under study. Thusx= y. For
instance, there is no significant relationship lestw class size and students’ performance in
mathematics.

Self Assessment Exercise 3.3:

0] State two directional alternative hypotheses.
(i) Enumerate two unidirectional alternative hypotheses
(i) List three nul hypotheses.

3.10 The Research Questions

These are the major questions which you seek twearthrough the study. They provide a
useful basis for providing descriptive data whicaynthen be used to get richer picture of the
problem investigated.

In constructing research questions, you have te tinat simplicity and clarity of language are

very important. Use short, crisp and precise golest Again, the question should seek answer
to one thought or idea. It should not be doublalbed. Probing questions are generally
preferred. Do not overload yourself with work,fs@ questions and one or two hypotheses are
enough workload for a typical educational resear&uth research questions and hypotheses can
be included in one study to serve different but pmentary purposes.

Self Assessment Exercise 3.4:

Select a research title in any area of your chimi@ducation and construct five potential
research questions which could be used for thestrgagion.

40 CONCLUSION

You have seen from this unit that the selection@efthition of research problem can be very
difficult a task for the beginning researchers wkoy often catch every straw in the wind as
research problem. But you have also noticed thatpossible to select and define your research
problem from which statement of the problem canltes

Note that once an acceptable problem is statbeécitmes possible for you to have a clear and
rich picture of what you intend to do in your stuhyd how you can proceed to do it. This will
now make it possible for you to clearly discuss dascribe the scope, the purpose, the research
guestions, hypotheses, significance and even ba/eperational definition of terms in your
study.

5.0 SUMMARY
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In this unit, you have been presented with a ptattpproach towards discussing the issues
about the research problem. You have seen thagkthiv is difficult to select and define a
research problem, yet if you locate a general gmlbdrea in your field of interest, you pin it
down to a manageable size and state it concisayfanm that can be empirically investigated,
you have solved a lot of the problems.

You have worked through the sources of researdblgmts which include: personal experience,
literature, experts’ opinion, government publicaipinternet sources, innovative and
technological changes, general education problegpsications and theories. The criteria for
problem selection include: significance, researdigbsuitability and genesis of further
research.

In this unit also, you learnt about the backgroahthe study, statement of the problem, purpose,
significance, scope of problem, including resedrgbotheses and questions.

6.0 TUTOR MARKED ASSIGNMENT

1. What are the various sources of research problems?
2. Explain the criteria for selecting a research pzotl
3. Use two examples each to explain alternative hygsashand null hypothesis.

Answer to SAE Question 3.1
The various sources of research problems are:

(1) Personal experience;
(i) Literature;
(i)  Experts’ opinion;
(iv)  Government publications;
(v) Internet sources;
(vi)  Innovative and technological changes;
(vii)  General education problems;
(viii) Replication;
(ix)  Theories.
Answer to SAE Question 3.2

1. Major criteria for problem selection in research:ar

0] Significance

(i) Researchability

(i) Suitability

(iv)  Genesis for further research.
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2. Statement of problem is a concise, clear and psrsianformation on the subject matter
of investigation as wel as the variables planmedrivestigation.

Answer to SAE Question 3.3

You can state your own hypotheses.

Answer to SAE Question 3.4

You can select any title of your choice in eduaatio

7.0 REFERENCES AND FURTHER READINGS

Ali, A. (1996). Fundamentals of Research in EdwratAwka: Meks Publishers (Nigeria).

Anaekwe, M.C. (2002). Basic Research Methods aatis8ts in Education and Social Sciences.
Enugu: Podiks Printing and Publishing Company.

Ikekhua, T.I. and Yesufu, J.T. (1995). Exposingdaesh Methods in Education Study and

Reporting aid for Students and Beginning Reseasch®arri: Ar B10 Publishing
Limited.

Nkpa, N. (1997). Educational Research for Modermo&rs. Enugu: Fourth Dimension
Publishers.

Olatian, S.0. and Nwoke, G.I. (1988). Practicaldaesh Methods in Education. Onitsha:
Summer Educational Publishers.

43



UNIT 4 REVIEW OF LITERATURE
Table of Contents

1.0 Introduction
2.0  Objectives
3.0 Main Content

3.1  The Concept of Literature Review

3.2 Purpose and Value of Literature Review

3.3 Steps in Reviewing Related Literature

3.4  Citations

3.4.1 Examples

3.5  Ethical Considerations in Research
4.0 Conclusion
5.0 Summary
6.0  Tutor Marked Assignment
7.0 References and Further Readings
1.0 INTRODUCTION
In the last unit, you worked through identificatiohproblem in educational research. You
learnt that a researcher is interested in seekinthé relationships between two or more
variables.

These selected relevant variables are fully exadhthrough a thorough review of related
literature. This forms the basis for the invegiigaprocess. This is because it provides you
with the opportunity to look into the pool of knatdge available to you.

It is the most important aspect of planning andyiag out research in education. It provides
much of the theoretical reference point or basisufalertaking a proposed study.

In this unit, you will be looking at the conceptlidérature review, the purpose and value,
sources, steps, skills, citations and ethical aarations in the review of literature.

2.0 OBJECTIVES
After working through this unit, you should be abde

» explain the meaning of literature review;

» outline and discuss the purposes of literatuveere

* enumerate the steps in reviewing related liteeatu

» demonstrate some skills in citations and refdarag)c

» list the ethnical considerations in reviewing liberature.
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3.0 MAIN CONTENT
3.1 The Concept of Literature Review

From the introduction, you have noted that no megiai research can be conducted without a
thorough literature review. It is very importahetefore for you to understand what is meant by
the review of literature. According to Nkpa (199lferature review is the systematic study of
all existing work that are relevant to the reseavork. It is concerned with locating, reading,
evaluating and citing reports of related research.

In his own definition, Ali (1996) described litewae review as the careful and systematic
identification and or location, documentation, sl and reporting of information which are
relevant, related and useful to the present stullyother words, it means making an extensive
searching, reading and assessment of all avaitaaterials written and related to the problem of
investigation. It could also involve some condidias with col eagues, lecturers, supervisors,
known experts in the area of study as wel asiltharly and internet sources so as to identify
sources from which review information can be oledin

Though this exercise can be tedious with some stadget if you do it carefully and
systematically, it can in fact be one of the mdstl@nging and interesting aspects of any
investigation.

3.2  Purpose and Value of Literature Review

You have already noticed that the review of relditedature is very important. This is because
according to Nisbet and Entwistle (1979) and Nwd®81), so much has been discovered by
scholars all over the world that almost every amsg/available already in the literature.
Therefore, all you need to do is to patiently cdinthe literature of past works which are related
to your work in order to gain knowledge of how same or some people had solved such type
of problem you are saddled to study at the momdnterature review serves the fol owing
purposes in research:

1. It can reveal to you sources of data that you n@yhave known about their existence;

2. It can describe methods of dealing with problemations that may be similar to your
own;

3. It can reveal to you how other researchers havdledmethodological and design issues

similar to yours;

4, It can introduce you to important research persbesiwhose works and findings you
may not have come across;

5. It can help you to evaluate your own research effoomparing your work with similar

efforts of others;
It can provide you with new ideas and approachasrttay not have occurred to you;

45



7. It can increase your confidence in selected tdprou find that others have interest in the
topic or have found value in investing time, effand resources into its study;

8. It can help you determine the sampling stratedgiasshould be used in order to avoid
sampling problems encountered by other researchers.

Olaitan and Nwoke (1988) summarised these purpases
0] uncover, discover and evaluate information;

(i) establish new relationships by analyzing and sgititeg established evidence or
discovering new ones;

(i)  replace an existing concept or completelyateesa new concept in an attempt to translate
them into practical use;

(iv)  verify existing concepts by re-examining themises on which the concepts were
created.

Tuckman (1978) also summarised the purposes s#yatdiiterature review uncovers;-

1. ideas about variables that have been proven impaatad unimportant in a given field of
study;
2. information about work that had already been damkvehich can be meaningfully

extended or applied;
3. the status of work in a field in terms of conclusand application;

4, meanings and relationships between variables thedesarcher has chosen to study and
wish to hypothesise about.

Self Assessment Exercise 4.1:

1. What is literature review?
2. Summarise the purposes of literature review acogrth Tuckman (1978).

3.3  Steps in Reviewing Related Literature

Over the years, the library has been the stockéntarsencyclopaedia, dictionaries, textbooks,
journals and periodicals, magazines and newspap@ijects, theses or dissertations. It has been
a repository of writings, books and manuscripts hak also been a kind of literary museum for

books and manuscripts. If you have been to aibigrly like the National or State Libraries or
even University Libraries and Company Librarieg British Council Libraries, you would see

that the ability to use the library is an indispasls asset to effective review of literature.
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However, with the explosion of information and/dkaowledge, ideas in every human interest
have been altered as a result of research findindsapplications of information and
communication technology (ICT).

Since libraries can no longer hold al the requirddrmation and again since the users of

libraries have become more sophisticated in thamteszand desires for knowledge and since ease

and speed of access to information are very impbpaorities in library search, two types of
libraries have evolved. These are the physiceddies and the e-libraries.

The e-libraries or virtual libraries provide newysaf storing and accessing vast amount of
information from any part of the world. The usecomputer, CD-ROMs, floppy disc, flash
drive, etc. are fast replacing and supplementiegstielves of texts and periodicals.

In other words, with the computer, you can accegsype of vast amounts of information,

countless online data bases and manipulated fadfieamation with increased accuracy,
efficiency and little or no time.

A summary of the steps you can use in conducting lterature review are as fol ows:

(i)

(ii)

(iii)

(iv)

(v)

(vi)

(vii)

Identify, select and list the key words or concepltsch are associated with the topic of
investigation.

Use the selected key words or concepts to acckssan references from such

preliminary sources of information as the catalgdbe index and dissertation abstracts
or computerized referencing services.

When you have obtained the list of usefulereinces you can now consult libraries and
other information depositories in order to acce$srences materials. You can also make
use of the internet to access the materials.

Before you start reading, you should be ablgét index cards on which to record the
information, prepare a note card or index carcefoh reference material consulted, such
that at the end you arrange them sequentially doupto subheadings in the literature
review.

Read the reference materials and as you read megfenbtes and pay attention to the
problem, procedure, design, result or just the samgrfor theoretical opinions.

For quick identification, each entry on an@xdcard should be clearly coded at the top
using the key words for the broad topic. Aftestlihe author’'s names and date of
publication come next, fol owed by the title of therk and the full citation of the work
and the ideas which you find useful.

In writing out the references in the indexds, you have to choose a referencing style
and be consistent with it. You will learn moretors in the section on citation.
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(viii) Ensure that you review or dwell more on ghdmary sources of information than the
secondary sources. This will enhance the authgntityour work, and provide you
with comprehensive, unadulterated and un-mutilitstthand information.

(ix) Consult the most recent references first. shall help you to save time, get the most
recent materials and avoid redundant and unnegessderials.

x) You will save a lot of time by first reading thrduthe abstract and/or summary of any
referenced material. This will enable you to qlyckscertain the relevance of the
materials.

(xi)  Lastly, organise and write-up all the insigltau received while reading. This should be
a critical appraisal of the state of the art indhea of investigation. You have to ensure
that you understand all the related issues. Téasianust flow in accordance with the
trend of thought.

Self Assessment Exercise 4.2:

Identify any topic of your choice in any area ofiyehoice in education. Do a literature review
on the topic fol owing the steps above.

3.4 Citations

Whenever you lift any idea or ideas from any refessl materials, you must duly acknowledge
the source. This includes verbatim quotationsaparased statements, diagrams, tables etc.
You have to note that careless statements frompegyess and magazines are not appropriate in
research. Sources can be cited in the text imwarnvays, while full bibliographical details of

the reference materials are listed at the endeoitite-up. You will see some examples later.
Different formats for preparing references are latéde.

In educational research reports, the style usetlise withy most psychological journals such

as the journal of educational psychology, the jauaf the APA — American Psychological

Association, the British or Turabean style etc. t Biwst universities in Nigeria prefer and use the
APA style.

3.4.1 Examples
Some of the examples are as fol ows:
0] For a paraphrase; the source can be cited in afftaree ways. These are:

@) in the middle of the sentence e.g. the Nati@men University of Nigeria
(NOUN), like most tertiary institutions in Nigeriaccording to Okonkwo and
Osuji (2003), makes use of the two modes of assassior her students;
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(b) at the end of the sentence e.g. our educationsdrayseeds a radical departure
from the conventional face-to-face system to thertinodox open and distance
learning system (Osuji and Salawu, 2006);

(c) at the beginning of the sentence e.g. Nkpa (196&firens that derived scores
have been shown to be more useful than raw scoitbe identification of
students’ potentials.

(i) For Quotations; if the quotation is verbatim, iersclosed in a double inverted commas or
guotation marks. You have to insert the sourcé e page number from where the
statement is lifted e.g.

According to Osuji (2006:71), “The simplest bui@de and unreliable method of
estimating variability which is usually affected the presence of two extreme scores is
the range”

or

“Derived scores are more useful than raw scoregléortifying the potentials of
students” (Nkpa, 1992:54)
or

Nwana (1979:23) said that “Measurement were natlabsy dependable, however,
otherwise all ten results would have been exabtysame”.

You have to bear in mind that quotations longenttimee typewritten lines or more than 40
words should be indented. There will be no quotatharks, but the page is indicated after the
year of publication.

You wil have to note that verbatim quotations nugsitain the exact words, spel ings,
capitalization and interior punctuations of thegoral source. If you have to effect any change
like underlining or italicizing of words for emphasyou have to enclose the words “italics
added” in brackets immediately after the underlioedalicized words.

Similarly, if you insert any remarks into quotedter&l, you should enclose it in square
brackets. Again, if you have to omit any word ards from a quotation, you have to indicate
the omission by using three dots (...). This cameéyeused more than once in a quoted
material to indicate all missing parts.

If you want to make reference to more than oneipatibn of an author for the same year, you
have to use the letters (a, b, c, d etc) to distsigbetween the different works e.g. Osuji, 2006a;
Osuiji, 2006b; Osuji, 2006¢. If you are going ttedivo or more publications in the same
parenthesis, they should be arranged chronologieaj. Jegede (2001, 2003, 2005, 2006) or
Otto-Peters, 1980; Okeke, 1984, Jegede, 2001, A2@a5 and Koul, 2006.

When you want to cite joint authors, both namesukhbe cited each time the publication is
cited in the text, where you have only two authegs Okonkwo and Osuji (2003). But where
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you have more than two, but less than six autt@rsthe authors are cited in the first time the
publication appears in the text, subsequently,cayucite only the first author fol owed by “et.
al” e.g. Osuiji, Salawu, and Aiyedun (2006:15) ... seduently, it becomes Osuiji et. al.
(2006:15).

Where the authors are a corporate body, you hage/éathe name of the body in full in the first
instance. Subsequently, citations of the publicawill bear the abbreviated name e.g. National
Open University of Nigeria (2003) can be abbrexdateNOUN (2003). National Educational
Research and Development Council (1989) can be NERD89). Abia State University (2000)
can be ABSU (2000). Indira Gandhi National Opemvérsity (2005) can be IGNOU (2005).

On the reference page, al works cited in the textonsulted should be shown arranged in
alphabetical order. For unpublished theses/dssents, e.g. Osuji, U.S.A. (2002). The Effect of
Group-Self-Evaluation on Learning Outcomesipublished Masters Dissertation. Uturu: Abia
State University Library. You will have to readse research textbooks to get more examples.

Self Assessment Exercise 4.3;

Get some research or academic journals. Cheabittitens critically. List ten (10) different
citations and examine their conformity to the A.Pnadel.

Some of the times, you have to use the interngbtwce for your materials. These days, every

research problem or topic or words or variableshmatocated with ease and showing different
types of findings and write ups on them. When yse any of such materials, you have to cite
them e.g. Koul (2005): Current research findingsl{oe) http://www.nounonline.com/noumgt
or Osuji and Adeoye (2006). Effective supervisiod assessment of teaching practice (on-line)
http:/ www.nou.edu.ngsourced 15 oct.20009.

Self Assessment Exercise 4.4:

Use your internet facilities and locate five agin educational evaluation. Write down the
URL address.

35 Ethical Considerations in Research

You are aware that educational research is a sgsiestudy which makes use of scientific

approaches and methods in problem solving situstiolt implies that scientific attitudes should

be brought to bear in carrying out such activilies the research process. Can you recol ect

some of the scientific attitudes you have learmirgdpyour primary science. These attitudes

which should be applied in the research procedsdec

» Openness:- especially in the areas of data col ection, tneat of findings and literature
review.

» Honesty:-especially in the areas of data col ection, treatrand interpretation.
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Humility:- especial y in the areas of validation of instrutnen

Objectivity:- especial y in drawing conclusions from the redeéirdings.

You are cautioned, at this moment, that you haateere strictly to the rules of the game in
order to minimize ethical issues which are ofteaceintered in the conduct of the research
studies. According to Anaekwe (2002), such ethigsles include:

1.

Plagiarism

This refers to copying someone’s work without ackigalging him as the source of such
information. In the academic circle, it is a vegrious offence which can lead to litigation,
denial of the award of degree or certificate, t@@tion of appointment among others.
Therefore, in order to apply your attitude of opessiand scientific honesty, you must
acknowledge al authors consulted.

Arm-chair Researching

This refers to people staying on their tables aadipulating figures and building up a
theoretical framework, and later publishing theamrtion as an empirical study. These
days, students are used to coping or photocopingviqus research works from other
institutions and submit same in their own namehair own institution. This is against the
ethics of the research enterprise.

According to Anaekwe (2002), it negates the purpiisesearch and kil s initiatives and

intellectual growth in research business. DO NEDULGE IN SUCH MAL-
PRACTICES.

Faking

Fakability involves the documentation of false mmh@tion or sources of information. As a
researcher, you should endeavour to present autsenirces of information used in the
study. This will enhance the content validity oluy work as wel as the replication of the
work and the retrieval of such source materialsitysequent researchers.

Over-citation of a particular Author

Some students often over-cite the works of thegdesuisors and/or lecturers. This is not
very good as it limits the research to a microco$mvailable information. Avoid it.

Self Assessment Exercise 4.5;

(i)
(ii)

What are the scientific attitudes applicable teaesh?

What are the ethical issues involved in research?
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4.0 CONCLUSION

In this unit, you have learnt that literature reviis the systematic search for and documentation
of information useful and relevant for investigatia proposed research problem. It means that
any review carried out should serve certain cledefyned purposes.

Any approach to literature review must fol ow certguidelines. These involve locating and
using a variety of reference sources. But in Sagjg/ou have to consider certain issues which
are related before undertaking a comprehensivéngyidquality literature review. These issues
have been discussed.

5.0 SUMMARY

In this unit, you have worked through the concdpiterature in which you learnt that literature
review is the careful systematic identification ammdocation, documentation, analysis and
reporting of information, which are relevant, reldtand useful to the present study.

You have seen the purposes of literature reviesuagmarised by different authors. The steps in
reviewing literature have been presented in thetaoni Different ways of citations have been
also been presented. Again, some ethical considesehave been discussed. Read more from
your reference materials.

6.0 TUTOR MARKED ASSIGNMENT

(@) M What is literature review?
(i) List the purposes of literature review as soanised by Tuckman (1978).
(i) Outline the scientific attitudes applicalieresearch and the ethical issues in
research.

(b) Take any textbook or journal of your choicel dist ten (10) references cited.
Answer to SAE Question 4.1

0] Literature review is the careful and systematiatdieation and/or location,
documentation, analysis and reporting of inforntatiich are relevant, related and
useful to the particular study.

(i) According to Tuckman (1978), the purposes of ligamare:

€)) Ideas about variables that have proven impbaad unimportant in a given field
of study;

(b) Information about work that has already beemedand which can be
meaningfully extended or applied;

(c) The status of work in a field in terms of cargibn and application;
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(d) Meanings and relationships between variables these@archer has chosen to

study and wish to hypothesis about; these are wmedwthrough literature review.
Answer to SAE Question 4.2

You can do that on your own.
Answer to SAE Question 4.3

You can do that on your own.
Answer to SAE Question 4.4

You can do that on your own.
Answer to SAE Question 4.5

0] The scientific attitudes are:

€)) Openness
(b) Honesty
(c) Humility
(d) Objectivity
(i) The ethical issues are:
@) Plagiarism
(b) Arm-chair Researching
(c) Fakability
(d) Over-citation of a particular author.
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INTRODUCTION

generalised to a defined group.

According to Ali (1996), a central and sustaingtremise upon which scientific research is

based is the investigation of a problem using alsmaresentational and proportionate group
that is observed and from whom findings made aneigdised to all others who were not

investigated.

Generalisability of research findings is dependastinuch as possible, on the extent to which
the population of the study is defined and on theqaiacy of the sampling procedure used in the
in the study. Since these concepts — populatidrsample are of fundamental importance to
research, we shall discuss them in this unit iati@h to education so that you will understand

what they mean and also appreciate their importance
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2.0 OBJECTIVES
After working through this unit, you should be abde

» define population and sample;

* explain the sample size;

» differentiate between probability and non-proligbsampling techniques.
» discuss the sampling techniques.

3.0 MAIN CONTENT

3.1 Population

This concept population, most of the times, is usedkescribe the total number of people living
in a defined geographical entity or area. Thigsst relates to the common usage of the term
population. But in research, population is notitgd to human beings alone, it includes objects,
events, people that have at least a common chasdictevhich is common to all of them.

According to Nkpa (1997), a population refers to thle elements in a well-defined col ection or
set of values. Kerlinger (1981) defined populatisrall members of any well-defined class of

people, events or objects. It means thereforeaimaentity, group or set which constitutes a
population must have at least one attribute oragtaristic which is common to all of them.

The population of a study therefore representsatget of the study as defined by the aims and
objectives of the study. When you conduct a retestudy, you have a particular population in
mind. For instance, chemistry teachers in theywsghool, technical drawing teachers in Imo
State Senior Secondary Three students offeringighysthe 2007 school certificate

examination from Lagos State, women farmers in &gjticultural zone, Professors in Nigerian
Universities etc.

A research is expected to yield findings which barapplicable to the entire universe, a section
of the universe, or certain elements in the uniergor instance, a research which aims at using
an instructional strategy to teach Igbo Languaggt@inon-Igbo speakers of Junior Secondary
Two at Federal Government Col ege, Okigwe, may hla@dindings applying only to a target
population which comprise the non-Igbo speakels@C. Okigwe. In other words, the

findings are expected to be generalised only telgbo speakers in JS. 1l of F.G.C. Okigwe.

It means therefore that the population to whickhsearcher intends to generalise his or her
findings is known as the target population. If gemeralization is to the non-Igbo speakers in JS
Il of al the unity schools in Nigeria, then norbtgspeakers in JS Il from the unity schools in
Nigeria form the target population.

3.1.1 When to Study the entire Population

You would have noticed that whenever the term pafpar is mentioned in common usage, it
often implies a huge number of people. But inaede the term represents numbers which may
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range from very few to very many people, thinggeots, events etc. depending on the nature of
investigation to be carried out. You have alsocaat that in most studies, samples are drawn
and studied with a view to generalizing the finding the entire population. However, some of

the times, it is necessary to study the entire [admn. This is possible under the following
conditions:

(1) When the research involves a population of verydabjects. If the study involves a
population of relatively few people, institutiomdyjects, events or things. It is better to
study the entire population. Again, if membersha&f population are few and hold views
or characteristics that should not be neglectedih@mn sampling cannot be representative
of the population, then the entire population islgtd.

(i) When enough time and resources are availableertti® population can be studied.
When there is enough time and fund the entire @djul can be studied.

(i)  When the research specifically seeks to datee the population-, in some situations
there is a need to determine the precise numbaulgécts belonging to categorized set
of characteristics.

(iv)  When the topic demands the study of a spegifaup,- sometimes such group can be
distinguished from any other group or personstbgjclassification of prisoners at the
Okigwe Prisons by gender and geopolitical zones.

Self Assessment Exercise 5.1;

1. Give ten examples of a target population that eanded for research purposes in
education.

2. Give five examples of situations where the entopylation can be studied.

3.2 Sample

From Section 3.1.1, you learnt that certain kintlseeearch can be carried out using the entire
population. When you study an entire populatiay gre more able to generalise your findings
to that population. Most of the times, the targgpydation is too large for a researcher to study.
The number of subjects may be too many for theareker to handle with limited resources
available. The geographical spread or area maydevide to cover with the limited time for
the research. As a result of cost, time and atbestraints, it may be very difficult to study the
entire population.

It becomes necessary, reasonable and only fedsibtady a portion of the population which is
described as sample. It means therefore that th®ps of populations that are studied on the
bases of which conclusions are made on the erdpalations are called samples. These
samples represent populations, so we can have esumipbeople, objects, institutions and

things. For instance, a researcher who wantsuttydbcal government administration of

primary education in Nigeria may decide to take @00of 774 local government areas in
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Nigeria for the study. If your study is on mathéizeteachers in Imo State, you can only
sample a number of them. It is not possible far ymstudy all education students from federal
universities in Nigeria. You can only take samples

For the purpose of your research projects, yocanstrained to limit your investigations to
smaller controllable samples. To this effect, yoay be faced with a very crucial decision to
make. That is, how to select samples that willytrapresent the population to which the
findings would be generalised.

If the sample does not truly represent the popatainferences drawn or decisions taken about
the population characteristics from such sampl@aotbe valid, no matter how powerful the
statistical techniques used. Therefore, no newvenge would be generated and efforts and
resources would have been wasted.

3.3 Sample Size

Once you have identified your target population asdharacteristics, two major issues may be
required to be taken care of. These are how tqposmthe samples and the sample size. The
composition of the samples will be treated in thgtrsection.

On the issue of determining a sample size, whichldvadequately and appropriately represent
the population it would be drawn from, you willtadhat a large sample size increases the

likelihood of accurately estimating the populattraracteristics from the sample. You should,
therefore, select a sample which is large enougipoove the possibility of getting results

which may be similar to what you would have obtdiifeyou had used the entire population.
There is no single number which has been fixechadeal sample size.

The sample size is dependent on a number of factéicording to Ali (1996), such factors
include:

» expense in terms of time and money;

» subjects availability to participate in the study

» size of the population of the study;

* management and control abilities of the researche

» complexity of the research conditions and thahefdata to be col ected and analysed,;
» efficiency in drawing the sample itself;

» level of cooperation expected of and availabdenfthe proposed sample/

However, a large sample is much more likely todgesentative of the population.
Self Assessment Exercise 5.2:

0] Differentiate between population and sample.
(i) What are the factors which affect sample sizes?

3.4  Sampling Techniques
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Sampling techniques are simply defined as methbdsawing samples from total populations.
These methods are classified into probability samgnd non-probability sampling;

3.4.1 Probability Sampling

A probability sampling is one in which chance tastdetermine which elements from the
population will be included in the sample. Ithetefore theoretically possible to calculate the
probability that any specific element in the popiola would be included in the sample. In
practice, probability sampling techniques are knoavgenerate valid samples that are truly
representative of their large populations. Thisdsause of the principle that gives al the
individual subjects of the larger population eqogportunities of being selected and included as
members of the drawn samples. The probability sagpechniques include: simple random
sampling, systematic sampling, stratified sampleigster sampling, etc.

3.4.2 Non-Probability Sampling

These are samples for which the probability of anfoer of the population being selected cannot
be calculated. According to Nkpa (1997), statétinferences cannot be used to legitimately to
generalise statistically from a non-probability gdento the target population. Generalisation
from non-probability sample can only be made bis&adtorily replicating the investigation in
several contents. The non-probability samplindpbégues are known to generate biased
samples which are not truly representative of i@l population. The techniques include:
purposive sampling, volunteer sampling, quota sargptaptive sampling, accidental sampling,
availability sampling etc.

3.5  Probability Sampling Techniques

This section will describe the different types oblpability sampling techniques.

3.5.1 Simple Random Sampling

A critical feature of this sampling technique iattleach member or element of the defined or
target population has an equal probability or cleasrcopportunity of being selected, and that the
selection of each case, member or element frorpdapalation is independent of the selection of
another. By independence, in this case, we mesrtiih selection of one member or element or
case does not in any way affect the selection pfodéimer member of the population.

The main purpose of using random sampling techsigait select a sample which is
representative of the population and which cardydgita that can be used for generalisation to a
larger population.

The simple random sampling requirements of indepece and equal probability are met by the
use of a variety of methods. These are;-

€)) Balloting or Hat and Draw method
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(b)

This is otherwise called the lottery method in whad the subjects in the population are

listed or numbered in cards or papers. These papershuffled and re-shuffled. These
cards are then drawn from the container one bywitle,or without replacement. Any
number picked up forms part of the sample.

Table of Random Numbers

This is a more systematic, refined and scientifjogénerated random numbers. Itis a
continuous sequence of numbers which do not appesany particular order and which is
generated by computers. In recent times, marg t#lrandom numbers have been
generated by computers. These include SnedecdCaciitan’s (1969), Ten Thousand
Random Numbers; The Million Random Digits with 1@@) Normal Deviates by Rand
Corporation (1965), Table of 105,000 Random DeciDiglts by the Interstate
Commerce Commission (1979) etc. Some statistsdbboks contain table of random
numbers in their appendices.

To use the table of random numbers, you have tdoeumhe population serial y from one
to the last person, event, object, case of eleméfdu can then, at random, select a
number from any page or point, row or column araldyour sample using the first two,
three or four digits or you can use the last twoee or four digits. During the process of
drawing your samples, if a number appears twice, mumber is larger than the
population size, you have to ignore such numbedscantinue until your sample size is
composed.

The limitation in the use of simple random sampimthat, it can only be used with small
population, since you have to enumerate or numb#reasubjects in the population.

3.5.2 Systematic Sampling

This involves, first listing in a serial order, #lle events, persons, objects or things in the evhol
population. After this, the population (N) is died by the sample size (n) to get the Kth

interval. Once the Kth case is decided, all otlaeesautomatically selected. For instance,

assuming you have a population of 1,000 peopleyandsample size is 100. Then Kth position
will be given by N/n = 1000/100 = 10. It meansttbaery 10 position or interval is
automatically selected as part of the sample.

Thus, numbers 10, 20, 30, 40, etc. are alreadgtsele You can even select any number: 1, 2, 3,
.... 10 as the Kth number. For example, if the Kdbecis 5, then 5, 15, 25, 35, 35 etc. become
members of the sample.

You would have noticed that independence is natireaksin systematic sampling. This is
because, once the first member — Kth is seleetezty other member of the sample is
automatically determined. This is a limitation e tuse of this method.

3.5.3 Cluster Sampling
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When the population of the study is very large wakly dispersed or spread, it poses

administrative problems to use simple random sargpliFor instance, a population composing
al junior secondary school students in the Soatst Eone. You wil note that it wil not be easy
to enumerate al the members of the populationaigt wil be impractical to sample from
every school. You have noted that a researchawisys interested in composing a sample
which must represent the characteristics of thgetgvopulation. But the characteristics of any
given population can be quite enormous. Therefareluster sampling, the researcher identifies
his research interest characteristics and wheirewhat areas these characteristics exist. If the
population is large or the area is widespread, &g decide to zone the area reflecting these
characteristics and then random samples from efaitie adentified zones.

The emphasis here is on the characteristics adubegroup and not on individual. For example,
in using the population of al junior secondaryaahstudents, one may decide to sample
schools. It means therefore that any school ssldorms a unit of the study. All the students in
that school will be used. Another example is tifa researcher who wants to use three
Nigerian languages — Igbo, Hausa and Yoruba fordssarch study. Definitely, he will select
the Igbos from the South East, Hausa from the NamthYorubas from the West. This is
because, if he wants to get his sample from Nigsribe may end up getting respondents who
are neither Igho, Hausa nor Yoruba.

Cluster sampling saves time and resources. Ibstlsnused in research where there is an urge
or desire to study the characteristics of respotsdartheir natural settings or to ensure
geographic representation of noted groups whosga mdharacteristics are of interest to the
researcher.

3.5.4 Stratified Sampling

In a given population, there exists abundance ptifadion characteristics. A whole range of
differences can exist even within a particular elteristic. For instance, in using weight of
individuals, you have heavyweights, lighter weiglatsiiser weights, feather weights etc. In
many educational studies, you will notice thatplgulation is by nature stratified. You have
differences in gender, occupation, income, socaiemic status, geographical location,
gualifications, age, height, colour, dialects etc.

Stratified sampling is appropriate when the popaiatonsists of a number of sub-groups which
are homogeneous or contain members that share eoronaracteristics, which need to be
represented in the sample. Randomisation is teed to select members from the sub-groups in
such a way that the proportion of each sub-groupempopulation is reflected in the sample.

Stratified sampling is appropriate when the stuedsequired to compare sub-groups or when the
sub-groups are likely to influence the level of tiependent variable.

Self Assessment Exercise 5.3:

0] What are the major features of probability samiling
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(i) What are the probability sampling techniques?
3.6  Non-Probability Sampling

This can be called biased sampling or non-randanpbag technique. This is because the
chances of an element, person, object, event, #imdeing included in the sample are not the
same. Some may have more advantages than ths.othetoes not involve randomisation and
therefore may have high sampling error and gersatiadin is limited. The non-probability
sampling techniques are further subdivided into:

3.6.1 Purposive Sampling

This is necessitated when the researcher is itéer@s certain specified characteristics. It

ensures that only those that meet such requirgzbpar attributes or characteristics are selected.
For instance, a study of the Vice Chancel ors @ddral Universities in Nigeria, or a study

comprising Local Government Chairmen in Imo State.

In these cases, you will notice that you can osly those who are Vice Chancellors in Federal
Universities or the Local Government Chairmen i I8tate. They are few and are known.

3.6.2 Volunteer Sampling

This is used when every member of the populatiomeacomply with the demands of the

investigation. Therefore, these individuals whe ailling to comply with the demands of the
investigations are used. These are the volunteleosare willing and ready to cooperate with the
researcher.

But this is a biased sample because those voluntiféer from the entire population and from
the non-volunteers in many of the characteristics.

3.6.3 Captive Audience

This is just like an intact class used by the teadbr a research purpose. The generalisation
should not go beyond the class.

3.6.4 Quota Sampling

In this method, the researcher selects a certaitbauof respondents in proportion to their

number in the population, but without randomisatioiRor example, where all the states in
Nigeria are given quota admissions in federal usities or unity schools.

3.6.5 Accidental Sampling

This can be called availability sampling. Thidecause it makes use of the respondents
available at the time. Participation is based\ailability. This is very common with pressmen
or journalists. They interview or use anybody &lde at the time.
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4.0 CONCLUSION

From this unit, you have seen that, as a reseancleglucation, you must randomly compose the
sample you intend to use for any investigation. eWfiou use non-random and biased samples,
the laws of probability no longer hold. The samsee not truly representative of the target
population and so have large number and variesaofpling errors.

The results of such investigations are unsustagnaid applicable to the samples alone. Sample
sizes that are large and composed using randoomsdtave lower sampling errors. The findings
provide more acceptable and sustainable basisfiereintial decisions and generalisations to the
target population.

5.0 SUMMARY

In this unit, you learnt that total population i tuniverse of individuals, things, objects, events
units, elements etc. possessing the same stateattdrastics. Sampling means drawing of
samples from a population or populations in researc

A sample is a part of the population. It musthetrue representative of the target population in
al its parameters or characteristics. Findingderfeom the samples are generalisable or truly
ascribable to the population, if the samples andeenly composed and are representative of the
population.

You learnt that there are two major types of sangplechniques. These are:

(1) Probability sampling, which ensures that thmgla selected is validly representative of the
target population. This is done by employing thethrematical or statistical theory of probability
or chance and randomisation in composing the sampléhe methods of sampling here include:
simple random sampling, systematic sampling, ciustenpling and stratified sampling.

(2) Non-probability sampling, which generate biasathples that are not truly representative of
the target population from which they are drawnhe Sampling error is large and findings

cannot be used for generalisation beyond the samplénder this, we have purposive sampling,
volunteer sampling, captive audience, accidentalpsag etc.

6.0 TUTOR MARKED ASSIGNMENT

I. Differentiate between population and sample.

il. Differentiate between probability sampling and npwobability sampling.
iii. List the probability sampling methods.

V. Enumerate the non-probability sampling methods

Answer to SAE Question 5.1

You can give your own examples for (i) and (i ).
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Answer to SAE Question 5.2

0] Population is the universe of every person, thinggects, events, units, elements etc.
which have the same stated characteristics. Buoplgais part or subset of the population
from which it is drawn.

(i) The factors which affect the sample sizes are:

» Expense in terms of time and money;

* Subjects availability to participate in the study

» Size of the population of the study;

* Management and control abilities of the researche

» Complexity of the research conditions and thatef data to be col ected and
analysed;

» Efficiency in drawing the sample itself;

» Level of cooperation expected of and availabberfithe proposed sample.

Answer to SAE Question 5.3
(1) The major feature of probability sampling is randseation in composing the samples.

(i) The probability sampling techniques are: simplaeloan sampling, systematic sampling,
cluster sampling and stratified sampling.

Answer to SAE Question 5.4

The non-probability sampling techniques are: pusgsampling, volunteer sampling, captive
audience, quota sampling, accidental sampling.
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1.0 INTRODUCTION
Most of the times, certain natural events occuhesk events may occur in the air, land, sea,
inside our brains or inside the body, in our sch@wid school systems, anywhere and
everywhere. These events can become of consigdrdablest to people who study the various
entities and attributes.
Among these people are educational researcheesitists and researchers from many other
fields. You can see that most of the things wetaday for our comfort and productivity are the
products of one research or the other. We canghgmhat the products of research are
invaluable in all spheres of our human developments
Therefore, the framework of how we carry out thesearches must be clearly defined and
universally accepted. It means also that in efietgt or discipline, the development of the
structure of that particular field or disciplinedaits function to the society, through research,
must fol ow a clearly defined and acceptable fraor&w It is this framework that provides the
modus operandi for research in that particuladfal discipline.

65



In education, this framework which is fol owed wnducting research is called research design,
while the activities carried out within the desgpecifications constitute the research
methodology. In other words, the research mettogois the knitty-gritty work aspect of the
research.

In this unit, you wil learn more about the resbaltesign and in subsequent units, you would
learn the types of research designs.

2.0 OBJECTIVES

At the end of this unit, you should be able to:

0] explain the concept of research design;
(i) discuss the components of a research design;
(i) list the types of research designs.

3.0 MAIN CONTENT

3.1 The Concept of Research Design

In the introduction above, you read that the rededesign is regarded as a framework, a
structure to be fol owed in conducting the researdtou will also note that a research design is
seen as a master-plan or a blueprint for the rekestivities which the researcher intends to use
in order to carryout a full investigation of theoptem of his interest. The research design tel s

you what to do and how to do it. According to Kegkr (1973:300), it is “the plan, structure
and strategy for investigation conceived so astain answers to research questions and to
control variable”.

You can see from this description that the dessgaimed at providing answers to research
guestions and the control of variable. Theseladwo basic purposes of a research design
which you should take cognizance of right from tinge you formulate your research
hypotheses, assumption, questions, etc. to thediraysis of data.

The research design determines the nature and sttipe study which you propose to carry

out. Take for instance that you plan to build asea What are the necessary things you do?
You wil notice that you design the plan of thegwsed house based on the size of your land and
based on the funds available, you start to mak#ada the materials to be used etc. The design
of the building gives you ideas of the type of mials, the labour and the type of house you are
building. In education, a research design is uaportant because it provides you with the

information leading to your knowledge of what kioidmethod you will use or plan to use.

When you are writing your research project repgotir framework or structure should include a
section on what type of design as well as why plaaticular design is used. A very important
feature or attribute of a research design is thausst be adequate and appropriate for use in the
investigation of the problem of the study. If tdigses not happen, you will run the risk of being
stuck with a dead end or misleading procedures, aladl conclusions. You see, this wil be
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detrimental to your study. It means that diffenesgearch designs are appropriate for particular
types of studies and not for every type of studyonsequently, it is necessary for you to select
and equally important, to comply with the best desiuitable for your study. You are warned to
avoid short-gun approach to research. Let us tgo the next section which talks about the
components of a design.

3.2  The Components of a Research Design

A typical design in educational research is madefujve major components. These include:
sampling, grouping, research conditions, data amabnd conclusion based on the testing
hypotheses or answering research questions.

Before we continue, you have to note that it issgae for the type of study you plan to
undertake not to include one or more of such carapts in the design of your study. For
instance, some survey researches would not regayreesearch conditions other than
administering questionnaires to the samples.

3.2.1 Sampling and Grouping

Research is carried out for the sole purpose abdiring or rediscovering phenomenon in the
form of events, laws, principles, occurrences, wtdch have applications that are beneficial to
mankind.

Majority of the research studies are not carriedooua whole population. This is because it
would be too expensive, unwieldy, time-consuming perhaps impossible and undesirable.
Due to the fact that attributes of any large popaoeare quite numerous and liable to change
continuously, it may be impractical and limitinggtudy them at one and the same time, if at all.
The cost and other involvements arising from thasild be unimaginably enormous.

Now, imagine you want to conduct a study on NOUNd8hts numbering about 75,000,
throughout the federation. You will need a verjkipuesearch documents, hundreds or

thousands of research assistants, thousands of bbcomputer and pre-computer analysis
work, and so many sleepless nights. If this idlsok of what it will be like when you have
populations running into millions.

You will recall that we have defined populationaaxy groups or objects which a researcher
wishes to study and which, of a necessity, haveoomeore common characteristics that are of
interest to him/her.

Now that you have seen that it is not possiblestprable or even desirable to study al the
attributes of a population, what do you do? Yauaualvised to restrict your investigation to a
smal fraction of the population or universe otneist to you for your study. This small fraction
or subset of the population selected for investigain the place of the population is called
sample. Every participant in a research studytdotess the sample or subjects. You have
already noted that the method of composing the kaimgalled sampling.
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You will notice that for research purposes, ités@ssary to have two or more groups of subjects.
In this case, grouping of the samples becomes sages But if only one group is needed, then
no grouping is required.

Self Assessment Exercise 6.1:

1. Define the following:
Population, Sample, Sampling.

2. Is it advisable to study all the attributes of pplation? Give reasons to support your
answer.

3.2.2 Research Conditions

When you conduct a research study, there are sotivéias or events which constitute the
conditions under which your research is expectqutaceed, be observed and to yield required
data. These are regarded as the research cosditibhey relate to answering of such questions
about the research with regards to: who will do twiven will it be done, with what will it be
done and how will it be done? Research conditi@ng from one type of planned study to
another.

In educational researches, some research condiiagsnvolve the administration of
guestionnaires or the interviewing of the subjects.some others, the research conditions may
simply involve observing and recording certain batars exhibited by the subjects. In yet
another research condition, it may involve exangnnmecording and analyzing historical or case
study records or classifying events in differertegaries.

Research conditions may also involve carrying apeement. In this case, the research
conditions are more detailed and demanding. Areexpent imposes rigorous research
conditions to enable the researcher establishrésepce or absence of a cause-effect
relationship in the phenomenon studied.

There are two forms of research conditions in gredrmental study. These are the treatment
conditions and the control conditions. You wilugy them in details later in this module.

There are some important considerations which ymdro take for your effective and efficient
handling of the research conditions of your studgardless of whether it is an experiment or
not. You are required to carefully and methodicabmply with the clearly pre-determined
nature and scope of events which constitute thearel conditions. For instance, if you have
two or more groups of students and you want onagm(8) to use a method of solving
Mathematics problem and the rest (B or C) to us#ham method, you will make sure that no
one from group B or C etc. contaminates group Adwing or using their own method. So you
have to make sure that events which constitutéréa@ment conditions are unique and different
from the events that constitute the control condii
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The next consideration is time. For how long waihlel events constituting the treatment and
control last? How would each be phased, testdd,rdaorded etc? Who would be involved in
doing the different aspects of the research canditas far as the groups, researcher and the

research assistants are involved?

3.2.3 Data Analysis

This means the treatment of data so that they besummarised or reduced to a point they can
be meaningfully interpreted. Research data cofiiteyor no meaning unless they are analysed
and described. But before you analyse data, ywe ttaknow first the scale or the kind of data.

You will recall that data can be nominal i.e. dgstore classification; ordinal i.e. ordered
arrangement; interval i.e. relatively constructstahce between judgements; and ratio which has
absolute zero. Again, you have to note that the tf data for analysis would determine the

type of statistics to be used for such analysisyoul use statistics which are not appropriate for
your data analysis, you derive little or no acceiatd verifiable meaning from such analysis.

Therefore, you should know what kind of data yoei@sl ecting in your study and then the
appropriate statistical test to be used for anatytine particular data.

There are two main types of statistics used in dagdysis in research. These are the descriptive
statistics which are used for describing the dathfar answering research questions. The other
is the inferential or parametric statistics which ased to make inferences, judgement and/or

decisions about a population parameters basedtarodtined from the study of the research
sample. You will learn more about statistics inddte 4.

Self Assessment Exercise 6.2:

0] What is data analysis?
(i) What are the two types of statistics?

3.2.4 Conclusion

In the last section, you learned that for you talgse your data, you must know the type of data
that are yielded by the study and the type ofsiadl tools to be used. You will also note the
conditions under which each statistical tool caméed and how they are used for conclusions.

Apart from all these, you will need to know whanctusions or interpretations that can be
drawn from the results of the statistical analysiBhe implication of this is that you have to
know or have a sound knowledge of the statist@athniques for analysis and also be able to
interpret and conclude your data and researchtepocurately. Never mind, the last module of
this course will teach you how to do that. It && pasy to get accurate conclusion and
interpretation.

Most of the times, well-analysed and accurate deganisinterpreted due to the researcher’s
ignorance of the level of statistical significaratevhich to accept or reject a stated hypothesis.
Misinterpretation can also occur as a result afréisancy occurring between statistical
significance as observed through data analysigeaxtical significance as measured from
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unstable data col ected from questionnaires; opmaoes or pol s etc. so you have to be careful
when you interpret your data and when you state gonclusion.

3.3 The Types of Research Designs

There are basically two types of research desighl studies in education are either descriptive
research design or experimental design. Someedirmmes, we have a combination of both.
Included in these two types of designs are histbriesearch, developmental research, case study
research, correlational research, survey reseaxgierimental research, designs etc. You will
learn more about these designs in subsequent units.

You need to note that in general, the type of deRga particular study could be correctly

inferred or derived from the title or topic of syud It means that right from the time you choose
your research topic, you are already battling \thi choice of the design of the work. If you
take a close look at the table below, you will cetihat some operational words in your topic

direct you to the design for that particular topic.

Table 6.1: Research Designs and the Nature of Topics

S/N | NATURE OF RESEARCH TOPIC TYPE OF DESIGN
1. (&) Relationship between .........
(b) A correlational study of ............. CorrelatioriResearch Design

(c) XandY asacovariantof .............

(d) A comparative Study of .............

2. (@ Influence of .............
(b) Incidence of .............
(c) Perceptionof............. Survey Research Design

(d) Impactof.............

(e) Evaluationof .............

(fH Attitude of .............
3. Effectof ............. Experimental Research Design
4.0 CONCLUSION

In this unit, you have learned that a researchgtieisia blueprint or a master-plan of work for
your study. It generally involves you to carefudiyd systematical y put into consideration some
thoughts on each of the five components of a typesearch design described in this unit. You
should consider these components in terms of wiatwant to do as part of your study, how
many subjects would be involved, whether the subjeould be grouped or not, what would be
your research conditions, how would you ensureeaasljompliance to the conditions, what
would be the data and what are the tools that eamsbd appropriately and effectively in

analyzing them, as well as the interpretation tiagét be made from the data analysed.

You must then reach a decision to know if the de@deasible, logical and sensible. All these,
you can do as the research study is in progresste tNat if things do not go as well as you have
planned in your design, you are advised to modiédomponents to suit the reality. But any
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modification is better made after due considerasind consultation and agreement with your
supervisor.

5.0 SUMMARY

In this unit, you have learnt that a research desig blueprint or plan of action as regards

events which upon implementation would enable youmvestigate the problem of your study.
You have also learnt that there are five componeiastypical research design. These are
sampling, grouping, research conditions, data amabnd condition. You also looked at some of
the major research designs in educational reseavie.shall look at these designs in details in
the next units.

6.0 TUTOR MARKED ASSIGNMENT

1. What is a research design?
2. List the five components of a research design.
3. List three major types of research design.

Answer to SAE Question 6.1

I. Population is any group or objects which a researalishes to study and which have
one or more characteristics that are common amterest to the researcher.

il. Sample — is the small fraction of the populatiolested for investigation in the place of
the entire population.

i Sampling is the process of selecting a subseteoptipulation for investigation.

It is not desirable to study all the attributesagdopulation. It is too expensive, unwieldy, time-
consuming and impossible.

Answer to SAE Question 6.2

I. Data analysis refers to the treatment of data abthiey become summarised or reduced
to a point they can be meaningfully interpreted.

il The two types of statistics are descriptive andrigrfitial or parametric statistics.
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1.0 INTRODUCTION
In the last unit, you studied the concept of redealesign. In this unit, you are going to study
the historical design and touch briefly on the depmental design. For the purpose of this
course, research design and research methodsearéntesrchangeably. The purpose of historical
research is to reconstruct the past systematiaatiyobjectively by col ecting data, evaluating
them and synthesizing the evidence in order tdkshkafacts and reach verifiable conclusions.
Before we continue, let us see what you shoulddbeta achieve after going through this unit.
2.0 OBJECTIVES

At the end of this unit, you should be able to:

0] explain the historical research;

(i) list the importance of historical research;

(i)  enumerate the limitations of historical reseg
(iv)  state and explain the sources of information;
(V) discuss the procedure for historical research;
(vi)  explain developmental research.

3.0 MAIN CONTENT
3.1 Introduction to Historical Research

As a way of describing historical research, Lugid cNed (1969) wrote that historical
research in education is having its focus on therdenation of relevant and significant features
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of the past with the hope of achieving better us@grding of the present and of suggesting
guidelines for the future. Kerlinger (1979) desedb it as the critical investigation of events,
developments and experiences of the past, theutaveighing of evidence of the validity of
sources of information on the past and the intéapien of the evidence.

From these descriptions of the historical researah,have seen that it is a past oriented research
it deals with the determination, evaluation andlaxgation of past events, for the essential
purpose of gaining a better and clearer understgnafithe present and in order to make a more
reliable prediction of the future. Historical raseh is an attempt to discover what has happened.
It is a study of past events in education. Thecational historians hope to gain better

understanding of present issues in education ldystg the past.

Some scholars have argued that historical reséasthentific; others have said it is non-
scientific. We are not going to make up your mamdl belong to one school of thought. Let us
say that historical research in education coveadbreas such as history of educational planning
and policy, legislation, educational projects anagpammes, general educational history, history
of different branches and levels of education. Hegal research that involves painstaking

examination of the original sources and documergargy, analytical works of a bibliographical
nature etc. are classified as historical research.

In all, you can see that a proper investigatiothahistorical background of some of our
educational problems will not only help us in imyrgy such practices at the present, but also
help us to shape them to suit both the presenttentliture.

3.1.1 Sources of Historical Data

There are two main sources of data in historiceé@ech. These are primary sources and

secondary sources. Primary sources are thoseesowtich contain account of an event or
phenomenon given by someone who actual y obseheseent or phenomenon. It could be an
eye-witness account or testimonies, autobiograpta),evidence, remains of manuscripts,
certificate, equipment, attendance register, inmees, report cards etc. Primary sources include
original documents, photographs or records fromweeesses. Have you witnessed an accident
before? If you are called to say exactly what happened as you saw it happened, the evidence
you give is a primary source of historical research

On the other hand, secondary sources are thoseiagatehich contain account of an event or
phenomenon by someone who did not actual y wittiesevent or phenomenon. These include
textbook, newspaper reports, review of researctees i this case, a non-observer mediates
between the original evidence and the investigatofrom a third party.

You would have seen that most of the times, hisdbdata may face authenticity problem. This
is due to the source of data. Therefore, a hisdbresearcher is always faced with the additional
task of determining the authenticity of his datéhis process is called historical criticism. It

may be external or internal. External criticisntascerned with the authenticity of the source of
information while internal criticism is concernedtlwthe authenticity or validity of information
provided by the source. Before we continue tonidne section, do the exercise below:
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Self Assessment Exercise 7.1:

1. What is a historical research?
2. What are the two sources of historical data?

3.2 Importance of Historical Research
Historical research is of considerable importandéey are as fol ows:

» Historical research provides a clear perspedfivbe present. This is because current
problems or issues like cultural practices are wstdadable only on the basis of their past
history.

» Historical research provides an understandintp@background of current social problems.

The understanding provides us with better perspectgarding the facts nd values on which
important social decisions are based.

» The literature review which you carry out in yoasearch also emphasise the importance of
historical research. It enables you to find outitwlias already known to past researchers.

» Historical research sometimes helps to prediciréutrends. A knowledge of how an

educator or a group of educators acted or actloaeein the past can enable one to predict
how they will act or behave in future in a simitércumstance. Such predication can make
important contributions to education.

3.2.1 Limitations of Historical Research

You have seen that historical research is an epguhiich employs the historical method by
emphasizing the use of primary and secondary sswrfceriginal historical documents and
records to make conclusions and inferences onapiy of study.

Historical research works are said to be errort@ad bound. It most of the time reflects the lack
of precision in its enquiry. The reason is obviaund clear. Most secondary sources of data are
found to be subjective. This brings in a lot afoes as things get distorted in the tel ing of
stories, events and things as they had been egrglain

Data col ected from oral traditions or archiveklaathenticity, accuracy and control which a
reliable data can give. There is partial or notcmrand randomization achieved.

3.3 Procedure for Historical Research

In this section, you will study the steps involuadh historical research. These include:

(1) Identification and definition of the Problem. This involves the location of a problem of
historical significance. You may start by lookiagproblems and topics studied by other
educational historians. You can also look at eursecial issues such as distance
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education, girl-child education, the new 9-3-4 egsf education, etc. You can also
look at histories of specific educational practjaastitutions, movements or individuals.
But you must keep to one important criterion fdeseng a problem in historical
research. Itis to ensure that data are avaifableolving the problem selected.

(i) Collection of necessary Information.You have to spend tedious long hours searching
through documents, manuscripts, letters, diari@syutas of meetings and other artifacts
of history.

(i)  Evaluation of Data. This has to do with the dual process of estabigkine authenticity
of the source and then the validity of its contré@dome historical sources may be
genuine, others may be forged. You should questiergenuineness and credibility of
each source. Where doubt is revealed, such dshbtdd be indicated in your research
report.

(iv)  Interpretation of Data. This requires your greatest ingenuity and imagamaéis well as
insight and scholarliness. Otherwise the relaticempleteness and unverifiability of
historical evidence allow a greater reliance orjestttve interpretation of data in this
type of research. Therefore, it is very necestai/you consider your data in relation to
one another and synthesise them into generalizatioonclusion which will place the
overall significance into focus.

(v) Writing of the Report. There is no standard format for reporting histriesearch. The
particular problem or topic determines how the enéation of findings will be made.
The report can be made in chronological order gaoized as to present the facts
according to topic or theme. However, you mustdreful with the choice of words.
This is because the words used reflect your ingeapive framework.

Self Assessment Exercise 7.2:
Enumerate the procedures for a historical research.
3.4  Developmental Research Design

This is a type of descriptive study which invohasinvestigation of patterns and sequences of
growth or changes that take place with time. Yamo study the development of education in a
particular district, or the development of inteneatterns in children. Developmental research
seeks to ascertain how some dimensions, variablesanacteristics of given population change
with time. Its thrust general y lies in findingtdwow these characteristics of the target
population change over time, at what rate, in whiithction and the factors which possibly
contribute to these changes. Developmental researt be longitudinal or cross-sectional.
3.4.1 Longitudinal Research

In this type, the same groups of subjects araesiufdr a period of time. Observations are
carried out on these subjects from time to timéwwithe period of research to note any changes
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in the particular characteristics under study. da& are col ected and analysed to see if there
are patterns and sequences which underlie thea@weht or unfolding of these characteristics.
It provides a more valid approach for studying depmental trends.

But it has its own limitations. You will recall@hit involves observing the subjects over a
period of time. Don’t you think that some may dig on account of transfer, ill-health, or

death? What if some thing happens to the reseatclpeevent him from continuing the study?
It takes a long time to complete. That meansttiexe must be enough funds to sustain the

study. If this is not the case, what happens? ifdpy the very nature of longitudinal research,
modifications are not possible once the study beasesl.

3.4.2 Cross-Sectional Research

This involves sampling a cross-section of the stibjef varying ages for the study. It means
that instead of fol owing the same group of sulgjéat a very long time, a cross-section is
sampled to be observed at the same time. Theatbastics of the subjects at different age
levels are examined and analysed to reveal podsdrids in development. This approach
makes it possible for many subjects to be studi¢deasame time. It is cheaper and quicker.

But it is less accurate than longitudinal resear®ecause the subjects differ in other relevant
respects apart from age, the differences in theldpmental patterns and sequences observed at
different age levels may not solely be attributablage alone.

4.0 CONCLUSION

In this unit, you learned two types of researchhe Tistorical research involves identifying a
problem or topic, searching for and recording ratésources of historical evidence, evaluating
the evidence for authenticity and validity, andtegsizing historical facts into meaningful
chronological or any other proper pattern. Yowdsrned that developmental research is of
two types — longitudinal and cross-sectional.

5.0 SUMMARY

In this unit, you have been able to understandhlisabrical research is a past oriented research
that deals with the determination, evaluation axulanation of past events for the purpose of
gaining a better and clearer understanding of thegmt and in order to make a more reliable
prediction of the future. The sources of histdrdata are primary and secondary sources. You
have studied the importance and limitations ofdnisal research as well as the procedure for its
conduct. You have also studied the developmeasaarch and you were told that the two types
of developmental research are longitudinal reseanchcross-section research. In the next unit,
we shall look at survey and case study researches.

6.0 TUTOR MARKED ASSIGNMENT

1. Describe historical research.
2. Explain the sources of historical data.
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3. What is developmental research?
4, What are the two types of developmental research?

Answer to SAE Question 7.1

1. Historical research is a past oriented researclkiwtieals with the determination,
evaluation and explanation of past events for tipgse of gaining a better and clearer
understanding of the present and in order to makera reliable prediction of the future.

2. The two sources of historical data are primary sesiand secondary sources.

Answer to SAE Question 7.2
The procedures for a historical research are:

0] Identification and definition of the problem
(i) Col ection if necessary information

(i)  Evaluation of data

(iv)  Interpretation of data

(v) Writing of the report.
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1.0 INTRODUCTION
Survey, as a systematic means of data col ectitas db@ack to the ancient times. You have heard
about housing and population census. You havegeaple trying to count the number of
livestock in a farm, the number of schools in alaggpovernment, the number of age grades,
markets etc. This is called status survey. different from survey research which is more
recent.
Survey research, as a distinctive methodologicaibsscientific research, was developed in the
20" century by research workers in sociology. Siment it has been applied extensively in the
fields of education, psychology, anthropology, fcédil science, economics, statistic etc. Today,
it is widely employed in the study of significarmoplems in these fields. It has obviously had
profound influence in these fields.
Most journal articles, undergraduate and postgri@doijects are based on survey research. Itis
very, very popular in educational researches. ddutot jump into it quickly thinking that it is
less rigorous and less demanding in terms of skills
It is not true that anybody can undertake survegaech. This is because survey research
requires a good deal of research knowledge andstagattion. You must know sampling,
guestionnaire and schedule construction, intervignanalysis of the data and other technical
aspects of survey before you can embark on suegsarch. Only very few researchers get this
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vital and amount of experience. However, do nasdsred, your supervisor wil help to guide
you if you decide to use survey research in yoajeuot.

2.0 OBJECTIVES
At the end of this unit, you should be able to:

(1) explain the meaning of survey research;
(i) discuss the types of survey research;
(i)  describe case study research.

3.0 MAIN CONTENT

3.1 Meaning of Survey Research

Let us start this section by saying that a surgeyidescriptive study which seeks to document
and describe what exists or the present statusisttace or absence of what is being
investigated”.

A survey develops a profile on what is and not vihy so. Surveys do not relate one variable to
another. Instead, information is sought and ct#aon the subject of investigation and
described. They are used to ascertain the nat@@loenomenon from a relatively large number
of cases. If the entire target population is stddthe survey is cal ed census.

As generally conceived, a survey research dealstivét study of a group of people or items by
col ecting and analyzing data from only a few peaplitems considered to be representative of
the entire group. You have learnt about reseagsigds in some details. A survey research
makes use of research design like every otherdf/pesearch. This design specifies how data
will be col ected and analysed.

From what you have known so far, you can say tiatdea of sampling is very fundamental in
survey research. Of course, you have seen tisandt possible to study the entire population.
Therefore, only a fraction of the population istséd. But the findings are generalized to the
entire population.

To this effect, it becomes very important to useyppropriate sampling technique to obtain a
truly representative sample. You can now makeofigeur knowledge of the methods of
sampling which you have already studied in Unit&ddle 1. What we are saying is that
representativeness of the sample is critical teesuresearch. This is to make reliable inferences
about the target population from the sample.

After considering the sample, you have to give @®rstion to other attributes of a good quality
survey research. These include the relevanceapikty and validity of the information

col ected, accurate enumeration, appropriate acura® measuring instruments for constructs

or variables of interest and accurate data cobegirocedure.
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3.2  Classification of Survey Research

Classification of survey research can be done ansohemes. The first classification scheme is
on the basis of the procedure, technique or insgnirfor data col ection (see Borg and Gall,
1979 and Kerlinger, 1979).

Using this scheme, we have:

(a) Questionnaire

(b) Interview

(c) Observational, and
(d) Panel surveys.

3.2.1 Questionnaire Survey

Every survey studies which employ the use of quastires as the major data col ection
technique or instrument are called questionnaireesu

3.2.2 Interview Survey

Here interview constitutes the major techniquegathering relevant information. Interview
involves getting out information through verbalerdction between the respondents and the
researcher.

3.2.3 Observational Survey

This is the type of survey involving the use of @tvaition to col ect data. It involves gathering
information through observation for the purposengfasuring variables.

3.2.4 Panel Survey

This employs a definite procedure or techniqueat&dol ection. Here, data are collected from
a given sample at two or more different time pesiodlhe data are then analysed to discover
trends or changes in the opinions of the subjeats the period of time under study. Itis
suitable for studying trends or fluctuations ormgg@s in the subjects, opinions, attitudes or
behaviours. It can be useful in studying how st@bgroup of people’s attitude towards an issue
or object is over time or how an identifiable ineming variable can influence such attitudes.
Another way of classifying surveys is by the pugtswhich the particular survey intends
accomplishing. Here, we have: developmental, d&see, correlational and public opinion
surveys.

We are going to touch briefly on these types tdusTs because they have found expression

somewhere in this course. So you either have @mrass them or will come across them
subsequently.
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3.2.5 Developmental Survey

Read the last unit again on developmental reseaitbu have learnt that it seeks to ascertain
how some variables or characteristics of a givgrutagion can change with time. It can be
longitudinal or cross-sectional studies.

3.2.6 Descriptive Survey

All those studies which aim at collecting data,lgriag them and describing in a systematic

manner the characteristics, features or facts abgiten population is called descriptive survey.
The studies are only interested in describing oexariables in relation to the target population.
They are concerned with a description of eventh@gare. Look at this topic: “The
performance of students in Technical Drawing in VA& amination in Imo State”.

You will notice that this study is only interesteddescribing the performance of the students in
WASC examinations in technical drawing in Imo Statdy. It may not be interested in going
into details about the causes of the performandgan you think of any other topic like this?

Now take a look at this: “A survey of the in-sewvittaining needs of science teachers in the
junior secondary schools of Lagos State”.

3.2.7 Correlational Survey

In this type of study, you will need to establishather or not the type of relationship which
exists between two or more variables. See the unakt

Self Assessment Exercise 8.1:

1. List two topics that can be studied using publicagn.
2. What are the types of survey research?

3.2.8 Public Opinion Survey

This is usually designed to find out the opiniorpebple in a given area toward an issue or event
that is of interest to the general public in thesar This area can be a large one such as a country

like Nigeria, a small town like Etiti, a universicampus or even your study centre. Usual y,
cross-section of the population is sampled andvi@®ed or given questionnaires to fill. Any
results obtained from the sample may be generaléie entire population. Most of the time,
randomization is not used in the sampling methddhis makes the generalization invalid. Non-
probability sampling is used most of the time. Rubpinion surveys are used for prediction of
election results and what the people feel aboutgawgrnment programme.

3.2.9 Advantages and Disadvantages of Surveys

» Surveys are relatively cheap and easy meansllettiag large amount of data concerning a

given problem. It can be costlier than experimiesitadies, but if you consider the quantum
of data col ected, you will see that it is no doctieaper.
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» Surveys permit the use of a great variety of pdaces and instruments in data col ection. It
is possible to use questionnaire, interview, oletgm, test or a combination of these.

Under the limitations, we can say that surveys aogive indepth data about the characteristics

of the population under study. You see that mosstions used in survey researchers make the
respondents tend to be superficial and do not aoatamuch detailed information as possible.
It limits the generalisability of the responsesaitéd.

Some responses are faked, but you have no meaesesting which responses are faked, you
are compelled to believe in what has been givemto

3.3 Case Study Research

This is an indepth intensive study or investigatidione individual, a small unit or a
phenomenon. When we say a small unit here, weedgering to a family, a school, a church, a
classroom, an association, a teacher, an admiisttaa group of these.

A phenomenon can be taken as a case or an issoieinskance, the impact of unemployment
among university graduates in a local governmesd,ahe influence of examination

malpractices on the standard of education in Okigaecation Zone. The impact of cultism on
the peaceful coexistence of students in the Unityen$ Lokoja, the influence of religious
intolerance on the life styles of the Bassa peoplase studies are used for solving specific
problems through indepth study for documentingaaealities, life cycle, change or growth.

It has a very long history. It started with thei@mt Greeks when they based their logic on close
one-on-one observation of individuals, events, e&s. basis for the logical conclusions upon
which their subjects depended on. Some researthedsication say it is unscientific because of
its lack of rigorous research controls, but it heasome a major tool of researching on how
children learn, the nature and scope of humanligéeice etc.

If you study the works of Sigmund Freud, Jean Riate you will notice they were case studies.
The studies on human growth and development wereaae studies. The underlying basis for
the use of case study is the belief that probirdgsandying intensely one typical case can lead to
insights into our understanding of individuals, g social units etc. typical to the particular
case study. For instance, if you study one casectjarette smoker, you have by implication
studied other cases involving smokers. This paga®blem of other cases not studied. The
implication is that it is risky to draw a generahclusion to other cases based on only one case
studied. You have seen that case studies sanmgle®trepresentative, so their findings are not
generalized. But indepth studies may reveal gerationships that may merit investigation on
a wider scale. It means that when you want tathiseype of study, you have to exercise extra
care and thoughtfulness in selecting a case fasinyation that would be fair and adequate
representation of a whole range of similar cases.

Case study research may appear simple, but inyrgilis difficult and time-consuming. This is
because of the volume of data col ected througisfakingly methodical, skill-demanding
counselling sessions, interview sessions, datagisessions, travels, etc. involved. All these
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require efforts, skil s and patience. But the mAjoitation is the non-representativeness of the
samples and subjectivity.

Self Assessment Exercise 8.2;

1. Mention four problems that can be studied throuagecstudy research.
2. What is the major limitation of case study research

40 CONCLUSION

After successfully going through this unit, you baadded two more research methods in the
pool of research methods available for you to cattyyour research project. You have seen
that you can use survey research when you haveydarge population. In this case, you can
employ a sampling technique. But when you neexdudy a unit or a phenomenon or an event,
you can employ the case study research. Whichigperyou like to employ, note the merits and
the demerits.

50 SUMMARY

In this unit, you have learnt that a survey redeakals with the study of a group of people or
items by col ecting and analysing data from onigva people or items considered to be
representative of the entire target population.

Survey researches are classified into two majorswayhe various types are questionnaire
survey, interview survey, descriptive survey, Clatienal survey and public opinion survey.

In this unit also, you have studied the case stadgarch which was described as an indepth
intensive study or investigation of one individumkmall unit or a phenomenon.

6.0 TUTOR MARKED ASSIGNMENT

1. What is survey research?
2. Explain the types of survey research.
3. What is case study research?

Answer to SAE Question 8.1
1. Students can list such topics that can be studiedywpinion polls.

2. The types are: questionnaire, interview, obsermatigpanel, developmental, descriptive,
Correlational and public opinion survey.

Answer to SAE Question 8.2

1. Students can mention problems that can be studieg case study research.
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2. The major limitation is the non-representativer@dhie samples.
7.0 REFERENCES AND FURTHER READINGS
Ali, A. (1996). Fundamentals of Research in EdwratAwka: Meks Publishers (Nigeria).

Nkpa, N. (1997). Educational Research for Modermo&us. Enugu: Fourth Dimension
Publishers.

Olatian, S.O. and Nwoke, G.I. (1988). Practicalézesh Methods in Education. Onitsha:
Summer Educational Publishers.

85



UNIT 9 CORRELATIONAL AND EX POST FACTO RESEARCH
Table of Contents

1.0 Introduction
2.0  Objectives
3.0 Main Content
3.1 Correlational Studies
3.2 Ex-Post Facto Research
3.2.1 Advantages and Disadvantages of Ex-PosbFRetsearch
4.0 Conclusion
5.0 Summary
6.0  Tutor Marked Assignment
7.0 References and Further Readings
1.0 INTRODUCTION

In the last unit, you were able to go through tyyets of research. These are survey and case
study. You have seen that these two are mainlgrighéise in nature.

In this unit, you will learn yet another two typefsresearch. These will help to enrich your
knowledge on the different types of research desggrmethods for your use in your research
project works and for your other uses. It will et possible to touch on all types of research,
even though some of them overlap, but you willegeiugh in this course to carry you along
whatever research studies you are embarking on.

2.0 OBJECTIVES

At the end of this unit, you should be able to:

0] Explain Correlational studies;
(i) Discuss the ex-post facto research.

3.0 MAIN CONTENT
3.1 Correlational Studies

This is a type of research study which seeks tabéish the type of relationship existing between
two or more variables. The investigation will iogdie to you the direction and magnitude of the
relationship between the variables. A Correlatioasearch aims at investigating the extent to
which variations in one factor correspond with &tdns in one or more other factors; based on
correctional coefficients. This research methocbiscerned with discovering or clarifying
relationships among variables through the use wekadion coefficients.

You will have enough details of the correlationfficeent when you get to Module 4. For now,
note that correlation coefficient refers to a nuicarvalue which expresses in mathematical
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terms the degree of association between any twablas. This value ranges from -1 to +1.
You can see that data analysis of Correlationalissuyield these special statistics called
correlation coefficients for data analysis. Thare many types. The most commonly used are:
Pearson’s Product Moment Correlation Coefficiehtdnd Spearman Rank Order Correlation
Coefficient (rho ot ). There are some others which you can use depgeod the condition.
These are point bi-serial, the bi-serial, phi arrféold, tetrachoric, Kendal ’s tau correlation
coefficients and Kendall's coefficient of concordan

In choosing an appropriate correlation coefficigot)l will need to consider the nature of the
variables/data. In this case, you need to conswiether they are continuous or discrete. You
also need to consider the subsequent analysisithte coefficient will be subjected.

In a Correlational research, you try to look outdasituation where each increment in a variable
‘X" equal y shows a corresponding increment in @ale ‘Y’. When this happens, you conclude
that the relationship is perfectly positive. THere, the correlation coefficient will be +1.00.
Where a decrease in one variable shows a corresgpdécrease in the other, you say that the
relationship is perfectly negative. Then the ceedht will be —1.00. When you have a zero
coefficient, it shows that there is no relationshilf the variables are somehow related, the
coefficient value will be between zero and +1.08eve positive relationship exists or between
zero and — 1.00 where relationship is negative.

All studies concerning the investigation of relasbips between variables make use of
Correlational design, e.g. relationships betweenaygl achievement, intelligence and
achievement, interest and career aspirations etc.

Correlational studies are appropriate where vagmble complex and do not lend themselves to
experimental method. They are quite economicédhis & because they permit the measurement
of several variables and their interrelationshipsutaneously and in realistic settings.

You will have to note that Correlational studiesnid establish causation. If two variables X
and Y are highly related, it does not necessamilgly that X causes Y or Y causes X. Thisis
because there may be another variable that caoieXtand Y or one of them. Take for
instance an observation of high degree of relatignisetween performance in Technical

Drawing and performance in Agricultural Sciencey whould not jump into conclusion that
performance in Technical Drawing causes perforrmam@gricultural Science or vice versa.
The fact may be that performance in both subjemtsbe as a result of intel igence.

Correlational studies help you to predict futuentis of variables. For instance, a student who
performs very well in JAMB is likely to do well ithe University. They are very useful for
exploratory studies. These are studies in resesaeas where no previous studies are available.

However, there are some limitations. These incltite they breakdown complex human
behaviour into simple components in order to eshldome association between them. This is
not realistic. Again, they identify only relatidnip without identifying cause-and-effect
relationship. They are less rigorous than expeartaielesign because there is no control over
the variables. Some relationship patterns idextiéire arbitrary and ambiguous.
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Self Assessment Exercise 9.1:

1. What is Correlational research?
2. Explain two limitations of Correlational research.

3.2 Ex-Post Facto Research

This is another type of research which is non-expemtal or field study that can be recognized
by the process of studying, analysing and makingmenendations about some activities in their

natural settings. According to Kerlinger (1974 p®s facto research is any research in which it

is not possible to manipulate variables, to assigyects or conditions at random. From this
description of ex post facto research, you cartlsgtemost of the studies which do not fall into
experimental designs and do not involve randonuratan be regarded as ex-post facto
research. Of course, you have been told earlgrttie research types some of the times overlap.
In all non-experimental researches or field studiesx post factor research, inferences are made
and conclusions are drawn, just like you have tireexperimental studies. The basic logic of
using the scientific process of enquiry is the sameoth types of research. The conclusions

drawn in non-experimental researches are empagitdlare as strong as the experimental
research. But the findings from experimental researe more convincing than those from non-
experimental researches or ex-post facto researches

A primary characteristic of al non-experimentaidsés is that it is not possible to manipulate

the independent variables. We can now say théieldlstudies in education are considered ex-
post facto research. They fall into two groupsnaly:

(1) Exploratory field research which seeks to find ‘witat is” rather than predicting
relationships between variables or events.

(i) Hypothesis testing field research which is diredtedards testing theories and
establishing facts in natural or true life settings

Gay (1976) describes field studies as ex-post faegearch and sees them as scientific inquiries
aimed at discovering the relationship and inteasccimong sociological, psychological and
educational variables in real social structuressantions. Every field studies are usually
carried out to fulfill a number of recognized pusps. These include:

» discovering significant variables in the fieldtaue life settings;

» discovering relationships among variables in trawural settings;

* laying the groundwork for more systematic anamigis testing of hypotheses that are stated
to test theories and establish facts.

Self Assessment Exercise 9.2;

(1) What is ex post facto research?
(i) What are the major differences between ex-postfartd experiment?
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3.2.1 Advantages and Disadvantages of Ex-Post Factor R@seh

The advantages and disadvantages of this typese&reh are as fol ows:

(@) Advantages

(i)

(ii)

(iii)

They are conducted in real life settings, i.e. thaye natural strength. They are
considered strong in realism, in significance logight of variables, in theory
orientation, by their heuristic or inquiry qualityYou can see, this is the reason
why it is very popular in educational researche¥ll educational studies are
carried out in true life settings like the schodli@h has the elements of realism in
meaning, purpose and condition and also in therfgelgenerated.

There is hardly any recorded criticism about inlgeartificial. It is natural in all
parameters representing true life phenomena.

It is regarded as being highly heuristic. tWdugh there are some difficulties in
carrying out the research, yet field study resesnchave always kept their scope
of inquiry upon investigation of defined problertswhich verifiable answers are
sought through scientific method of inquiry.

(b) Disadvantages

(i)

(ii)

(iii)

(iv)

Itis a weak method of carrying out empirical ses@. This is because the
statements of relationships have been noted todad.w The field situation has a
plethora of variables and variances in existené@ese make it difficult to have
definite relationships between the variables.

There is lack of control and manipulation of indegent variables in the research
designs.

There is lack of precision in the measuremeiithe field variables. There is
methodological weakness. These weaknesses cdtribatad to the great
complexity of field situations and the difficultie$ quantifying and measuring
some variables and their relationship with othera real situation.

Other problems though preventable, are pratpcoblems such as feasibility,
cost, sampling method, time factor etc.

4.0 CONCLUSION

In this unit, you have been able to go through tesearch methods which are descriptive or
non-experimental studies. You have seen theirac@ristics, advantages and limitations.

Therefore, you can use them when the conditionsgpécable to your need and situation.
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5.0 SUMMARY

You have seen that Correlational studies seektabksh the type of relationship existing
between two or more variables. It makes use ofelational design and correlation coefficients
which range from —1.00 to +1.00. It helps to peetliture trends of variables but identifies only
relationship without identifying cause-and-effegfationships.

You also learnt that ex-post facto research israeerimental study in which it is not possible
to assign subjects or conditions at random. dbisducted in a real life or natural settings. slt i
highly heuristic, but it is a weak method of camgyiout empirical research.

6.0 TUTOR MARKED ASSIGNMENT

1. In your own words, explain Correlational resbarc
2. What is ex-post facto research?
3. Give the disadvantages of ex-post facto research

Answer to SAE Question 9.1

Correlational research is a type of study whictksde establish the type of relationship existing
between two or more variables.

The limitations are that:
(1) It tends to breakdown complex human behaviourssitiple components in order to
establish some association between them;

(ii) It identifies only relationships without identifygrthe cause and effect relationships;
(i)  There is no control over the variables;

(iv)  Some relationships identified are arbitrarglaambiguous.

Answer to SAE Question 9.2

1. Ex-post facto research is a non-experimentalares) which is conducted in a real life
setting. It is not possible to manipulate variabte assign subjects or conditions at random.

2. Most of the studies which do not fall into expental designs and do not involve
randomization can be regarded as ex-post factamdse

3. The findings from experimental research are ncorevincing than those from non-
experimental researches or ex-post facto researches

4. A primary characteristic of all non-experimergaldies is that it is not possible to
manipulate the independent variables.
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1.0 INTRODUCTION

In the preceding units, you have studied reseagsigds which are descriptive in nature. You
have noticed that these design types have beérized for a number of reasons.

In this unit, you are going to learn about a paraimeesearch design which is mainly concerned
with the identification of the presence of causd-affect relationship between the independent
and dependent variables. This type of designemiible you to test hypotheses upon which
valid, reliable, duplicable and verifiable concluss are premised.

Experimental design provides you with a rigoroug scientific approach to investigating a
problem. Before we continue, let us first list tiigectives.

2.0 OBJECTIVES

At the end of this unit, you should be able to:

(1) explain experimental design;

(i) list the basic considerations in the choice of glesi
(i)  describe the variables under study;

(iv)  discuss validity in experimental studies;

(v) enumerate threats to internal and externadtitgli
(vi)  describe the types of experimental design.

3.0 MAIN CONTENT
3.1  Experimental Design: An Introduction

According to Borg and Gal (1971:363), experimed&sgign is “the ultimate form of research
design, providing the most rigorous test of hypsihéhat is available to the scientist”. In their
own definition, Ary et. al. (1972:26) describe espeental design as “a scientific investigation
in which an investigator manipulates and controle or more independent variables and
observes the dependent variable or variables fgati@ concomitant to the manipulation of the
independent variables”.

From these definitions and others, you will see¢ tha major purpose of experimental design is
to determine what may be. You will note that tiwve most important conditions necessary for
true experimental design are randomization androbaver independent variables. It means
that you should be able to manipulate the indepande&iable and observe its effect on the
dependent variable. Again, you should do yourctiele of research subjects by randomization.
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For the purpose of classification, the independantble is conceived in the design as the one
variable experiencing some change as a result ofpukation or control by the researcher. This
change or manipulation exercises some effect ootther variable which is regarded as the
dependent variable.

In the experimental design, two groups are uswaiyppared based upon some criteria. One
group is the control group which is normal y use@atandard for comparing the effect of the
changes or manipulations in the other group. @hesip which receives the treatment is cal ed
the experimental or treatment group.

Before we get to the experimental design propeus,will have to note that most of the times;
true experimentation is not possible with educatigmoblems. This is because most subjects
with which educational researches are conductedlegady selected groups found in natural
settings. Take for instance, as a researcherywamt to conduct a study on the best method of
teaching a subject like Technical Drawing or Introobry Technology, or the effectiveness of
two teaching methods in Mathematics. You can madatp the teaching methods as independent
variables. But the students are already selecfHae selection was done during admission
period, so random selection is not possible. Beatdest you can do is to assign the students
randomly to the experimental methods or groups.otier words, when you are able to exert
partial instead of full control over the subjectsldahe time or situation for which you can expose
them to the experimental stimuli (methods), thagtes called quasi-experimental design. Now
let us go to the basic considerations in the choiaesigns.

3.2  Basic Considerations in the Choice of Design

An experimental research demands a thorough asaly$ine problem which would yield a

clear, definite and well-focused problem statememherefore, when you design an experiment,
you seek a design that will yield the desired infation at a minimum cost. This means that the
statement of the problem must not be vague, loopearly formulated. Again, your statements
of hypotheses have to be clear. This is becaysethgses form the nucleus of scientific
research and they act as facilitating devices wgieha the facts you obtained a chance to
confirm or deny if stipulated relationships exiatsong educational variables.  According to
Van Dalen (1973), a brilliantly executed experimisnof little value if it tests a poorly

developed hypothesis.

Another consideration here is that of data cologcti You need to find out the type of approach
that will yield the type of data necessary to tesir hypotheses adequately. After this, you will
examine your instruments for data col ection. RAs¢rument used must be appropriate and
suitable for your purpose. You can construct ymun, adapt or adopt available instruments.
You also need to define and identify the units afiytarget population. You will also need to
consider how to draw an adequate representativpledmm your population. Use the proper
sampling technique in order to eliminate elemeftsias in the results of your findings. Use
randomization or other procedures to assign stfyjegachers, classrooms, materials etc. to
groups.

94



You should also try to identify and control thedhts to internal and external validity of the
experimental design. This is to ensure that ime&ggtions are non-equivocal.

You should consider and select the simplest, cletapel fastest method of data col ection that

is readily available and which meets your needu Will need to decide earlier in the planning
how you will secure and breakdown your data. Ylousd take precautionary measures in

col ecting, recording data objectively and accuyaded checking for errors in procedures,
observing, phenomena and making mathematical tiststal computations.

What graphs, tables, and figures do you need for giata presentation and analysis? What type
of statistical analysis are you going to employnterpreting the relationship of variables?

These should be carefully considered with the spwading decision rules for testing
hypotheses. You should state the results of tperaxent in terms that are meaningful to all
persons interested in the experiment.

The basic considerations can be summarised in thesstion forms:

0] Has the problem been clearly and properly stated?

(i) Have the hypotheses been clearly formulated?

(i) Are the variables and terms defined in claad unequivocal terms?

(iv) Is the design clearly described, will it answgech questions raised by the hypotheses?

(v) Have all potential sources of threats to indé¢iand external validity been carefully
checked?

(vi)  Are extraneous variables recognized and effeaneasures taken to control them?

(vi)  Have randomization methods been used to ssldgects from the population?

(vii) Have randomization been employed to assigjects to groups?

(ix) Is the population of the study wel -defined?

x) Is the sample representative of the population?

(xi)  Is the sampling method adequate and clearygidigd?

(xii) Is the sample sufficiently large and drawraimanner to represent the characteristics of
the population?

(xiii)  Are appropriate methods used for the col@tiand analysis of data?

3.3  Variables under Study

A variable is a qualitative or quantitative entithich can take on different values or levels. It

can also be described as the conditions or chaistate which the researcher or the

experimenter manipulates, controls or observedtaimresults. For instance, age is a variable.

It can be of several continuous values. Gendemagheer one. It can be male or female. In

experimental designs, there are so many and veaieables with different names. Let us now

look at some of them.

3.3.1 Independent and Dependent Variables

The conditions or characteristics which you marapeiin order to find out their relationships
with the observed phenomena are cal ed independenbles. These are also cal ed
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experimental or treatment variables. In educatiogsearch, such variables like methods of
teaching, reward, instructional materials, aye, s&se, location, qualification or experience of
teachers etc. are examples of independent variables

The conditions or characteristics which appearpgiear or change as the researcher or
experimenter manipulates the independent variableslled dependent variables. Note that by
manipulation, we mean such actions like apply, neenor change etc. When you measure a
variable to determine the effects of the experimleineéatment on it, it is referred to as the
dependent or criterion variable. For instancengea in students’ performance resulting from
the influence of independent variables, measureddp accomplishing a task or a test score,
measured changes in academic achievement of stuaieatresult of the introduction of
computer managed learning etc. are some exampbiespehdent variables. Before we go to the
next section, note that the manipulated variabteasndependent variable. Its effects are
observed on the dependent variable.

3.3.2 Continuous and Discrete Variables

All the variables which yield continuous data aaéexd continuous variables. Continuous data
are those which can be in both whole and fractionabbers e.g. time can be in hours, minutes
and seconds, length can be in meters, centimatdrmdlimeters, aye can be in years, months

and days, including the fractions of these. Fameple, 5.5 seconds, 5.3 seconds etc. or scores —
20.5%, 45%, 52.6% etc.

All variables which yield only whole numbers andfrexctions are cal ed discrete variables e.g.
sex — man and woman group = group 1, group 2 arggfoand group B. There is no 2% man or
group 1%. It can only be whole numbers.

3.3.3 Intervening and Extraneous Variables

The intervening variables are the unwanted vargatiiat intervene between the cause and the
effect. They may not be control ed or measuregctly, but may have some important effect on
the outcome of the experiment. They tend to maitiéyeffect of the independent variable on
the dependent variable and therefore, must beifeleh&ind removed or prevented.

Take for instance, in a laboratory experiment, séantors like fatigue, anxiety, motivation,
patience; carelessness etc. may influence thetreseh though they cannot be observed
directly. These are intervening variables. Youehi take care of them by holding them
constant or equalizing their presence in the erpantal and control groups.

Extraneous variables are those variables not miatguliby the experimenter but which may

have significant influence on the dependent vagiabl'hey have to be control ed; otherwise they
distort and invalidate conclusions that result fribva findings. For example, if you want to
assess the effectiveness of a newly developedaroge in access physics in NOUN. At the
beginning of the semester, you select 200 studenkte Access Programme of NOUN to
participate in the new programme. You have to nske that al the participating students meet
the necessary requirements for participation. rAdtewing these students to participate in the
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programme for one semester, you give them an aefment test. If you discover that there are
large statistical significant gain in the studemishievement in physics, will you safely conclude

that gain in the students’ achievement experimeargatment which is the access programme in
physics. Unless such extraneous variables liketyistesting, maturation, instrumentation etc.
have been adequately control ed. We shall lodkeste in the next two sections.

Self Assessment Exercise 10.1:

1. Explain the following: experimental design aradigbles.
2. Discuss the types of variables in experimemsg¢arch.

3.4  Validity in Experimental Studies

The main purpose for which experimental researcloiglucted is to make a significant
contribution to the development of knowledge. s to take place, the experiment must have
two types of experimental validity. According tai@pbel and Stanley (1966), these are
internal validity and external validity.

3.4.1 Internal Validity

An experiment has internal validity to the extdrdttthe independent variables (manipulated
factors) actual y have genuine effect on the depeinhriable (observed consequences) in the
experimental setting. In other words, the outcameesult of the study must be a function of the
programme or approach being tested and not thé #sather causes not systematical y dealt
with in the study. That is to day that the expemtal treatment must bring about a change in the
dependent variable. The independent variable brisite one to really make a significant
difference in the dependent variable. Therefooe ylesign must provide adequate control of
extraneous variables. If your design can elimitla¢se extraneous variables which could lead
to alternative interpretations, then it has contiélol to the internal validity.

3.4.2 External Validity

External validity is the extent to which the resubtained from an experiment can be
generalized to non-experimental situations sugboasilations, settings, experimental variables
and measurement variables. As a researcher, yaldwad up achieving nothing or little of
practical value if observed variable relationshigge valid only in the experimental setting and
only for those participating in the research. Ywwe to make generalizations from the observed
to the unobserved. For this to take place, you seene kind of assurance. The most important
is that the sample of events studied must be @septative of the target population to which
results are to be generalized. The degree to whiehesult of your experiment can be
generalized to different subjects, settings andsmeag instruments gives you the degree of
external validity.

Note that it is not always possible for externdidity to be achieved completely. This is
because internal validity is very difficult to aelae in a non-laboratory setting especially in the
behavioural experiment where so many extraneouablas have to be put under control to
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achieve internal validity. By so doing, you createre artificial, less realistic situations which
reduce the external validity or the generalisabiit the experiment. You may ask what you

would do in this situation. The answer is that yawe to compromise a little and try to strike a
possible and reasonable balance between contrajemetalization.

3.5 Threats to Internal Validity

We have said that educational or behavioural emxments conducted outside the laboratory
settings are susceptible to a number of extraneauables. These influence the results of the
experiments in ways difficult to evaluate. You Bdeen told that these variables cannot be
eliminated completely, but many of them can betified. You need to anticipate them and try
to minimize their influence through sound experitaédesign and execution. The identified
extraneous variables that frequently represenatir® internal validity of a research design as
listed by Campbell and Stanley (1966) and Cook@anhpbell (1979) are:

3.5.1 History

Some events in the environment may occur at the sene the experimental variable is being

tested. These events may produce changes or tfeestibjects in addition to the independent
variables. For example, you have decided to fumdwhether students boarding enhances
academic performance. By the time you are condgdchis study, a wind disaster occurred in
the school damaging roofs and other things, suahtkie students’ activities were disrupted. If
you go ahead in this experiment, the measured mécunay not reflect the actual result but that
of the external historical event.

3.5.2 Maturation

With the subjects, changes can occur in many wegs & period of time. Such changes can be
in the form of subjects getting older, hungrierrdmh tired, wiser, less-motivated, more stressed
up etc. These changes can influence the depewdeables and be confused with the
independent variables.

3.5.3 Pre-testing

Pre-testing at the starting of an experiment magypce a change in the subjects. This is
because tests may sensitise individuals by makiagntmore aware of the purposes of the
researcher and may serve as a stimulus to changmay ginger them to change by reversing
and redoing the pretest.

3.5.4 Measuring Instruments

When you use unreliable instruments or technigoekescribe and measure aspects of
behaviour, they become threats to the validityheféxperiment. Tests used as instruments of
observation must be accurate (valid) or consigtefiible), otherwise a serious error will be
introduced. If you use human observers to destr@@viour changes in subjects, you have to
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gird against changes in standards due to fatigweeased insight or skill or changes in evidence
of judgement over a period of time.
3.5.5 Statistical Regression

This can be seen as the tendency for extreme stmregress or move towards the common
mean on subsequent measures. For example, someetsubpy score very high on a pretest and

score very low on a posttest whereas some whodémnest on the pretest may score very high
on the retest. You have to recognize that in ptgiesttest situations, there is a normal
regression towards the mean. It means that thielipihighest and lowest scoring subjects may
not necessarily be the highest and lowest achievers

3.5.6 Differential Selection of Subjects

Whenever subjects are not selected or assignedmapndo different levels of treatment, it

results in bias. Non-equivalence of experimentdl @ntrol groups can be noticed if one group

is brighter, more receptive, older etc. than theeogroup. Randomization must be used to avoid
this.

3.5.7 Experimental Mortality

Loss of subjects or mortality as a result of deatiasmisfers or relocations, or subjects dropping
out of the experiment before it is concluded ignefd to as attrition. Attrition of subjects may
not be random. It means that those who completexperiment may have peculiar
characteristics. These may limit the generaligalof the results. Attrition also distorts the
equivalence of groups making it difficult to deteémenthe contribution of the independent
variables. For example, if most of the people wbared lower on a pretest decide to dropout of
the experimental group, the group may have a higamperformance on the final result. To
avoid attrition, use shorter duration for your stuaind reinforce the participants.

3.5.8 Specialised Samples

When samples are selected from specialised grawgbsas university students, NOUN students,
gifted children, private schools or from a limitgelographical area, the findings cannot be
generalized outside the group or area. Samplesimuselected to be representative of the
population of study; otherwise the study must lpdicated in other contents to make it
externally valid.

3.5.9 Instrument Reactivity/Instrumentation Problems

When, as a teacher, you notice that your lessbairgy recorded, your behaviour may change.
The attitude of the respondents may change beadule presence of recording instruments.
Take for instance; when you are assessed in yaahiteg practice, you see that you put up a
spectacular performance when your supervisor isgmte  Even the students behave very well.
But after that what happens?
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Measuring instruments may go faulty. The investiganay use the instrument incorrectly.
Measured values may be interpreted incorrectlystriimentation problems, as listed, result in
measurement error. You have to identify all sosimemeasurement errors, estimate them and
adjust or eliminate them.

3.5.10 Interactive Combination of Factors

Some of the times, the factors which affect intewadidity occur in combination. For instance,
selection, maturation, history, interaction maywcas a source of invalidity. So you have to
gird against them both in isolation and in comborat

Self Assessment Exercise 10.2

i. What is internal validity?
ii. What is external validity?
iii. Explain the threats to internal validity.

3.6  Threats to External Validity

External validity is concerned with the extent egrke or power with which the experiment
generalizes variable relationship to a wider pojparteof interest. In other words, if you have
established a valid relationship between variaBlesd B in your classroom experiment, the
guestions to be asked are: Is this relationshipinable in non-experimental settings for other
students in other schools, in other socio-econdavels, in other types of communities and in
other geographic areas?

In conducting your experiment, you have to be awéiguite a number of threats to external
validity so as to make attempts to minimize theifo Bracht and Ecass (1968), there are two
types of external validity. These are populatiafidity and ecological validity.

Population validity involves the identification thfe population with which the results of the
experiment are generalisable.

Ecological validity involves the generalisability external effects to other environmental

conditions. When we break these two categoriemndawe have the threats to external validity
as:

3.6.1 Hawthorne Effects — Placebo

Hawthorne effects are named after the Western fidesttidies in industry (Roethlisberger and
Dickson, 1939). They are distractions in behavighich can arise when participants in an
experiment have the knowledge that they are subga study. In other words, the behaviour
of subjects are influenced when they know that greybeing used for a study. Take for
instance, when you had your teaching practice, ichately you know that your supervisor is
coming, what did you do? You tried to put up acspeular performance to impress him/her.
Even your students behaved well. Is this the piogire? After the supervisor had gone, what

100



happened? Back to square one? You see, the oésiit assessment is influenced by the fact
that you and your students know that it is an assent exercise.
3.6.2 Experimental Settings tend to be Atrtificial

When you attempt to control extraneous variables,ignpose careful controls. These may

introduce a sterile or artificial atmosphere whigmot at all like the real life situation for whic
generalizations are desired. This in itself ibraat.

3.6.3 Selection Bias

You have learnt that selection bias is a threatternal validity when you have to compare non-
equivalent experimental and control groups. ItaBo become a threat to external validity
when samples are selected from non-representatimelgtions. To avoid this, use
randomization.

3.6.4 Multiple-Treatment Interference

If two or more treatments are administered conseglytto the same person with the same or
different studies, it becomes very difficult to edain the cause of the experimental results or to
generalize the findings to settings in which onhgdreatment is present.

3.6.5 Testing

Pretesting poses a threat to external validityergralisation is made to populations that have not
been pre-tested.

3.6.6 Novelty and Disruptive Effects

The newness of a treatment, the enthusiasm ormdisruwhen there is a change may influence
the result of an experiment.

Self Assessment Exercise 10.3:

Explain the factors which are threats to exterrdilhty.

Having discussed validity of experimental desige,will next discuss types of experimental
design. There are thee major types;-

3.7  Pre-Experimental Designs

Before we go into this section proper, let us labkhe symbols we shal be using. These are:

= randomization in the assignment of subjects to gsou
treatment or experimental variable
control group
experimental group

= a measure of the dependent variable

oOomO X ™o
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Pre-experimental designs can be regarded as narimantal designs. This is because they
provide little or no control of extraneous variableln other words, experimental designs are
classified according to the degree of control piledi. Now let us go to the designs here.
3.7.1 One Group Post-test Design

In this design, treatment is given to a single grand a post-test to measure the effect of the
treatment is administered. This is representes: th O

This has a lot of weaknesses, including, lack aftrab group, lack of information about the
experimental group. There is difficult and no ffisation to say that X cause O.

3.7.2 One Group Pre-test post- test Design

In this design, one group is observed or measurddanpretest, subjected to treatment and then
observed or measured a second time with a post-t€simparisons are made with the level of
the dependent variable before and after treatmdihte differences in pretest, post-test are
attributed to the treatment. It is represented:t@uX O..

For instance, if you, as a teacher, decide todluice the use of a new text/workbook and to see
the effect on the performance of the pupils. Yaymecide to give them a test, after which you
teach them with the new text/workbook, and latgeghe pupils another test. You now compare
the pretest and post-test. Any difference will nmsvattributed to the introduction of the new
text/workbook. This has a lot of weaknesses inolgithck of control for history, maturation,
pretest sensitization, statistical regression acll bf control group to make comparison

possible.

3.7.3 Two Groups Static Design (Static Group Comparison)

In this design, two groups that are not equivaleme used. One group is exposed to the
treatment. It can be represented thus:

EXO

C-Q
The measures of the dependent variable O2 forringpg are compared to determine the effect
of the treatment. The weakness here is that &fddcandomization and matching of the groups.
3.8  True Experimental Designs
The type of designs in this category provide adegjoantrols for all sources of internal validity,

however it is difficult to meet the conditions fitg use in educational research. Now, let us
look at some of the designs here.

3.8.1 Post-test Only Control Group Design
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This is a very simple, but powerful experimentadiga. It makes use of two groups. One group
experiences the treatment while the other does fitte groups are selected and assigned
through randomization. The design therefore cémtth threats to validity and sources of bias.

REXO
RC-0O

At the end of the experiment, the post-test scofdise two groups are compared.
3.8.2 Pre-test-Post-test Control Group Design

In this design, the subjects are assigned to thepgrby randomization. The two groups are
given pretest on the dependent variable. Treatmamtly given to the experimental group for a
specified time. Then the two groups receive pest-on the dependent variable. The average
difference between the pretest and post-test ke. Q found for each group and compared.

RE OXOG,
RCO-O

The significance of the difference in average cleangust be determined by an appropriate
statistical test like t — or — f-test.

You wil have to note that sections 3.8.1 and 3c&2 be expanded to a multiple group design by
introducing n values or levels of the independeamiable.

3.8.3 Solomon Three and Solomon Four Group Design

In these designs, three and four randomized grolipsbjects are used respectively. These
experimental designs were designed by Solomon (1949second and third control groups are
used respectively. The difficulty inherent in taedomized group, pretest — post-test design is
overcome because of the second and third contoolpgt The @ measures are then used to
assess the interaction effect through a compaostime @ scores of the three or four groups.
A. Solomon Three: (R) E OX O

R CG O - Q

R) G - X Q
B. Solomon Four: (R) E OX O

R) CG O - ©

R)y G - X Q

R & - - Q

3.9  Quasi-Experimental Designs
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Experimental designs which offer less well contiantsl rigorousness are cal ed quasi-
experiment. This situation can arise when ful egxpental controls through randomization are
not possible.

Most educational experiments fall into this catggoNow let us see some of the examples.
3.9.1 Non-Equivalent Control Group, Pretest-Posttest Degin

This option can be used when you cannot randonmhpkaand assign your subjects. The
groups are used as already in existence or orgirike classes, members of some social clubs,
classroom schedules etc. A pretest is given tivtbegroups. The scores are analysed. Then
treatment is given to the experimental group. Atie treatment, the post-test is given to the
two groups.

EO X O

Co- QO

The t-test statistics can be used to compare pradsstest change in scores, but the analysis of
covariance (ANCOVA) is used to adjust for initiabgp differences.

3.9.2 Counterbalanced Design

This design can be used with intact class groupke groups can be total ed at intervals during
the experiment e.g.

Replication X, X, X, X,
1 GP A B C D
2 GPC A D B
3 GP B D A C
4 GP D C B B
5 GP D C A
Column mean column mean column mean column mean

This design is different from others in that eveupject receives every experimental treatment at
sometime during the experiment. It involves seofeeplication shifting the experimental
groups, such that at the end of the experimentyey®up has been exposed to every treatment.

3.9.3 Time Series Design

In this design, the selected subjects are measurdige dependent variable at fixed periodic
intervals using the same test. After series ofsueaments, the experimental treatment condition
is introduced and the subjects are exposed té\fter treatment, the subjects are again subjected
to series of measurements at fixed interval. Tiueshave:

O (07) O3 O4 X Os Os Or Os
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The effects of the treatment are determined basdbeochange or gain in the test results
immediately after treatment. So any differencpenformance after treatment is taken to be
attributed to the treatment.

Its major weakness is that it is not sensitivedotml ing extraneous validity threats of history,
maturation, reactive effects of the tests etc.
3.10 Factorial Design

These are modifications of the experimental desigvish further complication that additional
independent variables cal ed control or secondangbles are included in addition to the
treatment variable. In other words, it is posstblenanipulate several independent variables at
the same time and observe their effects on thendkgpe variable. The combined effects of two
or more variables due to interaction can also kestigated.

The simplest is the two-by-two (2 x 2) factoriakdg which has two independent variables each
of which takes on two levels or values e.q. if yeant to use individualized instruction as a
method of teaching. You create two levels of skt as problem solving and discussion
methods, then you have the intellectual abilityriglon two levels, such as high achievers and
low achievers. We shall have:

Experimental Variable X1 = Individualised Instrugti

Control Variable XTrgatment A = Treatment B =
Problem solving Discussion
High achievers Cel 1=80.5 Cel 3=70.6 Mean
COW achievers Cel 2=60.3 Cel 4=458 Vean
Mean = Mean =

The difference in the mean scores is comparedheltlifference is significant, then there are
main effects of treatment. From the above exanygle,can see that the high achievers scored
higher in both problem solving and discussion méthd/ou wil also notice that there are four
means, two for the columns and two for the rowsheylrepresent means for the two methods of
treatments and means for the two levels of achiemtm These means are compared.

There are other types of designs such as Hieralotiésign and multivariate designs etc. These
are meant for you to cover when you go to the adedmesearch methods.

4.0 CONCLUSION

In this unit, you learnt that experimental resegrabvides a logical, systematic way for
answering questions and discovering new knowledgeed as finding the relationships between
variables. You know that before you can securel#sred outcome in an experimental setting,
you have to manipulate certain variables or infagsnand observe how the behaviours of the
subjects are influenced or changed. At the same, tyou need to control or isolate certain
variables in such a way that you can be reasorslvly that the effects you observe can be
attributed to the variables which you are manipogatather than to chances or some other
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uncontrol ed influences. You also learnt thatdbsign of an experiment involves the process of
planning the experiment i.e. the order in whichelkperiment is run.

5.0 SUMMARY

In this unit, you read that an experimental dessgihe plan of procedures that enables you to
test hypotheses and reach valid conclusions aheuttationships between the dependent and
independent variables. You also looked at theclhamisiderations in the choice of designs, the
variables under study which are independent, degggndontinuous, discrete, intervening and
extraneous variables. In this unit, you have l##a to see the two types of experimental
validity, these are: internal validity, which isstdegree to which the independent variables
actual y have genuine effect on the dependenthiagan the experimental setting; and the

external validity which is the extent to which ttesults obtained from an experiment can be
generalized to non-experimental situations.

The threats to internal validity are: history, nration, pretesting, measuring instruments,
statistical regression, differential selection wbjects, experimental mortality, specialized
samples, instrument reactivity/instrumentation jpeois and interactive combination of factors.
The threats to external validity are Hawthorne @feexperimental settings tending to be
artificial, selection bias, multiple-treatment irfe¥ence, testing, novelty and disruption effects.
You did study the types of experimental designsfye-experimental designs, true
experimental designs, quasi-experimental desigddautorial designs.

6.0 TUTOR MARKED ASSIGNMENT

() What is an experimental design?
(i) Mention the variables in experimental study.
(i) Explain the two types of experimental valigit
(iv) What is the major difference between true expental and quasi-experimental designs?

Answer to SAE Question 10.1
Experimental design is the plan of proceduresehables the researcher to test hypotheses and

reach valid conclusions about the relationships/eeh the dependent and independent
variables.

Variables are qualitative and quantitative entitidsch can take on different values or levels.

They can also be described as the conditions oactaistics which the researcher manipulates,
controls or observes to obtain results.

There are many types of variables in experimerdaighs. They are: independent, dependent,
continuous, discrete, intervening and extraneousvias.

Answer to SAE Question 10.2
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Internal validity is the degree to which the indegent variables actual y have genuine effect on
the dependent variables in the experimental setting

External validity is the extent to which the resubtained from an experiment can be
generalized to non-experimental situations.

The threats to internal validity are: history, nration, pre-testing, measuring instruments,

statistical regression, differential selection wbjgcts, experimental mortality, specialized
samples, instrument reactivity, instrumentatiorbpgms and interactive combination of factors.

Answer to SAE Question 10.3

The threats to external validity are: Hawthorneet$, antifficiality in experimental settings,
selection bias, multiple-treatment interferencstimg, novelty and disruption effects etc.
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MODULE 3: DATA COLLECTION INSTRUMENTS

Unit 11 Observation Technique

Unit 12 Questionnaire

Unit 13 Interview

Unit 14 Others Methods of Col ecting Data
Unit 15 Validity and Reliability of an Instrument

UNIT 11 OBSERVATION TECHNIQUES
Contents

1.0 Introduction
2.0  Objectives
3.0 Main Content
3.1 Observational Technique: An Introduction
3.2 Observational Variables
3.2.1 Types of Observational Variables
3.3 Phases of Observational Method
3.4  Recording Observations
3.4.1 Types of Observation
3.4.2 Techniques for Recording Observations
3.5  Validity and Reliability of Observation
3.5.1 Validity
3.5.2 Reliability,
3.6  Training Observers
3.7 Problems of Observation
3.8  Advantages and Disadvantages
3.8.1 Advantages
3.8.2 Disadvantages
3.8.3 Guide to Good Observation
4.0 Conclusion
5.0 Summary
6.0  Tutor Marked Assignment
7.0 References and Further Readings
1.0 INTRODUCTION
In the last module, you worked through the varidesigns that you can use in your educational
research. In this module, we are going to loathatmajor ways of col ecting data for your
research. The first among these methods is oltsamaatechnique.
Observation, as a method of data col ection oriwipigainformation in research, involves
measuring variables or gathering the data nece$sianyeasuring the variables. A variable is
measured so that it can be related to other vasabBefore we continue, let us look at the
objectives of this unit.
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2.0 OBJECTIVES
At the end of this unit, you should be able to:

0] explain the observational technique of data cabact
(i) describe observational variables;

(i)  explain the phases of observational method;

(iv)  discuss the recording of observations;

(v) describe the validity and reliability of obsatwns;
(vi)  highlight the problems of observation, and

(vii) list the advantages and disadvantages ofrobsien.
3.0 MAIN CONTENT

3.1  Observational Technique: An Introduction

Observation can be regarded as a process of lookingnd recording the presence or absence of
a particular trait or behaviour of a person or grotipersons. According to Nworgu (1991),
observation, as a method of data col ection, irs®lwvatching people, events, situations or
phenomena in order to obtain first-hand informatbout a particular aspect of such person,
event, situation or a phenomenon. Some of thestiymu may have certain information relating
to some aspects of human behaviours which mayeaetby to obtain except you are in that
particular setting where such behaviours are etddbi It may not surprise you that most of the
times information provided by respondents in questaires and interviews can be inaccurate,
prestige-based or faked. But observational tealesgnake it possible for you to obtain first-
hand information about the person, object, eveatuatson, phenomenon or object-event
interaction of interest.

In other words, instead of using the other methwldish can easily accommodate response
faking and personal bias, you can decide to obtaur information directly by means of
naturalistic observations. For instance, if yoe atechnical instructor and you are required to
fill in a questionnaire and list the methods yoe tm teaching prevention of accidents in the
school workshop, what will you do? You will go alst the best and current methods available,
whether you use them or not is another thing. iBydu are watched at random while teaching
your class, we may be able to obtain the actuahoustused. Observation characterizes or is
used in al types of research, be it experimentaba-experimental. Observation techniques are
challenging. They need to be planned and carnigdhoa systematic way.

3.2  Observational Variables

Anytime you have decided to conduct a researchréuptires the use of observation, it is
necessary that you identify and define the obsemval variables. You know that human
behaviour is complex and as such important chaiatits and/or traits are very difficult to
observe directly. You must therefore, try to defthem precisely in operational terms. For
instance, if you have a problem about teachernstidé to work, you will first understand that the
problem is broad, can suggest the use of obsengtiout it requires the determination of the
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specific observations that should be made. Yow hawevelop such expectations that you think
signify attitudes to work. After this, you haveltmit the focus of your observation considerably
by defining the important variables to be obseraed recorded based on your expectations.

For example, a typical expectation will be thattears who have positive attitude to work are
always punctual to their classes. At this junctyo should define the behaviour units and time
units by determining what constitutes positivetaties of teachers to work. These may include
prompt reaction to students’ problems and quepesnpt marking of tests and assignments,
marking of registers and attendance records, watedesson plans/notes, up-to-date in the
knowledge of the subject matter, classroom manageete. You should avoid vague definition

of behaviours because they could lead to guesswork.

3.2.1 Types of Observational Variables

According to Borg and Gal (1983), there are thypes of observational variables. These are:
(@) Descriptive or Low Inference Variables:

These variables need little or no inference orptre of the observer. They general y
yield reliable data. This is because if thereraoge than one observers, the level of their
agreement in recording the same kind of behavexpected to be high e.g. the number
of times a teacher comes late to class, the nuoflmprestions asked by the teacher in a
lesson, the number of assignments given to the ales week, etc.

(b)  High Inference Variables:

In this case, an observer needs to give an inferbatore scoring the variable. It is not
easy to col ect reliable data on such variablebe I&vel of agreement between two
observers recording the same behaviour will be |dvar instance, if there is an oral
interview for the employment of teachers, you witice the type of self confidence
exhibited by the interviewees in answering questioom the interviewers. You will see
some answering with a great deal of confidence eswray appear un-sure of themselves,
some may appear confused, while others may be ngrvd’ou will note that these are
not behaviours, but variables that reflect theedéht levels of competence of these
teachers in the areas of questioning. To thiceffeferences can be made from these
© behaviours.
Evaluative Variables:
Here, more than inference is required on the sidkeoobserver. You need to make an
evaluative judgement. For instance, if a teach@naking an explanation or description
about a statistical concept, while you as an oleseneed to rate or score the quality of
that explanation. You wil notice that qualityingfs are not behaviours, but inferences
made from behaviours. You will find it difficulotmake reliable observations of
evaluative variables. What you should do in tlaisecis to col ect examples of such

110



3.3

behaviours and define points along a continuum feswellent-to-poor explanations and
use it for such ratings.

Phases of Observational Method

The six phases of systematic observation are dresow:

(@)

(b)

()

Definition of Aims and Objectives:

If you want to conduct a systematic observation sioould start by defining the focus of
your observation. You cannot observe everythingvery situation. You have to decide
what to observe by defining the aims and objectofebe observation as derived from
your hypotheses and/or research questions. Famnioss, if the research question is
“What instructional aids are used in the introdugtechnology lesson?” Then you must
ignore other aspects of the lesson and focus omsfrictional materials. Here, your
objective may be to identify the different typegdsto count the number of each type
used, to record the number of times each typedad,uetc. In this case, you will be

col ecting relevant data for the solution of htel@gh problem.

Selection and Definition of Attributes:

At this point, you will need to select and defihe target objects and events. For
instance, if your focus is on the instructionalsaigou have to identify items which

would be classified and accepted as instructioigl a Models, drawings, specimens,
charts, projectors, machine tools, hand toolsuypest etc. You will also need to define
the characteristics of each item to differentiafeom others. For example, what
differentiates a machine tool from a hand tool? ti@nterm “used”, for instance, if a
machine tool is mounted on the floor of the workskden it is used, if it is referred to,

if it is used to explain something? Or if it is nfaunate?

It is necessary that these things are clarifigoréwent confusion in categorization among
different observers or by the same observer agmifft times, different places or different
encounters; it improves the reliability of countigugd recording procedure. Abstract
gualities such as inquiry, honesty, stress etallshioe well-defined by their denotable
characteristics.

Selection of Observation Modes and Training of Obseers:

At this stage, you have to take a decision onyhe br mode of observation to adopt.
You can decide to use the natural senses or temfical gadgets. You can decide to be
a participant in the target situation or a nonipgrant. You have to know which mode
is more appropriate for the particular situatiofobe the actual observation.

Your choice of observation mode should be guidethbyconsideration of having
minimum interference can be achieved by the usmefway screens, remote censors,
light differential and elevated corridors. Thes# keep you out of the views of the
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subjects. You can use micro-recorders to maksubgects less conscious of being
observed. If you choose to be a participant olesedo not play a leadership role.

(d)  Administrative Arrangements:

For you to carryout a systematic observation, yaxvelto make adequate arrangements
and proper planning. These will enable you obtaiid data. If it is in a school
situation, you have to seek for the cooperatiothefschool heads, the teachers, look for
and mount appropriate technological gadgets andad adopt such strategies that will
ensure minimum dislocation of the phenomena undsemation.

()  Observation:

As much as possible, let your observation focusethe low-inference and not denotable
characteristics or high inference abstract qualitid-or instance, if again you want to
observe teachers’ attitude to work, denotable &tdis can be punctuality, regularity,
extra hours of work, etc. Attitude is then infermather than observed. But there must
be an integrated theoretical or empirical basigHerinference.
Consideration should be given to the number otwisi observations needed for reliable
observations. You can use as many as thirty ytbitcaigh most studies cannot afford
more than a dozen observations on a single teaclmer.order to obtain a trustworthy
mean score for one teacher, particularly for cogmwariables, you need as many
observations as possible. You have to gird againstrver effects. You have to provide
a situation where you can observe without introdg@ome distortion to the events that
would have occurred if observations were not takilage. To minimize distortion
effects in observation, possible techniques areithation-staging with the participants
long before the observations start. This will m#ke participants not to attach any
importance to your presence. Others are assessineffécts and remote presence. You
(f) should also guard against halo-effects and inte&pom bias during observation.
Quantification of Observation:
Observations are quantified by coding. There auttiphe coding systems in use today.
The three major types are the sign system, thgaogteystem and the rating system.

0] The Sign System otherwise called interval recording, recordsetient once

within a specified time period. It does not matiew many times the event
occurs during that period. A typical example is 8tience Teaching Observation
Schedule, STOS (Eggleston, et. al., 1975).

(i) The Category System which records an event each time it occurs. Acglp
example is the Biology Teacher Behaviour Invent&VBI (Evans, 1869; Balzer,
1969).
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(i)  TheRating System which estimates the frequency of events only ouseally at
the end of the observation session. A typical gpans the teaching practice
rating.

Other methods like the use of anecdotal recordsodl@sual y require quantification. In

some arithmetic processes are applied directlyemtitative counts obtained from sign

and category system data to yield relevant intégioms. In the rating system, frequency
estimate of the events is scaled ordinally. Thi#nat scores of al events are totalled.

The total scores indicate the level of excel encatloerwise of performance.

Self Assessment Exercise 11.1:

1. What are the three types of observational vari&bles
2. Explain the phases of observation method.

3.4  Recording Observations

You have gone through the variables and the phas#sservation. Before we go on to the
recording techniques, let us briefly touch on tes of observations.

3.4.1 Types of Observation

In general, there are two types of observation.es€hare: participant and non-participant
observation.

0] Participant Observation in which the observertisegia member of the setting or group
being observed or has joined the setting or gragpfpr the purpose of carrying out the
observation. In this case, the observer is alwaisthe observed e.g. your head of
department, the principal and the teachers, theucter and the apprentice etc.

(i) Non-Participant Observation in which the obsergarat a member of the setting or the
group being observed. The observer visits thergbdeat different intervals e.g.
Supervisors from the Ministry of Education to tlehsols, or Inspectors from the
Inspectorate, Teaching Practice etc.

3.4.2 Techniques for Recording Observations
The techniques as classified by Borg and Gal (L83

0] Duration Recording: This involves measuring the length of time in whiarget
behaviour occurs. You may use some form of tingiegice like the stopwatch. You
may record the time for a single behaviour. Famegle, the length of time a student
stays without making noise, the length of timetdecher talks before moving around
etc.
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(ii)

(iii)

(iv)

(v)

3.5

Frequency Count Recording:This involves recording the number of times thgea
behaviour is exhibited by the subject. You mayasal y sheet or a counting device to
record each time the behaviour occurs. It is mesful in recording behaviours of short
duration, e.g., how many times a student raisebdmsls to answer a question, how many
times a teacher use praise to reinforce a goodvimireetc.

Interval Recording: In this case, the target behaviour is observéatettvals of say 30
seconds or one minute. The length of time varidis the nature of behaviours being
observed. For instance, which of the listed masnmes does a teacher exhibit within the
time interval.

Continuous Observation: In this case, al the behaviour of the targejesilare
recorded in a chronological order during the obaston session. For example, recording
everything which the subject does in a given sgttin playground, classroom, in a
meeting etc.

Time Sampling: In this case, you will select time intervals ofittee total time available
for observation. You can only observe during thlected periods. The periods can be
selected at random and can be used in conjunctithrtire other methods. For instance,
you can select school days at random in order $emie a given teacher or teachers.

Validity and Reliability of Observation

This will be discussed under the following sub-tepi

3.5.1 Validity

In order to have a higher degree of validity in yobservation, you will need to:

(i)

(ii)

(iii)

Identify those critical incidents of behaviour wiiare truly significant. In this case, you
may wish to supplement your knowledge and skillhhe judgement of experts in the
field under study. This will help you to selediraited number of observable incidents
which are actual y related to the behaviours ustiety.

Conceal the observer and his intensions. Thisealse if the observed are aware of the
presence of the observer, their behaviour may fheeimced. This is a threat to the
validity. While some scholars believe that if dsserver stays for a long period of time,
his presence will be taken for granted and segradf the setting with little effect on

the behaviours observed. But others feel thatafdbserver is introduced as active
participant in the activities of the group beingetved, it will minimize the effects of
intrusion.

Prevent observation bias. This becomes aaht validity when you are the sole
observer and unconsciously see only what you expesge and to overlook those
incidents which do not fit your theory. Your oweefings, values, attitudes and past
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experiences may distort your observation. Youustrained observers and restrict
your role to the interpretation.

(iv) Randomly select time sample for observing gérently occurring incidents. This may

help to yield more representative samples of behaand improve the validity of
observation.

3.5.2 Reliability

To determine the reliability of observation, yowedo compute the correlation coefficient for
the sets of scores from two different observersafgiven target groups or subjects at the same
time. The reliability of the observation shoulddetermined during the try out or pilot phase of
the observation.

3.6  Training Observers

According to Nwana (1981), observational studiestane consuming and require long periods
of patiently watching events. Of course, you krtbat the pace of observational settings is
never control ed by the observer. Therefore, yedrto employ the services of assistant

observers to carryout the observation. But yolettawnote the advice of Mouly (1978) that
observation is not better than the people doingAgain, the fact that human behaviours are
complex, the observer is always faced with deteimgimvhich factors are significant from a
multiplicity of events occurring simultaneouslyt becomes particularly important to train the
observers.

You should train your observers by defining andlaixying the observational variables and how
to observe and record them. You should also explea purpose of observation and familiarize
them with the aims and objectives so as to make dygpreciate the observation. Explain the
recording sheet or form, define clearly and prdgidee behaviours to be observed. Use a trial
observation in your training.

According to Nwana (1981), the trial observationyrba repeated to ensure consistency and
agreement amongst the assistants and the investgagcords can be taken as a standard.
Where facilities are available for use in the otsaBon, the observer should be trained on how to
use them. Recorded behaviours can be shown teainees. After the training has been
conducted to a desired level of agreement and acguthe observation should start without
delay that may cause some loss in observer skills.

Self Assessment Exercise 11.2:

(1) What are the two types of observation?
(i) Explain the observation recording techniques.
(i)  What are the things you should do to havehleigdegrees of validity in your observation?

3.7 Problems of Observation
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Observation, as a method of data col ection, haegwoblems. These are:

(i)

(ii)

(i)

(iv)

v)

(vi)

3.8

Observer Effects:

These are virtual y inevitable, but can be minidibg unobtrusive methods as have
been listed under section 3.3 (phases of observatithe unit). Read it again.

Observation Requires Enterprise: In order to have proper observation, you nedakto
trained if you are not an expert. Assistant obseralso need to be trained. This will
help to save time or maintain objectivity.

The Number of Observations: The number of observations needed to obtain a
representative sample of events is most of thestipnehibitive. This is why many
researchers resort to studying the target phenostesddily.

I nterpretation Bias: If a researcher decides to report a colouredaerather than the
objective findings, it can distort the observedrdgve This can be minimized by the use of
blind observation whereby trained observers ard usghout them knowing the

objectives of the observation; the use of trairesmbrders for objective recording of
events; the use of multiple independent observetiseouse of taped recorders which can
allow analysis and re-analysis.

Halo-Effects: You have read about this in the last unit. hiis tase, it means later
records of observations being affected by eantmgaressions. This can reduce the
reliability of information col ected through obsation.

Rating Errors: This can occur when the rating system is usedcarl be as a result of
ambiguities in the meaning of the scale points. aiAgrating systems such as the
tendency to rate subjects towards the middle, rdttza at either of the two extremes.

Advantages and Disadvantages

The advantages and disadvantages are listed selgdralow.

3.8.1 Advantages

(i)
(if)
(iii)

It provides unique insights not attained by othethods.
It yields direct first-hand information which is meovalid than reported information.

It is peculiarly suitable for the study of yag children, handicapped persons and
illiterates.

3.8.2 Disadvantages

(i)

It requires enormous amounts of time, energy asdurees to be properly executed.
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(i) Samples are usually small and this tends to rethecenternal validity as well as the
external validity or generalisability of the findjs. This is because of the
unrepresentativeness of the samples.

(i)  Some behaviours are not explicit and obsaoratmay not apply in such situations.
(iv)  The faking of some participants when they kritnat they are being observed.
3.8.3 Guide to Good Observation

The guide to good observation is listed below:

(1) Obtain prior knowledge of the conditions or backgrd of what to observe;

(i) Examine the general and specific objectives obtbgervation;

(i)  Determine the method of observation — direrding assistants, participants or non-
participant;

(iv)  Define and establish the variables of obseovat

(V) Device an appropriate method of recording results;

(vi)  Observe carefully, critical y and objectively;

(vii)  Rate specific phenomena independently, indage of rating;

(viii) Do not interfere with the setting in whiché observation is taking place.
4.0 CONCLUSION

The observation method of data col ection useeByaic procedures to identify target
phenomena, to categorise, observe and record thHeoan be undertaken using any of the
natural senses or technological gadgets. It iepexl when studying children, illiterates, traits
that cannot be tested with pen and paper, and pineme which must be looked at. It may be
used alone or in supplement with other methodsthémext unit, you will read about other
methods of data col ection.

5.0 SUMMARY

In this unit, you have learnt observation is a pescof looking out for and recording the
presence or absence of a particular trait or belawf a person or group of persons. You also
looked at the observational variables where yorntehat the three of them are descriptive or
low inference variables, high inference variabled avaluative variables. In the phases of
observation method, you learnt that they are:
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(1) Definition of aims and objectives;

(i) Selection and definition of attributes;

(i)  Selection of observational modes and trainofgervers;

(iv)  Administrative arrangements;

(v) Observation, and

(vi)  Quantification of observation.

You also learnt that the two types of observatiamsparticipant and non-participant
observation. The techniques for recording are:

(1) Duration recording;

(i) Frequency count recording;
(i) Interval recording, and

(iv)  Time sampling.

You read about the validity and reliability of obsgtion and how to train observers. The
problems of observation are:

0] Observers effects;

(i) Expertise in observation;

(i) Number of observations required;
(iv)  Interpretation bias;

(v) Halo-effects, and

(vi) Rating errors.

You also saw the advantages and disadvantages.
6.0 TUTOR MARKED ASSIGNMENT

What is observation?

What are the phases of observation?

Explain the two types of observation.

What are the techniques for recording obsermatio
What problems do you have in using observation?

Answer to SAE Question 11.1

aawN e

The three types of observational variables arecij@s/e or low inference variables, high
inference variables and evaluative variables.

The phases are:
0] Definition of aims and objectives;
(i) Selection and definition of attributes;

(i)  Selection of observation modes and trainifiglservers;
(iv)  Administrative arrangements;
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(v) Observation, and
(vi)  Quantification of observation.

Answer to SAE Question 11.2
The two types of observation are: participant olestgsn and non-participant observation.
The observation recording techniques are:

(a) Duration recording;

(b) Frequency count recording;
(c) Interval recording; and

(d) Time sampling.

In order to have higher degrees of validity in @nebservation, the fol owing should be done:

0] Identify the critical incidents of behaviour whiehe truly significant;

(i) Conceal the observer and his intentions;

(i)  Prevent observers bias; and

(iv)  Randomly select time sample, for observingjérently occurring incidents.

7.0 REFERENCES AND FURTHER READINGS

Anaekwe, M.C. (2002). Basic Research Methods aatis8ts in Education and Social Sciences.
Enugu: Podiks Printing and Publishing Company.

Denga, I.D. and Ali, A. (1983). An Introduction Research Methods and Statistics in Education
and Social Sciences. Jos: Savannah Publishersddmit

Nkpa, N. (1997). Educational Research for Modermo&us. Enugu: Fourth Dimension
Publishers.

Olatian, S.O. and Nwoke, G.I. (1988). Practicalézesh Methods in Education. Onitsha:
Summer Educational Publishers.

119



UNIT 12

QUESTIONNAIRES
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INTRODUCTION

of data col ection is the use of questionnaire.
In educational research and in most social scieressarches, the questionnaire is the most
frequently used instrument for data col ection.is the most popular instrument. This is
demonstrated by the number of published studiestuttents’ research projects which employ
this instrument of data collection.
In this unit, you will study in details, the questnaire as an instrument for data col ection in
educational research.

OBJECTIVES

2.0

At the end of this unit, you should be able to:

()

(i)
(iii)
(iv)
(v)

define the concept of questionnaire;

enumerate the types of questionnaire;

construct questionnaire items;

explain how to validate a questionnaire;

list the advantages and disadvantages of quesdire;
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(vi)  discuss the characteristics of a good questge.
3.0 MAIN CONTENT
3.1 The Concept of Questionnaire

In a research situation, a questionnaire can loetsdie a carefully designed instrument for
collecting information or data in relation to thesifications of the research questions and
hypotheses. This instrument is used to elicittemiresponses from the subjects of the research
through a series of questions or statements pethegwith some specific objectives in mind. It
can be used to ascertain facts, opinions, behdtisides, practices, etc.

Obodo (1997) defines it as a series of questiorssadements presented in a written form to a
subject or group of subjects and to which theyexigected to answer in writing. You can see
that it is the most common, used like a test amgsttacted for specific purposes. It is also used
for the assessment of students’ personal-sociakadent and interest with regards to different
issues. You need to think of a specific study @esign before you determine whether it will be
appropriate for you to use a questionnaire. Fstaimce, when you require to obtain data on the
distribution of a group of subjects in relationstach factors as gender, state of origin, state of
residence, qualification, experience on a job, ageio-economic status or to provide
information for assessing certain situations sigctha availability of workshop equipment,
laboratory facilities, facilities in a state, schamr the extent of implementation of a certain
school programme etc. It can be used to obtaorimition on the feelings and perceptions of a
group of people towards certain issues such a®biesystem of education, or the perception of
the problems or their attitude towards the problessociated with the use of information and
communication technologies in our educational syste

3.1.1 The Components of Questionnaire

A questionnaire is made up of such componentseastld, the introduction, the response
instructions, biographical information, the quessitstatements, return instructions and gratitude.
For you, as a student/learner, a letter of refexéram an appropriate authority may accompany
your questionnaire to elicit the cooperation of ymspondents. Now, let us briefly touch on
these components.

1. TheTitle:

This gives an appropriate caption for the substardontent of the questionnaire. It is
not the topic of the research project, e.g. Pytsiception of ODL Questionnaire
(PPODLQ), Students’ attitude to Physics Practi€algstionnaire (SAPPQ) etc.

2. The Introduction:

This gives the main objectives of the researchartteé questionnaire. It also gives a
guarantee of anonymity of the respondents and dentfial treatment of the information
supplied. It establishes a rapport with the redports by assuring that no information in
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the research report can be traced to particulavitheals. This will likely bring out
accurate, frank, objective and comprehensive infdion from the respondents.

The Response I nstruction:

This specifies the mode or modes of completinggiestionnaire. You have to instruct
the respondents to fill in the blanks, underlingt, @ cross, circle or tick the appropriate
place. Itis a good practice to use one or twestjors and answers to illustrate what
they should do.

Biographical I nformation:

This gives the personal data of the respondentss required for analysis and
interpretation of the data. It includes such tkiag type of school, class, occupation, sex,
income, age, qualification, experience, socialglasarital status, etc. You should
include only the variables that are needed forymmabnd interpretations. Again, you
have to be cautious on the type of information ¢eilicited or required. For instance,
divorced, separated, or widowed, instead of astfongxact age, give age range, when
information is sought what social class, incomeupation, qualification, etc.

respondents may be prestige-biased and therefedésposed to overclaim, thus
introducing response error.

The Questions/Statements:

This gives the actual substantive content of tkeaech. They can require factual
answers, opinions or evaluations. Every questiatesent has to address a specific
issue in the research. Therefore, the questi@iersents must not be written aimlessly,
haphazardly or shoddily.

All the statements or questions must be relevatiteédypotheses and/or research
guestions. Do not add unnecessary questions te thakguestionnaire lengthy. Select
words which will give you the required informatianth a minimum of distortions. The
language should be simple, clear and precise. nYast try to avoid ambiguous,
suggestive, leading, antagonistic and embarrasgiagtions that invade privacy. Do not
use double-barreled questions.

Return Instructions:

These direct the respondents on what to do witltdingpleted instrument.  Specify the

col ection point, a mailing address or to hand tlatk to you or your assistants.

The Gratitude:

This is the end of the instrument. You should geipe that the respondents are under no

obligation to complete the instrument. In faceyttare doing you a favour. Therefore,
you need to appreciate the respondents by thamkerg.
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3.2  Types of Questionnaire

Based on the format for the statements/questiodstanresponses, questionnaires can be
classified into two major types. These are stmacticlosed or fixed response type and the
unstructured/open end type. Let us look at them.

3.2.1 The Structure or Fixed Response Questionnaire
Here, the respondents are restricted to some resmptions. A question is asked or a statement
is made and a respondent has to choose from thlal@ealternatives. You can see that the

respondents do not have the freedom and opporttméypress their views. Look at some
sample items of the fixed response type below:

(@) How old are you?

20 — 30 years ( )
31 — 40 years ( )
41 — 50 years ( )
51 — 60 years ( )
61 and above ( )

(b) For how long have you been teaching?

Below 5 years ( )
6 — 10 years ( )
11 — 15 years ( )
16 — 20 years ( )
21 and above ( )
(c)  What is your highest qualification?
T.C. Il ( )
N.C.E. ( )
B. Ed. ( )
M. Ed. ( )
Ph.D ( )

This type of questionnaire is usual y preferredalnse it facilitates data analysis and the
estimation of validity and reliability indices ftlne instrument. Again, it is easier and demands
less time to complete. But on the other handspaedent may have different suggestions for
your imagination. He may not have the opportutotgive those suggestions.

3.2.2 Unstructured or Open-Ended Questionnaire

Here, response options are not provided for theomdents. All you need do is to provide
guestions pertinent to the problem and the respuadee free to supply their responses in their
own words and in any manner they deem fit. Whanam@ not sure or cannot predict what the
subjects’ responses are likely to be, this typguastionnaire is the most appropriate. See
sample items below:
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(@) Do you have open and distance education in yote stacountry? ...................coeenne.
(b) [ 10 1Y A S 0] o= = =0

(c) Would you say it has advantages over the conveaitgystem of education? ...............

(d) WHY 0O YOU SAY SO? ..ttt et et e et e e e et e et e e e e e e e e e e

The open-end questionnaire can provide unantiaipatel insightful information that could lead
to a better understanding of the problem. But #reydifficult to complete and time-consuming.

There may be misinterpretation arising from the fhat some people may not be able to express
themselves very well; while others may use stylbgkvare at variance with that of the
researcher. These may bring about communicatiololggms. Again, classification and
guantification of the responses are very diffiteétding to serious difficulties in the data
analysis.

Self Assessment Exercise 12.1:

(1) What is a questionnaire?
(i) Explain the components of a questionnaire.
(i)  Discuss the two types of questionnaire.

3.3 Construction of Questionnaire Items

For you to construct a questionnaire, you needearky identify the objectives for which the
guestionnaire is expected to accomplish. Thismidke the questionnaire to yield information
pertinent to the problem of study. After identifgithe objectives, you then start to construct the
items. To be able to write good questionnaire #eyou have to consider such factors like: the
sample characteristics, type of questionnaire fotmadopt and the length of the questionnaire.

(@  The Sample Characteristics. Here, you may need to know the educational letely
socio-economic class, age etc. Why do you hakadwav this information about your
samples? This will enable you keep the languagdadllstrations at such a level that will
be appropriate to the samples.

(b)  Type of Questionnaire Format to Adopt: You have to decide whether to use the restricted
response format or the open-end format. Thisdefiend on the type of data you need to
generate and the type of analysis you require to do

(c) The Length of the Questionnaire: You have to put into consideration that the lartge
instrument, the higher the reliability. But it cha boring to complete a lengthy
instrument. Therefore, you will have to constraictinstrument which is neither too short
nor too long.

When you are constructing a questionnaire, you havete:
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(1) It is not good to include items which have no rielaghip with the research objectives.
This is time and effort wasting and tends to unduotyease the length of the instrument
without any added advantages.

(i) Avoid unnecessary presumptions. Take for instaasidy on parents’ supervision of
their children’s home-study, a question was asked:t*"How often do you supervise
your child’s home-study?” You can see that thissiion is presumptuous, in that it
presumes that the respondent has a child and dgdihe supervises his child’s home-
study.

Instead, you can start by asking:

(1) Do you have a child?
(2) If your answer is yes, do you supervise his datudies?
(3) If so, how often do you do this? etc.

(i)  Avoid leading questions. For instance, laatkthis item. For the fact that open and
distance learning is flexible and affordable, do@t think it can be encouraged in this
country? Instead say: What do you think about agpehdistance learning?

(iv)  Always note the distinction between “what otghbe” and “what is”. For instance, if
you ask a teacher — “Do you supervise your studehe& doing practical work in the
workshop?” This question relates to what is, beeatis your duty to supervise and
that’s exactly what you do. But if the questiori$fiould you supervise your students
during their practical work in the workshop?” Tsswhat ought to be.

3.4  Validation and Pilot Testing of the Questionnaire

Validation of an instrument is done in order towgeghat the instrument has validity. Itis a
serious limitation which is inexcusable in scidntiesearch if a questionnaire is used without
proper validation exercises. The simplest metHoghlidating an instrument is to subject it to
expert validation.

In this method, you will make copies of the instemhand give them to a panel of experts in the
area. You will also write a covering letter togkeexperts stating what you need them to do.
This letter should contain a clear, guideline ofivthey are expected to do, the purpose of ht
research, the research questions and/or hypotheges.should also instruct the experts to
review the items in terms of their clarity, appriapeness of the language and expressions to the
respondents and the instructions too. You wilb gdsovide space for the experts to make any
other comments regarding the overal adequacyeofgtrument. When the instrument is
returned, you will carryout the modifications alaihg lines suggested by the comments of these
experts. This validation exercise will ensure hibidn face and content validity of the instrument.
The next stage is to subject the instrument tbaripilot testing. This involves administering
the instrument on a very small sample of those whanould be used in the final study, under
similar conditions. This will enable you to seenhihe subjects will react to the instrument,
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whether the questions are clear and easy to uadersivhether more items are needed in certain
areas and whether there are items which the resptsidannot react to. It will also help you to
determine whether the methods of data analysisagseapfor the final study are appropriate.

3.5

Administration of Questionnaire

Administration of the questionnaire to the respartsiean be done in any of these three ways:

(1)

(2)

By Mail: In this case, the questionnaire is sent by rodihé respondents who are
expected to complete and also return through tseé pdf you want to use this method,
then you have to encourage a high response amnh retie by enclosing stamped self-
addressed envelopes for the return. Some ofrestiyou need to send appropriate,
tangible inducements such as gifts or suitably-wdrdnd non-threatening reminders to
those who have not returned by due time. You shalsio make arrangements for
substitute respondents where possible. The adyafausing the mail is that suitably
gualified respondents can be used in the reseadndh they are very far away. Again,
the respondents can afford to consult sourcesfoimmation. It can also increase the
chances of obtaining valid but socially unaccegabtponses. Again time and
travel ing expenses are conserved. The advansages
0] Very poor response or low percentage returnglvtend to reduce the sample
size and leads to sampling bias;
(i) Not suitable for persons of low intel igencelow educational background, since
you are not there to explain any misinterpretation;

(i)  The instrument may be given to a more compegeerson to fill i. this may result
in the distortion of the sample and results;

(iv)  You cannot fol ow any chronogram, since yountd have control of the time to
receive the responses and therefore plan to badnalysis;

(v) You cannot guarantee the return of the instminbg post, especially in Nigeria
where the postal services are very poor.

Personal Administration with on-the-spot collection In this case, you and your

research assistants can deliver the questionrtaiteg respondents in person, wait for
them to complete and col ect them back. This ntettam give you a 100% delivery and
return. It wil also provide the opportunity t@dfy misinterpretations, while
ambiguities are kept to a minimum. You are alsoantrol of the time for completing
the project. But if the respondents do have tissvans on-the-spot, he may need to
access the information before completing the qoestire.

Again, your presence may influence the responderitske responses or put them under
psychological tension. The personality of the aesleer may positively or negatively
affect the diligent completion of the instrument.
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3) Personal delivery with collection after a time inteval: In this case, you need to deliver
the questionnaires in person, but return after siome to col ect them. This mode
affords the respondents time to look up informatiohhey are more relaxed while
completing the instrument. Therefore, it is preddrwhen documents and other sources
need to be consulted. But you may not be sur®@¥dreturn. Again, time and money
may be wasted in repeated trips to check on thoreents. There may be mass
consultation of respondents in close proximity @auyabsence. This may give rise to
uniform responses which will reduce the validitytloé data. Note thahese modes may
be used in combinations. It depends on your choice

Self Assessment Exercise 12.2:

1. What are the three things you must bear in mindwdomstructing a questionnaire?
2. Explain the three types of questionnaire administna

3.6  Characteristics of a Good Questionnaire

You have seen that the questionnaire is a verylpopuethod of data col ection in education and
behavioural sciences. The reason can be attritbotér relative ease and cost-effectiveness

with which it is constructed and administered tgéasamples when compared to other methods.

To serve its purposes very effectively, the quesiire you construct must be characterized by

the fol owing features:

0] Relevance The instrument should be relevant to the purpdske research. It should
elicit all the information necessary for answerihg research questions and testing the
hypotheses. It should also consider the backgramddexperience of the respondents.

(i) Consistency The instrument should be able to yield respotisa&sare consistent. The

responses of a group of people to the instrumemordifferent occasions should be as
close as possible on these occasions.

(i)  Usability: The instrument should as much as possible bdaisab should noe be too
long or so bulky. The conditions for the admiraibn and the method for interpreting
the data elicited should be fairly simple and easy.

(iv) Clarity : Both the instructions and the items should learcénough to avoid possible
misinterpretations. You should note once agaihdlgood questionnaire should not
contain ambiguous items or instructions.

(v) Quantifiability : The responses from a good questionnaire musagiby guantifiable. It
should be easy to assign numerical values or fggirsuch responses in a manner that is
systematic.

(vi)  Legibility : All the items should be legible without tiny chaters. The words should be
properly spaced with appropriate side margins. &swse the computer to type your
guestionnaire so as to produce very neat and Egistrument.
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3.7 Advantages and Disadvantages

You have noticed that in every section of this umite or more advantages or disadvantages may
have been mentioned. Let us now summarise thesfiybri

3.7.1 Advantages
I. It is economical in terms of time and cost;
il It can be administered to variety of people;

iii. It is easy to administer and even to distant redpots;

Iv. It can be used to get information on non-cognitwastructs such as kindness, stress,
anxiety etc;
V. Great percentage of students or respondents cagableed at a time.

3.7.2 Disadvantages
I. There may be low percentage return which may ledhle distortion of the findings;

il. There may be misunderstanding or wrong responghs ifem s are not clear or the
instructions are misleading;

iii. Wrong or negative or faked answers may be givémeifinstrument is too lengthy or if it
is intruding o the respondents’ private life;

iv. It is not suitable for the il iterates, semi-illigges, and children.
Self Assessment Exercise 12.3:

What are the characteristics of a good questioafair

40 CONCLUSION

In this unit, you have learnt that the questiomm#sra carefully designed instrument for

col ecting data in accordance with specificatiohiesearch questions or hypotheses. You have
worked through the construction, validation, adsstiraition etc. of the questionnaire. As the
most popular method of data col ection, you mag firuseful in your research project. In the
next units, you will be seeing other methods too.

5.0 SUMMARY

In this unit, you learnt that a questionnaire gedes of questions/statements presented in a
written form to a subject or group of subjects &md/hich they are expected to answer in
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writing. You studied the components which inclutiige, introduction, instructions,
biographical information, the items, return instroms and the gratitude. There are two main
types of questionnaire. These are the structurédex response and the unstructured or open
end questionnaire. You have worked through coostmi of questionnaires and the
consideration to be made in order to construcgthestionnaire.  Validation of an instrument is
done to ensure the validity of the instrument. $imeplest method is the expert validity,
consistency, usability, clarity, quantifiability étegibility. Questionnaires can be administered
by mail, personal administration with on-the-spalt&ction and personal delivery with

col ection after a time interval.

6.0 TUTOR MARKED ASSIGNMENT

1. What are the components you will have in a qolesaire?

2. With examples, explain the two types of questare.

3. What are the characteristics of a good questioa®

Answer to SAE Question 12.1

A questionnaire is a series of questions/statenmmetgented in a written form to a subject or
group of subjects and to which they are expectethswer in writing.

The components of a questionnaire include: the, tile introduction, the instruction,
biographical information, the items, return instroc and the gratitude.

The two types of questionnaires are the structardtked response type and the unstructured or
open end type.

Answer to SAE Question 12.2
The three things are: the sample characteristiestype of questionnaire format to adopt, and
the length of the questionnaire.

Administration of questionnaires can be done byl,jparsonal administration with on-the-spot
col ection and personal delivery with col ectioteah time interval.

Answer to SAE Question 12.3

The characteristics of a good questionnaire alevaace, consistency, usability, clarity,
quantifiability and legibility.
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1.0 INTRODUCTION
In the last two units, you studied the observaind questionnaire techniques for data col ection
in research. In this unit, you will see that fonge categories of people you will need the
interview method in order to col ect informatioorit them. Interviews with the subjects are
valuable data col ection tools particularly whehe subjects cannot read and write or are too
young or too old to read. Interview gives you tlegibility which the written questionnaire
cannot afford. It is this flexibility that will eable you to collect more useful information than
you may have set out to collect. This unit wil pege you to the details of how to use the
interview technique as a data col ection tool.
2.0 OBJECTIVES
At the end of this unit, you will be able to:

(1) explain the meaning of interview;

(i) discuss the phases of interview;

(i) list and explain the types of interview;

(iv)  enumerate the advantages and disadvantages;
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(v) discuss the major considerations in an interviewhou
(vi)  explain how to record interview responses.

3.0 MAIN CONTENT

3.1 Interview as a technique of Data Collection

The interview as a method for data col ection im@sleliciting information through some verbal
interaction between the respondents and the részardn other words, an interview can be
regarded as a face-to-face interaction in whichquastions are posed by an interviewer to draw
out responses from the interviewee. When we tiatluaithe interaction, we mean that the
interviewer, the interviewee and the interview aiton or schedule have roles to play.
Sometimes interviews can be through telephones.

So if you want to achieve maximum success in yaeraf interview, the interview situation
should be kept as comfortable and permissive asilies A lot of communication skill is

needed in order to frame the questions in suchyathna the respondents can understand what
information they are required to give. Therefg@y must ask questions which are relevant and
related to the type of information you desire ttaot

3.2 Phases of Interview

There are four major phases of interview. Thess@haverlap and interact. They are
preparation, establishment of rapport, the questimwer and the recording phases.

3.2.1 Preparation Phase

The degree of success in an interview is deperalehbw well you have prepared for it. The
preparation stage is when you take decisions omtiae of recording the responses. You need
to check the recording instruments for validity aabibility. You need to trial-test the
instruments to ensure that they are in good workorglitions.

For instance, if you are going to use a tape remoru have to see that the batteries are good
and tried out. If you need to use gifts to expiggsditude or to establish rapport, you need to
make the correct selection.

Again, during this stage, you will ascertain thitweral background of your subjects, so that
appropriate salutations may be used, appreciatesweay be selected in advance. You also
need to ascertain the biographical data of youpestdso as to address them appropriately.
Your questions should be derived from well-defilgg@otheses or research questions. They
have to be edited in terms of such issues as apatepess, length, relevance, palatability,
clarity, simplicity, precision, language and thexceptual levels. You have to validate the
guestions. You remember how the questionnaireumstnts were validated?
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It is the same thing here i.e. through expert aiah and trial-testing. After the validation, you
would review the questions thoroughly, memoriserthié possible and rehearse it to mastery

level in the sequence in which they will be asked.

3.2.2 Rapport Phase

For you to col ect valid data, you need to esthtdisordial atmosphere for the interview. There
is no rule for doing this, but as a mature invedtg, you have to survey the situation and evolve
appropriate strategies. You may fol ow any of ¢h&sggestions:

0] Courteously seek permission from the appropriateaaity. In doing this, you should
provide information about the objectives of thedstand the nature of the interview.

(i) Give notice to the interviewee and book appointnfentate, time and venue. The

venue should be comfortable in terms of sittingytation, lighting and decoration. The
venue should be noise-proof.

(i)  Take note of your appearance. It should pprapriate, neat, unoffensive. Consider your
dental and body deodorization and any other adijety to irritate your subject.

(iv)  Your first contact with the interviewee mugt fsiendly, pleasant and courteous. Use

appropriate salutation and address him with theecotitle. Pay some compliments, but
not flatter. This will make him more relaxed.

(V) You need to be relaxed too. Introduce yoursebflyriand modestly and also introduce
the problem which is the focus of the interview.ouymay need to start by asking the first
few minutes for a short conversation to enable g your subject to relax. You also
need to assure him that his responses will beatlezdnfidentially and only for the
research purposes. Otherwise, he might be suspiaiod unwilling to respond to the
guestions freely.

3.2.3 Question-Answer Phase

This is where you have to make use of your skilid expertise to make the session more
permissive, flexible and interactive. You havééep the interviewee, interested and responsive
till the end of the interview.

In doing this, you have to devise appropriate sgiass, but you have to be pointed and business-
like and not to wonder aimlessly. When you askadear question, fol ow it up with prodding
and probing questions to get comprehensive infaomat Where you need to use pictures or
related objects, drafts, drawings etc. use therprabing to elicit further explanations and

reasons for earlier statements. But you shoultbtgroid interviewer bias by being as non-
directive as possible. In al, you have to bexada not tensed up or nervous throughout the
duration of the interview.

3.2.4 Recording Phase
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Recording is a very important aspect of interviewou must try to comprehensively record
information from an interview as unobtrusively asgible. Recording may be done in any of
the three methods.

@ Mental Note:

If you want to commit the responses into memory gan be sure; it removes
apprehension on the part of the respondent andftrerincreases the rapport. But you
have to appropriately assess yourself in termseshory retention before using mental
notes. This is because any information forgotseasi good as missing and may not be
easily reconstructed.

(b) Written Note:

It is advisable to use written records when theeet@o many questions and responses.
But extensive writing is likely to excite or offemdspondents. If this happens the rapport
and validity of the responses will be reduced.yolfi are versed in shorthand, it can be an
advantage in written notes. You can also use stredhterview schedule where
alternative responses are provided. Here, tharensnum writing, but you have to
make allowance for unanticipated responses.

(c) Taped Records:

In order to solve all the problems of memory losd athat of extensive writing, tape
recording of interview is the answer. It removiaia from the interviewer. It can be
replayed and transcribed at leisure. But you haveear at the back of your mind that
audio and video recording instruments can go faolthe process. You must take care
of this at the planning stage. Other problemsikistrument reactivity should also be
taken care of. Recording can also frighten ortextie subject. This may channel away
his attention and bring about distortion in hisdabur. As far as possible, conceal your
recorders. You can use micro recorders, remoteocgis pick up buttons when

available.

Self Assessment Exercise 13.1:

0] Explain the phases of interview.
(i) What are the three main types of recording intev?ie

3.3  Types of Interview

There are basically two types of interview. Thasethe face-to-face interview and the
telephone interview. You have to note that whethisrface-to-face of telephone interview you
are using, they have the same characteristicseraletion between the interviewer and the

interviewee is purely verbal. The responses arerded by the researcher himself. In this case,
you can be sure of the accuracy of the informatemorded and the difficulty of decoding some
recorded information is removed. Again, there ggeat deal of flexibility in the interview
technique. The only difference between face-t@faed telephone interview is that in telephone
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interview no one sees the other. The advantagdégdéElephone interview are that it is cheaper,
especially if the respondents are very far awagl,the interviewee is shielded from the

influence of the interviewer. Interviews can alsodtructured or unstructured.

3.4 Advantages and Disadvantages

From the foregoing discussions, you can see tleaintierview provides a very useful and
powerful means of col ecting data on significantadional problems. Of course, you know
that there are instances where only the intervi@whe used in data col ection. Let us
summarise the advantages and disadvantages below.

3.4.1 Advantages

0] It provides opportunity for face-to-face interactio

(i) The subjects can respond to questions the waylittesy

(i) Indepth information which the respondents nmag wish to write down can be obtained.

(iv)  Information recorded is reliable because masorded by the researcher himself.

(v) It is very useful for col ecting data from ahién and illiterates or those who cannot fill
the questionnaire.

3.4.2 Disadvantages
0] It can be very expensive to conduct.
(i) It consumes a lot of time.

(i)  Subjective information derived from unstruotd interview may prove difficult to
analyse.

(iv)  The validity of verbal responses col ected rbayguestionable.

(v) Conducting interviews demands a lot of skills.

(vi) Intra and inter-interviewer variabilities caffect the results. For instance, the mood of
the interviewer-fatigue, hunger or other typesrafsgure on the interviewer (intra-
interviewer) or two different interviewers gettidgferent results in a single study (inter-
interviewer).

3.5  Major Considerations in Interview Method

There are three main factors, according to Black@nmampion (1976), which must be put into
consideration in the execution of interviews. Aliigh, we have touched on them while
progressing in this unit, we want to emphasisehemitin this section. These three factors are
interviewer characteristics. Interviewee charastes and the nature of the problem under
investigation.

3.5.1 Interviewer Characteristics

135



As an interviewer, your characteristics can hawdqund influence on the success of the
interview. For instance, if you are inquisitivetieulate or you have the ability to identify new
areas worthy of exploration, these are very impurtar a successful interview. Also important
are the age, gender, cultural affiliation, modem&ssing, status and manner of speech.

These factors, including the interviewers’ williregs to be interviewed may help to determine
what roles you can play during the interview. Yoaun therefore see that consideration has to be
given to the interviewer characteristics and tpessible effects on the quality and quantity of
information to be obtained.

3.5.2 Interviewee’s Characteristics

Most of the times, the characteristics exhibitedh®yinterviewee influence the success of the
interview. For instance, an interviewee is expgéttecommunicate verbally his response or
feeling in a way that is easy to understand andibgntoo. But when you have very young
children and mental y retarded people who cannimudaite their feelings and thoughts properly,
interview cannot be suitable. Some other charsties include level of formal education
received by the individual, willingness of the ividiual to participate etc. If some subjects
refuse to be interviewed, you go ahead, intervigvgé who are willing and then use persuasion
or any means available involving use of gifts &tayet them to be interviewed as their not being
interviewed will definitely affect the result ofahstudy.

3.5.3 Nature of the Problem

You know that some topics or problems that bothmethe private lives of some individuals.
Secret or confidential issues cannot be fully itgesed using the interviews. Of course, you
know that most people would not want to volunteéorimation freely on those areas. When they
do, they may not be frank with their responses.keTar instance, would you, yourself, agree
openly to say how many times you have been invoivetkamination malpractices; your sex

life, or your role in the destruction of school pesty. As a teacher, would you have the courage
to tell your students that you failed some coumegsur school days? Most teachers claim they
were coming first in their classes. You see, vamahe people may consider as private, sensitive
or confidential, others may not see it that wayo ySu have to devise a means of contending
with both parties in your interview.

Self Assessment Exercise 13.2:

Explain the three major considerations in an inesw
3.6  Recording Interview Responses

A very important task you face when you conducinderview is that of recording the responses.
If you fail to record the responses or fail to necthem correctly, the entire exercise is
invalidated. This is why you have to adopt anafie and suitable recording procedure and to
be careful in doing these important tasks. Youehaeen told in section 3.2.4 that there are three
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methods of recording responses. You can now tusettion 3.2.4 of this unit and read it
thoroughly.

40 CONCLUSION

From this unit, you can see that interview involaegerbal interaction between the interviewer
and the interviewee. But a great deal of skilcommunication is necessary on the part of the
interviewer. It is not only a matter of conversimgtalking to someone. You have to be skilled
in asking the right question in order to elicit tight information from the respondents.
Remember to avoid the use of technical jargonsratbe; you will need to explain them to your
respondents.

50 SUMMARY

In this unit, you have been able to see interviewa face-to-face interaction in which oral
guestions are posed by an interviewer to drawespgonses from the interviewee. You have
seen the phases of interview as preparation presaort phase, question and answer phase and
recording phase. You also read the advantagediaadvantages of interview, the major
considerations, which are interviewer charactesstind nature of the problem. In the next unit,
we shall look at some other techniques for dataectbbn in research.

6.0 TUTOR MARKED ASSIGNMENT

(1) Explain the three types of recording interview asges.
(i) What are the three major considerations in anviger?
(i)  What are the main types of interview?

Answer to SAE Question 13.1
The phases of interview which the students shoxdiaen are:

(i) Preparation phase;

(i) Rapport phase;

(i) Question and answer phase;
(iv)Recording phase.

The three main types of recording are:

(i) Mental note;
(ii) Written note;
(i) Taped records.

Answer to SAE Question 13.2

The three major considerations in an interview @huglents should explain) are:
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(i) Interviewer characteristics;
(i) Interviewee characteristics; and
(i) The nature of the problem.
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1.0 INTRODUCTION
In the preceding units, you have been learning/éinus techniques of col ecting data. From
your knowledge of Measurement and Evaluation (ER6)4you know that your interest in
measuring performance is based on making inferesioagt the skills that underlie it, your
interest in measuring recal is based on makirgrémices about the knowledge acquisitions that
underlie it. Therefore, your interest in measuietaviour should be based on making
inferences about the personal attributes that liedeand your interest in measuring attitudes
should also be based or be concerned with thenfgethat underlie them.
In this unit, we shall continue our discussiongtmtechniques of data col ection by focusing on
the measurement of attitudes and behaviours. \Aleako touch on tests briefly because you
have already studied it in your Measurement anduatian.
2.0 OBJECTIVES

At the end of this unit, you should be able to:

(1) explain the use of rating scale in measuring behayi
(i) discuss the types of attitude scales;

(i)  describe the use of interest inventories atadcol ection;
(iv)  explain sociometric technique of data col ewcti

(v) list the types of tests.
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3.0 MAIN CONTENT
3.1 Rating Scales

You have learnt about measuring what studentsiesatmow, how they perform, their
achievement, how they think, feel etc. in the vasioourses you are doing. You can see that all
of these and more are important goals of educatiBot now, we are talking about the students’/
learners’ class behaviour. Look at these questioBs you think that classroom behaviours and
personal attributes are relevant and important &itutal goals? Should you, as teachers, be
concerned about them? You answers must surelgde y

A part of education is developing the kind of p&a@attributes that enable an individual to
behave in a constructive manner, not in an auta@maliot-like way, but in a way that reflects
concern and consideration for others, self-digogplmorality, drive, and other qualities
generally considered desirable.

Now, based on your experience, do you think teackealuate students/learners behaviours and
personal attributes? Wel if we are interestedeweloping the desired behaviours in our
students/learners, it makes sense to determinenathand to what extent these behaviours are
being formed. Human behaviour cannot be observecigely. This is why researchers develop
rating scales for use in discriminating human béhavinto categories or levels to give an
appropriate indication of where the observed bahavialls. For instance, a researcher may
develop a scale of 3-points, 4-points, 5-points etc

Example 1:

Academic ability (high average w)o It can be any number of points depending on
what you are looking for. E.g. honesty, very horlest............. . J

4. ..ccccevene b very dishonest.

Now look at these examples from Tuckman (1975).

PUBLIC SCHOOLS MATURITY INDEX

DATEOFBIRTH ... DATE ...

Teacher’s Signature Reliability | Work | Self-

Hagit—SenrtreH nitiative | Sensitivity | Punctuality

Diunile’ Dotimata
L) A LLE=d e JLUITTTUALL

Score: 4 = Exceptional 3 = Above average 2erAge 1 = Below average
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Example 2: Classroom Behaviour Rating Scale:

Name of Child ..o e
Name of TeaCher ...,

1. To what extent can be the child’'s behaviour &scdbed as curious?

Note at all Curious 1 2 3 4 5 6 7 8 Extremely Curious
2. To what extent can the child’s behaviour be dieed as interesting?

Note at all Interesting 1 2 3 4 5 6 B8 9 Extremely Interesting
3. To what extent can the child’s behaviour be dibed as Hostile?

Note at all Hostile 1 2 3 4 5 6 7 8 ExtremelyHostile
4. To what extent can the child’s behaviour be deed as Happy?

Note at all Happy 1 2 3 4 5 6 7 8 ExtremelyHappy

Example 3: Students Self-Discipline Scale
Degree of Occurrence

Behaviour Behaviour
Students absent present
Worked on a task without the teachers presence 1 2 3 4 5 6 7 8 9
Moved to new task without the teachers interventon 1 2 3 4 5 6 7 8 9
Made adequate evaluation of the quality of work 1 2 3 4 5 6 7 8 9
Made adequate evaluation of the completeness & wor 1 2 3 4 5 6 7 8 9
Organized his work schedule as required 1 2 3 4 5 6 7 8 9
Did not treat others violently 1 2 3 4 5 6 7 8 9
Did not attempt to interfere with others work 1 2 3 4 5 6 7 8 9
Maintained work areas 1 2 3 4 5 6 & 9

3.2  Attitude Scales

Let us start this section by saying that attitigla response pattern or a tendency to think or act
in a particular way under a given set of circumstan It is closely related to feelings and
emotions which constitute an important aspect dhdividual’s personality. We can use an
attitude scale to measure attitudes towards tihedattion of new changes in school, society,
system etc. For instance, we can construct attitedles to measure the attitude of teachers or
students/learners towards new educational programeve punishment mode, new school
uniforms etc.

Before we go to some examples of the scale, ldefise scale as “a continuum marked off into
numerical units that can be applied to some obctsate in order to measure a particular
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properly of it. Attitudes and beliefs are typigatheasured by the use of scales. You see, these
are intangible things, unlike weight, height, ldngtc. where you can objectively use the spring

balance, the scale rule etc. The scale used isuriag values, attitudes etc. are subjective and

lack precision. The results cannot be exact. Hreyused extensively in education and social
sciences. The three major types are the Likemstihpe Thurnstone scale and the Guttmann
scale. Let us look at them.

3.2.1 The Likert-type Rating Scale or Summated Scale

This scale was named after the person who devised- Rensis Likert. It involves a list of
guestions or statements about the phenomenonrtehbsured, with a set of graduated response
options. An individual is expected to indicate tiegree of agreement or disagreement with the
statements or questions. Likert scale is a fiiatprale. But today there are scales that have
less than five points. These are Likert-like scales

The responses to the statements are then sumnatuptotal score or the average score is
obtained. This will help to determine the peoplaessition on the phenomenon which is
measured. For example, “I like Geography”.

Strongly Agree Agree Disagree Strong Disagree
4 3 2 1

A positive statement attracts higher value whilgative statement attracts lower value, e.g. ‘I
do not like Geography”.

Strongly Agree Agree Disagree Strong Disagree
1 2 3 4

Sometimes, other terms may be used in the plaagrek and disagree, as the case demands.
Such examples can be:

Very satisfied, Satisfied, Moderately Satisfieds&atisfied

Very important, Important, Somehow important, Napbrtant
Outstanding, Very good, Good, Satisfactory, Poor.

3.2.2 The Thurston Scale or Equal Appearing Interval Scaé

This differs from the Likert scale because it hdaidadown principle. To use the scale, you will

first of al construct a set of more than 100 itemmsch will measure the attribute you want.
These items will then be presented to a panel ofie®5 judges. These judges will be required
to rate each item on the set, according to theedegf intensity, on a seven-point scale or more.
Using the averages of the ratings given to thestegnthe judges, a numerical value is computed
for each item. The items are selected in suchyathat they cover the entire scale with equal
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intervals between any two consecutive items. Yemiwghy it is not very popular in educational

researches.
3.2.3 The Guttmann Scale or Cummulative Scale

Unlike the Likert and Thurnstone scales, the Gutimscale determines the unidimensionality of

the items making up a given scale. You may be wadnd what unidimensionality means here.

For the purpose of this discourse, it refers tothwieall the items measure all aspect of the

particular variable in question; or just one asédet. Let us use computer literacy for example.

If you are conducting a study on the attitude tasatomputer literacy, you will note that there
are different dimensions of computer literacy. Séenay include attitude towards excel, words,
powerpoint, internet, search engines, computenseiesoftwares etc. A subject may have
positive attitude towards internet browsing but k& words. Another may like powerpoint but
not excel. Therefore, any two individuals thaté#ve same score using this scale must have
expressed similar pattern of interest towardstdmas in question. In other words, they may
have had interest in the same dimension of thebki When the items on a scale are
unidimensional, we say they form a perfect scaléhen the items of a perfect scale vary in
intensity, the scale is said to be perfectly repotiole. But, when there are errors or
inconsistencies in the responses or when we hagesen the scale, the scale is said not to be
reproducible. You must have to note that it ificlift to come across a perfect reproducible
scale. Guttmann produced a formula which can bd ts estimate the extent of reproducibility
of a scale. ltis called coefficient of reprodulifi and it is given by the equation:

Coefficient of reproducibyli= 1 — Number of errors
Number of responses

If the coefficient of reproducibility resulting fno the use of this formula is 0.90 and above, we
say the scale is reproducible. If otherwise, taesis not reproducible.

Self Assessment Exercise 14.1:

Identify a research problem where an attitude swakerating scale could be used for data
collection. Construct a 5-item instrument for phepose of data col ection.

3.3 Interest Inventories

Interests are the likes and dislikes of a pers@hen, an interest inventory is an instrument used
for measuring the person’s likes and dislikes aretsaons. A person’s interest in an activity,

event, object, programme, course etc. is meastuitedaw interest inventory. This consists of

series of questions relating to an area of interédtese questions are designed in such a way as
to bring out the individual’s interest area. TkReponses to the questions are scored to determine
whether or not the individual is interested in #nea. A high score shows interest while a low
score indicates lack of interest in that particaliaga.

Let us take for instance that you want to knowdbeupational interests or aspirations of your
students. You may design an interest inventory siscihis:
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(1) Teaching People ..., L1 D L = Like

(i) Defending people in the court ............. L1 D I = Indifferent
(i)  Treating sick people .............ccoeeets L1 D D = Dislike
(iv)  Defending the country ...................... L1 D

(v) Repairing automobiles ....................... L1 D

(vi)  Maintaining law and order .................. L1 D

(vii)  Drawing houses ..........c.ccovveiiennnnnns L1 D

The individual circles round the option he likefterest inventories can be constructed in
several ways. You can also adapt any of the stdirdal interest inventories such as Strong
Vocational Interest Blank (SVIB), Kuder Preferemtecords etc. You can modify them for your
local use. You will have to note that interests ot abilities. Interests change, especially for
young people below the age of 18 years. Thereéorgjnformation on interest should be seen
as provisional or valid only for he time it is axdted. So any predictions made on the basis of

interest should be done with caution.

3.4  Sociometric Technique

This is a technique used for measuring the sotiattsire of a group. It is used for the

assessment of the social status of each individithlregards to other members in a group. It
can be used to show the pattern of social relatipssn a group of people. According to
Onuche and Akeju (1988), it is an instrument teaimed at evaluating the pattern or finding
out the extent to which a pupil is accepted bypeisrs in a given situation. This is why
sociometric technique is cal ed peer-at-appraigahod. It can be used to determine the most
popular members of the group. You can decide ko/asr students to write in a piece of paper.
Who they like best or who they would want to worikhin their group. The result will tel you
how popular each member of the group

3.5 Tests

In such courses as Measurement and Evaluationanohaous assessment, test as a subject has

been fully discussed. If you have not done them,wil do those courses very soon. In this
section, we shall only touch briefly on tests asmaportant tool for data col ection in research.

Tests are specialised instruments for the measumteshenental/cognitive abilities,
physical/psychomotor abilities and emotional/affextracts. Tests are regarded as the most
objective measure of a sample behaviour in reseafidiere are different types of tests. These
are divided into two broad categories of norm-refieed and criterion-referenced tests.

3.5.1 Norm-Referenced Tests

These refer to tests given to individuals in ordecompare their scores to those of other
individuals or groups cal ed a norm group. Mostheftests here are standardized and are used
at the state and national levels. The Common Bogr&xamination for selection of students
into post-primary schools are typical examples.
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You see that NECO conducts its own entrance exdimm#or the Unity Schools in the country,
while al the states have their own entrance exatans. The type of tests used is the norm-
referenced tests. You can give other exampledUé&E, etc.

3.5.2 Ciriterion-Referenced Tests

These are tests designed to measure some spd@fi@gtiour on a criterion that has comparison
with any normative or referenced group. You wargeée how much of the specified subject
matter your students have mastered. You wantedde® much of the objectives your students
have achieved. In this case, you are free to nactsgour own test or use a standardized test. |If
you make your own test, you have to conduct ateest of the instrument on subjects similar but
not those to be used in the research to avoidiisstress. The trial-testing or pilot-testing a# th
instrument wil help yoOu to ensure the validitglarliability of the items before they are finally
used in research.

The various types of tests that could be useddta dol ection in research include: intelligence
tests, aptitude tests, achievement tests, socimnests which measure interpersonal
relationship skills in a group.

Self Assessment Exercise 14.2:

1. Differentiate between interest inventory and@metric techniques.
2. Explain the two broad types of tests.

4.0 CONCLUSION

In this unit, you have gone through some other ougttand instruments for data col ection in
research. Whichever method you choose to usenged to trial-test the measuring instrument
using a few subjects whose characteristics ardagino those in the sample. The multi-faceted
purpose of trial-testing is to ensure a satisfgclewel of functionality, to estimate reliabilitio
obtain new insights, and to eliminate ambiguitieéou have to avoid instrumental problems
which may be mistaken for genuine difficulties ve research. This may lead to unnecessary
expensive repetitions or abandoning of the reseamcimeously. Trial-testing of the instrument
makes you see the feasibility or otherwise of #search study.

5.0 SUMMARY

In this unit, you were able to study five other hwats of data col ection. Rating scales are
developed to discriminate human behaviour intogmies or levels. Attitude scales are
developed to measure feelings, emotions and pdigoofthe individuals. The Likert scale,
Thurnstone scale and Guttmann scale belong ta#tégory. Interest inventories are used for
measuring person’s likes and dislikes.

Sociometric technique is used for measuring mextgfiigive, psychomotor, emotional etc.
abilities/tracts. It could be classified into neraferenced and criterion-referenced tests.
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6.0 TUTOR MARKED ASSIGNMENT

1. Construct a 10-item behaviour rating scale fortteasurement of your students’
behaviour in your practical classes.

2. Construct a 10-item attitude questionnaire forrtteasurement of your students’ attitude
towards your practical classes.

Answer to SAE Question 14.1

Students/learners are expected to construct arbhitstrument for the measurement in an

identified research problem.

Answer to SAE Question 14.2

Interest inventory is an instrument used for maagundividuals’ interest in an activity, event,
programme, etc. while sociometric technique is Usedheasuring the social structure of a

group.
The two broad types of tests are: norm-referenesis and criterion-referenced tests.

Norm-referenced which are tests given to individualcompare their scores to those of other
individuals or groups cal ed a norm group.

Criterion-referenced which are designed to measomae specified behaviour on a criterion that
has been established by the teacher.
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1.0 INTRODUCTION
In this module, we have been talking about instmisiéor data col ection in research. An
instrument is a measuring device. It could be @stjannaire, observation protocol or test
measuring intelligence or achievement. You haveote that if a study is very well designed
but uses faulty instruments, the findings wouldccbmpletely invalidated.
It is therefore very important that when you desagrery good study, you will match it with
appropriately and careful y developed and validatsttuments. The instrument has to be valid
and reliable to serve the purpose of the study.
In this unit, you will be studying the validity arnide reliability of the instruments which you
construct for your data col ection in research.

2.0 OBJECTIVES

At the end of this unit, you should be able to:

(1) explain measurement error;

(i) define validity of an instrument;

(i)  discuss the types of validity;

(iv)  explain the various ways of estimating rellaii

3.0 MAIN CONTENT
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3.1 Measurement Error

Errors in measurement could arise from faulty unsients incorrect interpretations of the values
obtained or instability in the behaviour of thepasdents or testees. These errors could be
systematic or random.

A systematic error can occur when the errors arg fvequent and are made in one direction
away from the true score. Take for instance, yalle clock in your office which is always
adding time or always faster than the true timaroachievement test which keeps reporting very
high scores for every testees.

Random errors can occur when measurement valuésteléwm the true score and as frequently
in one direction as another. If you take the claskan example, you will see that sometimes the
clock will gain time and lose time on the othergsn Random error can be attributed to chance
factors. It should as much as possible be estoatd adjusted for or its sources eliminated.

In the case of the clock in your office, how do ybink you can eliminate the error? Your
answering have been to improve the working conalitioto replace it. An instrument should as
much as possible be designed to measure the tooe. sd he degree to which an instrument
measures the true score is an indication of twg weportant factors. These are reliability and
validity. We are going to look at these in thetn®o sections. Meanwhile, note that the degree
of random error is inversely related to the degrereliability while the degree of non-random
error is inversely related to the same variable/loen you use a large sample in your study,
random errors tend to average out over repeatedureraents.

Therefore, to improve reliability of an instrumetite best strategy is to use multiple measures,
multiple measurements and multiple investigatoiis is what the triangulation theory of
Denzin (1978) specified.

3.2  Validity

You have been reading about validity and reliapilitwhat is validity? It refers to the extent to
which an instrument measures exactly what it pugpormeasure and nothing else. As a
researcher, you are faced with several educati@rébles for measurement. These include:
intelligence, attitude, achievement, aptitude, ttvég among others.

Validity is always specific to some particular usén instrument may be valid for one purpose,
but not for another. You should therefore ask geliwhether the instrument is valid for the
purpose to which you intend to put it. For insgran instrument that has a high validity in
reasoning ability may have very low validity for asairing arithmetic ability. An instrument
may be valid for one culture or geographical sgitlvut not valid for another.

Validity can be classified into three major type¥hese are content, construct and criterion-
related validities.

3.2.1 Content Validity
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This refers to the degree with which the itemsrofrestrument are representative of the content
and behaviours specified by the theoretical conbeptg measured. It is estimated using the
sample of items and comparing them with the cordaadtbehaviours which they should
represent. A high degree of content validity isieged if the sample of items covers all aspects
of the content and behaviours.

A way of estimating the content validity of a tesby constructing a test-blue point otherwise
cal ed table of specification. This systematicafbgecifies the content, objectives and evaluation
techniques in the process of generating validitsstuments.

Face-to-face validity — This is a type of contealidity. Most people, some of the times,
erroneously equate it with content validity. Biutdfers to the subjective judgement of assessors
about what an instrument appears to be measuhagis;, on the face value. There is no
systematic procedure adopted for this purpose.

3.2.2 Construct Validity

This refers to the extent to which a particulatmmsent reflects hypothetical constructs
presumed to underlie the performance and alsoxiemeto which the instrument reflects the
theories underlying the constructs. Some psyclicabgoncepts such as: intel igence, creativity,
anxiety, attitude, reasoning etc. which cannotdenswith the eyes but their existence can only
be inferred from manifested characteristics or bha are cal ed constructs. For you to design
a test, you have to ask: To what extent do cedgplanatory concepts or qualities account for
students’ performance on a test?

The process of construct validity is easy to deteenonly when the construct is specified.
Therefore, the construct should be precisely éefinefore you undertake to develop the

instrument. Let us take students’ interest in y&ubject, for instance. In the definition of
interest, you specify such behaviour as promphdtace, alertness, carrying out assignments,
smiles on their faces when they understand, cutioteslearn, asking relevant questions etc. So
when you administer a testing the subject and adhiat students who exhibit the above-
mentioned behaviours perform better, you can saiyttie test has a good construct validity.
3.2.3 Criterion Related Validity

This refers to the extent to which an instrumeetds the same results as a more widely
accepted measure. If you want to verify the degfewiterion-related validity of your test, you
can compare the result of your test and that frdmaavn test like the Standford — Binet

Intel igence Test, using correlation coefficientd.your test correlates highly with the known

test, you say it possesses a high degree of onteelated validity. This is possible if the two
tests are on a related area. For instance, Eyé3ansknality Inventory can be used as a criterion
for a new personality measures. Criterion-relaa@dlity is of two types. They are concurrent
and predictive validities.

(@) Concurrent Validity :
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This is applicable when a new instrument is adrengsl at the same point in time as
well as a known instrument. It can be very us#ftile equivalent form of an instrument
is required concurrent validity is attained whea torrelation between the results of the
newly developed instrument and those of a suitagiepment is sufficiently high.

(b) Predictive Validity :

This is concerned with the prediction of futurefpanance. It is the degree to which
predictions made by an instrument are confirmethbylater behaviour of respondents.
For instance, you can use the results from an iigégice test or an aptitude tests to
predict success at school. You can also use thétsdrom JAMB or UME to predict the
performance of students in undergraduate coursescénd instrument can be
administered after the behaviour which the firstimment attempts to predict has
occurred. The results yielded by the two instruthame correlated. A sufficiently high
correlation index shows predictive validity.

Self Assessment Exercise 15.1:

0] What is validity?
(i) Describe the two types of criterion-related validit
(i)  What are the two types of measurement errors?

3.3 Reliability

This is a common word in everyday usage. But ucational research, it refers to the extent of
consistency with which an instrument measures Whsimeasuring. An instrument is regarded

as reliable if it yields the same results timerditae, or if similar results come out consistently
under the same or slightly different test cond#gionlt is very important that the test you are

going to use for your research project is reliabpecial y if your research study is going to
involve pretest and posttest, experimental androbgtoups. If your instrument has low level

of reliability, it may not be able to discriminatetween pretest scores and posttest scores. It
may not discriminate effectively between the parfance of the experimental and control group.
Correlation coefficient is an important statistipabcedure for determining the degree of
reliability. You will be learning more of it in éhmodule containing statistics. The methods of
estimating reliability include: test-retest, altatime form, split-halves and internal consistency
methods.

3.3.1 Test — Retest Method

This involves the repeated administrations of tistrument to the same people on two
occasions. lItis usual y recommended that the interval be between two weeks and one
month. The scores resulting from the two admiatgins of the test are correlated to determine
the coefficient of stability. You will have to rethat if the time interval is too short, the
memory of the responses to the first test will etftee second. A long time interval may create
opportunity for candidates to learn more or to &nghat they had known.

150



3.3.2 Alternate-Form Method or Equivalent Form Method

In this method, two parallel forms of an instrumarg administered to the same respondents at a
single sitting or with a short time interval betwdée two. The scores from the two tests are
correlated to determine the coefficient of equinate

You have to note that parallel forms of an instratrege expected to have the same specification
of content and objectives and measures the sanaioeins.

3.3.3 Split-Halves Method

This is a measure of internal consistency. It reguthe administration of a single test
instrument to the students once then the itembeoirtstrument are split into two parts.

In other words, the total set of items is dividetbihalves. The scores on the halves are
correlated to obtain the estimate of reliability.ou can split the items using odd and even
numbers, or randomly dividing the items into twowgs etc. You can see that the result you get
from it for a half test. Therefore, it is correttesing the Spearman-Brown formula:

r = 2r'% or rc = nrs
1+ 1+(n-1)e
where r = reliability of the whole test
r“orrs= reliability of the half test.

3.3.4 Internal Consistency Method

The estimate here is obtained through an analysisedndividual items following a single
administration of the measuring instrument.

(@) The Rational Equivalence Method

This uses the formation of equivalent halves bysatering all possible splits and
computing the reliability coefficient by employimither Kuder Richardson formula (for
dichotomous items) or Cronbach’s alpha(for Likeslss). Kuder and Richardson (1937)
developed coefficients for estimating the relidapibf instruments composed of
dichotomously-scored items. You may note that@liemous items are scored one or
zero for presence or absence and for positive gaithee responses to characteristics
under investigation.

The most widely used formulae are numbers 20 dnoti2erwise called KR20 and
KR21. KR21 is simpler and can be used for instmtsedeveloped by individual
researchers, while KR20 which is more technicalksisd for determining the degree of
reliability of standardized fests.

KR20 is given by; KR20 = (N ) (1XPq)
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(b)

()

N-—1 Ot

where N = the number of dichotomous items
Pi = the proportion of positive responses to the itmite
gi = 1-R
> = summation
Qt = the variance of the total composite

KR21 is given by; KR21 =N )™ (@ >Pq)

N-1 ot
where N = the total number of items
P = the proportion of positive responses to the eaah it
q the proportion of negative responses to each item
b = summation
Qt = variance of the total composite

Cronbach’s alpha is a unique estimate of the eggdexdrrelation of one instrument with
an alternative form that can be used for polychatasritems while Cronbach alphais a
generalization of it.

Cronbach’s alpha is given by=(N) (1 >.Q(Pq))

N-1 Qt
where N = the number of items
Y Q(Yi) = the sum of item variances
Qt = the variance of the total composite

Standard Error of Measurement

This is an estimate of test reliability obtainednfr the reliability coefficient and the
standard deviation of test scores. It is inverselgted to the reliability coefficient.

Factor Analysis.
This is used to obtain estimates of reliability @fhapproximate the true reliability better

than all other coefficients. It is representectbgfficient theta@) which is derived from
principal components factor analysis. It can bedus estimate reliability.

Another coefficient cal ed omeg@) also derived from factor analysis can also be&luse
to estimate reliability.

Do not be scared by these estimates of reliabiliou may not need to use them at this stage.
They are mentioned for you to know that there aneenmethods.

Self Assessment Exercise 15.2:
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(1) What is reliability of an instrument?
(i) What are the methods of estimating reliability?

4.0 CONCLUSION

In this unit, you learnt the methods of validityyafur instruments and also the ways to estimate
the reliability. From this, you have seen thasg wery important to make your instruments valid
and reliable. This is because any instrument wisigitoperly constructed to have adequate
validity and reliability, and also properly admitgiged will yield quality data that will make your
research report to stand a good change of beingovesented.

5.0 SUMMARY

In this unit, you learnt that measurement errodadde systematic or random. Validity is the
extent to which an instrument measures what it@isgo measure and nothing else. There are
three major types of validity. These are contenluiding face validity, constructs validity and
criterion-related validity which includes concurtemd predictive validities.

Reliability is the extent of consistency with whiagh instrument measures what it is measuring.

The methods of estimating reliability include testest, alternative form, split-halves and
internal consistency methods.

6.0 TUTOR MARKED ASSIGNMENT

(1) What are the two types of measurement error?
(i) What is validity?

(i)  Describe any two types of validity.

(iv)  What are the methods of estimating reliabiity

Answer to SAE Question 15.1

Validity refers to the extent to which an instrurhereasures exactly what it purports to measure
and nothing else. As a researcher, you are fagbdseveral educational variables for
measurement. These include: intel igence, attjtadeievement, aptitude, creativity among
others.

@) Concurrent Validity :

This is applicable when a new instrument is adrtenésl at the same point in time as
well as a known instrument.

It can be very useful if the equivalent form ofiastrument is required concurrent

validity is attained when the correlation betwess tesults of the newly developed
instrument and those of a suitable equipment ifscgeritly high.
(b) Predictive Validity:
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This is concerned with the prediction of futurefpanance. It is the degree to which
predictions made by an instrument are confirmethbylater behaviour of respondents.
For instance, you can use the results from an igégice test or an aptitude tests to
predict success at school. You can also use thétsdrom JAMB or UME to predict the
performance of students in undergraduate courses.

A second instrument can be administered after éfiadour which the first instrument
attempts to predict has occurred. The resultslg@by the two instruments are
correlated. A sufficiently high correlation indsRows predictive validity.

Errors in measurement could arise from faulty unsients incorrect interpretations of the values

obtained or instability in the behaviour of thepesdents or testees. These errors could be
systematic or random.

A systematic error can occur when the errors arg fvequent and are made in one direction
away from the true score. Take for instance, yable clock in your office which is always
adding time or always faster than the true timaroachievement test which keeps reporting very
high scores for every testees.

Random errors can occur when measurement valuésteléwm the true score and as frequently
in one direction as another. If you take the claskan example, you will see that sometimes the
clock will gain time and lose time on the othergsn Random error can be attributed to chance
factors. It should as much as possible be estoatd adjusted for or its sources eliminated.

Answer to SAE Question 15.2

An instrument is regarded as reliable if it yielde same results time after time, or if similar
results come out consistently under the same ghtdfi different test conditions. It is very
important that the test you are going to use faryesearch project is reliable, especially if your
research study is going to involve pretest andtesistexperimental and control groups.

The methods of estimating reliability include: testest, alternative form, split-halves and
internal consistency methods.

(a) Test — Retest Method

This involves the repeated administrations of tistrument to the same people on two
occasions. lItis usual y recommended that the immteeval be between two weeks and one
month.

The scores resulting from the two administratiohthe test are correlated to determine the
coefficient of stability. You will have to notedhif the time interval is too short, the memory of
the responses to the first test will affect theoselc A long time interval may create opportunity
for candidates to learn more or to forget what thagt known.

(b) Alternate-Form Method or Equivalent Form Method
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In this method, two parallel forms of an instrumarg administered to the same respondents at a

single sitting or with a short time interval betwdbe two. The scores from the two tests are
correlated to determine the coefficient of equinate

You have to note that parallel forms of an instratrege expected to have the same specification
of content and objectives and measures the sanaioelns.

(c) Split-Halves Method

This is a measure of internal consistency. It reguhe administration of a single test
instrument to the students once the items of tegument are split into two parts.

In other words, the total set of items is dividetbihalves. The scores on the halves are

correlated to obtain the estimate of reliability.ou can split the items using odd and even
numbers, or randomly dividing the items into twoups etc. You can see that the result you get
from it for a half test.

(d) Internal Consistency Method

The estimate here is obtained through an analysisedandividual items following a single

administration of the measuring instrument.
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UNIT 16 INTRODUCTION TO STATISTICS
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1.0 INTRODUCTION

In the previous modules/units, you worked throughdifferent methods of col ecting data in
research. The question is: what do you do with $skeemingly unmanageable bulk of data?
This question will take us to ‘Data Analysis’, whiave shall describe “as the process of
organizing and summarizing data in order to proadswers to the research questions or test
hypotheses stated in the study”. This processt ofdke times, involves the use of statistical
procedures to summarise and describe the chastewf samples and populations of the
study.

In this unit, we shall first look at the meaningstétistics, the types of statistics and orgarosati

of data.
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2.0

OBJECTIVES

At the end of this unit, you should be able to:

(i)
(i)
(iii)
3.0

3.1

define the concept statistics;

explain the types of statistics;

organize a set of scores under (a) sequenc¢hgrequency distribution table, (c) bar
chart.

MAIN CONTENT

Meaning of Statistics

Statistics, as a word, has different shades of mganThese meanings can be in the plural form
or singular form.

(i)

(ii)

(iii)

(iv)

(v)

It is regarded as a state arithmeticIn this case, it involves observing, recording an
computing the amount of resources, financial, huarahmaterial, available to a
government for the purpose of governance or waverjggovernment needs accurate
statistics to make governance easier.

Statistics can be regarded as pieces of informatiotatistics imply data or pieces of
information e.g. the age of Bayo, the height of ke weight of Audu, the number of
students in Mr. Bassey’s class, the number of el88JSS. 1, Federal Government
Col ege, Okigwe. Others are: number of accidentad A for a year, number of
candidates employed by company B in 1999, the nuwibeorkers retrenched during
the reform programme.

Statistics as summaries of informationin this case, it can be used as summaries of
information about a small group of individuals stéel from large group for the purpose
of investigating the large group. This is calladhple statistics. This can be in the form
of sample size, mean, median, variance, standaidta®, mode, etc. Each of these is
regarded as a statistic.

Statistics as Mathematical function or modelsin this case, it is used for comparison of
two or more samples. In other words, it can beldigepair wise differences, ratios of 2-
test, 2-score, t-score, t-test, f-test etc are @kasn

Statistics as academic discipline In this case, it is regarded as a subject ¢t bé
study, in which case, it is an aspect of appliethematics.

According to Spiegel (1972), statistics is concdmh scientific methods for

col ecting, organizing, summarizing, presenting andlysing data as wel as drawing
valid conclusions and making reasonable decisionhe basis of such analysis.
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You can get so many definitions of statistics fremmany textbooks. Since this course is not
purely on statistics, we shall look at statistisglee science of decision making in the face of
uncertainties. Look at Hays (1973). He says shatistics serves in two capacities:

(1) It gives methods for organizing, summarizamgl communicating data, and
(2) It provides methods for making inference beythe observations.

In summary, statistics involves observation, ctiogcof data, organisation of data, presentation

of data, analysis of data, interpretation of daz @ecision making. You may wish to note that
statistics, when used as a subject, is not thalpddirstatistic. A statistic is a measure which we
obtain by observing the characteristics of the damprou have learnt that we study a sample in
order to make inferences about the population.

Therefore, the characteristic of the populationchiwe estimate from a sample characteristic or
statistic is called a parameter. The mean of @i 50. The mode of the distribution is 45.
It means that 50 is a statistic, 45 is also addtati You can give other examples.

3.2  Types of Statistics

You may have heard about different types of siatissuch as Correlational, probability,
parametric, non-parametric, etc. statistics. Bdige have been grouped into two major types.
These are descriptive and inferential statistitis.this section, you will read a brief presentation
of these major types.

3.2.1 Descriptive Statistics

This can be described as a type of statisticaliegtpdn which is concerned with the organisation
and presentation of data in a convenient, usaldlecammunicable form. Spiegel (1972)
described it “as the set of methods serving thetfans of organizing, summarizing and
communicating data.

You can use descriptive statistical methods whenare interested in merely describing the
characteristics of the group or the sample of stuttyneans that the descriptive analysis which
you make will not generalize beyond the particglaup or sample observed. In the same way,
conclusions drawn from the study are limited anplypnly to that group of study.

3.2.2 Inferential Statistics

These are statistical methods used for arrivirgpatlusions extending beyond immediate data.
They are the phases of statistics which can be tasééal with conditions under which
conclusions are drawn about a larger group basethtancol ected from some smaller group or
groups chosen from and related to the larger group.

Inferential statistics can be described as a statiprocedure which makes use of sample
statistics to make inferences about the populgiamameters. It involves the process of
sampling that is representative of the populatidhmakes use of the aspect of inferential
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statistics cal ed parametric statistics which awgrful tests that make use of the normal
probability model, or making comparison involvirgetsetting up of confidence limit, setting up
of the degree of freedom etc. We shall discuss|#ter.

3.3  Benefits of the Study of Statistics
When you study statistics, you stand to derive sgereeral benefits. These benefits focus on
the useful knowledge, skills, capabilities or disiions which you will acquire from the study

of, or training in statistics. They vary, accomlio the extent and level of study, or training in
the subject. Some of these benefits include tteastudy of statistics will enable you to:

1. Acquire knowledge and skills in observation, edlion, organisation, communication,
analysis of data, drawing inferences from the aislgf data and making sound decisions;

2. Make meaningful contributions to local, natiooainternational debates on topical issues;
3. Read, understand and interpret communicated fhaw inferences drawn therefrom and
appreciate decisions made consequent upon thendes drawn;

4. Successfully execute empirical research. Nsaweable or worthwhile empirical research

can be carried out or reported without statistizsahswering research questions, testing
hypotheses or taking decisions and making predistio

5. Read, interpret and make use of research repoatdicles;
6. Follow and critique contributions to debatessprged with facts and figures;

7. Acquire the skills and techniques for estimatprgdicting and projecting into the future
based on the previous and present data,

8. Draw sound conclusions based on some piecedavmation that are probable or not quite
certain.

Self Assessment Exercise 16.1:

I. What is statistics?
il. What are the two types of statistics?

3.4  Organisation of Data

Data col ected in education can be from variouscasuand can be in various forms, such as:
opinions, scores/marks, frequencies, verbal etc.

The data can be organized or arranged to make rtnesmningful. In this section, we shal look at
sequencing, tables, frequency distribution talidas charts, etc.
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3.4.1 Sequencing

This involves arranging the data in order of magiet— ascending or descending order. See
example below:

Example 1:

Given that the test scores of 10 students in Statiare:
8,9,25,7,6,4,9,8,3.

This could be arranged in ascending order thus:

2,3,4,5,6,7,8,8,9, 9 orin descending otdes: 9,9, 8, 8,7, 6,5, 4, 3, 2.

If the data consists of names, they can be arramgaigphabetical order. If they consists of
objects, events, animals, etc. they can be arraageatding to kinds, species, groups etc.

3.4.2 Tables
A table can be regarded as a two-dimensional reptatve of statistical information or data.

Tables can be simple or complex as shown in theapbes on the enrolment of pupils in central
school Umuihi from 2000 to 2007, and Distributidnathematics teachers in Okigwe Zone in

the year 2006.
Example 1.
[ Table 16.1: Pupils’ Enrolment in Gentral School, Wnihi, 2000 — 2007.
S/N Year_ Boys Girls Total
1. 2000 200 170 370
2 2001 210 165 375
3. 2002 230 170 400
4 2003 220 175 395
E3N 2004 240 180 420
6. 2005 225 170 395
7. 2006 242 182 424
8. 2007 250 200 450
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Example 2.

Table 16.2: Distribution of Mathematics Teachersn Okigwe Education Zone
SIN Local Government No_of Teachers
- Ehime Mbano 525
2: Ihitte / Uboma 425
3. Isiala Mbano 600
4, Obowo — Etiti 400
5. Onuimo 325
6 Okigwe 425
Total 2,700

3.4.3 Frequency Distribution Table

A frequency distribution table shows the numbetiraes each score, value or item occurs in a
distribution. It consists of two columns — one tiee scores/items and the other for the
frequency.

Example 3:
The scores of some students in a Mathematicsresfien below. Present the scores in a
frequency table.

10, 15, 18, 12, 14, 15, 20, 15, 16, 11, 12, 1420917, 18, 15, 13, 11, 12, 19, 13, 10, 14, 17, 19
16, 15, 15, 15.

Table 16.3: Frequency Distribution Table

S/N Score Tally Frequency
1 10 \\ 2
2 11 \\ 2
3 12 AL 3
A 13 AR 2
5. 14 AN 3
6. 15 JANANANY 7
7. 16 \\ 2
8. 17 \\ 2
9. 18 \\ 2

10. 19 AN 3

11 20 \\ 2

30

Note that when you tal y, each number tallied sthiyecancelled to avoid confusion.

3.4.4 Grouped Frequency Distribution
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Some of the times, the number of scores may barge that it becomes necessary to group
several scores together. A group of score valoes & class interval.
Example 4:

Present the scores below in a grouped frequends. tab

55, 62 60, 50, 52, 58, 55, 60, 51, 55, 68, 5539758, 42, 47, 42, 48, 55, 48, 46, 55, 51, 58, 65,
52, 35, 54, 55, 52, 56, 46, 65, 53, 34, 48, 5058953, 52, 33, 48, 65, 60, 36, 68, 45, 62, 59, 60
33, 40, 61, 38.

In order to determine the interval or class size:

(1) Find the range. This is given by the highest scaireus the lowest score. From the
scores, we have 60 — 33 = 27.

(i)  Determine the number of groups. It has to be betwmi® and 20.
(i)  Divide the range by the number e.g. 27 + 13 @pproximate).
(iv) Draw atable and tal y the scores accordingrtups.

Table 16.4. Grouped Frequency Distribution Table

| S/N | Class Interval Tally Frequency

1, 66-68 |\\ 2

2. 63-65 |\\\ 3

3. 60—62 [\ O\ 7

4. 57-59 |\ 5

5. 54-56 |\ \\\\ 9 55, 62 60, 50, 52, 58, 55, 60, 51,
6. 51-53 [\ AW 8 55, 68, 55, 47, 39, 58, 42, 47, 42
7. 48 — 50 AN\ 6 48, 55, 48, 46, 55, 51, 58, 65, 52
8. 45 — 47 A\ 5 35, 54, 55, 52, 56, 46, 65, 53, 34
9, 42-4a |\ 2 48, 50, 39, 59, 53, 52, 33, 48, 65
10. 39-41 |\ 3 60, 36, 68, 45, 62, 59, 60, 33, 40
1t 36=238 &\\ > 61,38

17 33— 3D s

a1
(o]

Self Assessment Exercise 16.2:

Present the scores below in a grouped frequends. tab

16, 19, 24, 13, 17, 29, 20, 18, 21, 23, 19, 2222319, 18, 22, 26, 28, 15, 27, 20, 25, 14, 28, 29
14, 13, 22, 21, 23, 19, 21, 24, 17, 25, 26, 1618721, 20, 23, 18, 21, 20, 24, 26, 21, 22.

3.5 Graphical Representations

In the last section you learnt and practiced hoargganize data using frequency distribution
tables. Sometimes data are organized in form gfigraThis is known as graphical
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representations. There are different types—bartchistogram, frequency polygon, pie chart
and ogive. In this section we shall discuss theaplts or charts.
3.5.1 Bar Graph (Chart)

The bar chart consists of rectangular represemi&bd clusters of a given set of data. The bars
have equal width, but the heights vary in proportim the frequencies of the clusters being
represented. Bar charts are also drawn from freqyuéistribution tables for grouped data. To
draw a bar chart the class interval is plottedrenX-axis against the frequency on the Y-axis.
Let us use the example in table 16.4 to illusttii®

Example 5:

The distribution of qualified teachers, accordiagbme subjects in a col ege is given below.
Use it to draw a bar graph. English — 15, Math&sat 20, Chemistry — 8, Physics — 7, Biology
— 12, Geography — 5, Technical Drawing — 3, Ecomsmi 14, Igbo — 1.

Choose a suitable scale on the vertical axis teesgmt the frequencies. For instance, let 5mm
represent 2 units. On the horizontal axis, let dbrapresent one unit.

24

22

20

18

16

14
F
A 12

10

8

L1
0 Eng. Maths. Chem. Phy. Bio. Geo. TD Econs. Igho

> Subjects <

Note:
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(i) The frequencies are scaled on the vertical,axis
(i) Bars do not touch each other or the 00 point
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Self Assessment Exercise 16.3:
Some of the items in a school workshop are givéovbe Use it to construct a bar chart.

Hammer — 30
Plier — 25
Files — 25
Punches — 20
Spanners — 15
Dies — 10
Tapes — 5
Screw drivers — 45
. Saws - 25
10. Vices — 20
4 CONCLUSION
In today’s world, decisions are taken based orviéies which are becoming more and more
empirical, quantitative and precise decisions aufekénces are drawn from real life experiences,
which are codified or quantified. Decisions aredzhon statistical data and perceptions are
expressed in codes or figures.

©Oo NGO ~WDNPRE

It has become very necessary therefore that peopléwalks of life should get used to

statistics. This can be done in varying degreBgople go to col ect data everyday fro different
purposes and needs. These data must be organidguiesented in the form of records for these
who need them. Since not much meaning can be mad# a totally disorganized situation. It
becomes imperative that the data col ected mustdanized in appropriate form. This unit has
exposed al these to you.

5 SUMMARY

In this unit, you have learnt that the word staisshas different shades of meaning. Itis
regarded as a state arithmetic, a piece or piddafoomation, summaries of information,
mathematical model and an academic discipline.amacademic discipline or a subject of
study, it involves observation, col ection of datayanisation of data, presentation and
representation of data, analysis of data, inteapicet of data and decision making. We also
discussed the types of statistics. In this case were told that there are two major types, viz:
descriptive and inferential statistics. The besedf the study of statistics were also discussed.
You also learnt that data col ected from various&es need to be organized or arranged to
make them meaningful.

In this unit, we looked at sequencing, which ines\arranging the scores in order either of
ascending or descending. We also looked at tasléwo-dimensional representations of
statistical data. They can be simple or compl&ou also learnt about another type of table
which shows the number of times or score valuateors occur in a distribution. This is called
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frequency distribution table. This table can beldoth ungrouped and grouped frequency
distributions.

Finally, you learnt how to draw the bar chart whisimade up of rectangular representations of
clusters of a given set of data. In the next waity will learn about other methods of presenting
and representing statistical data.

6 TUTOR MARKED ASSIGNMENT
1. What is statistics? What are the two typedatfstics?

2. Given that the achievement test scores of stunaests in Measurement and Evaluation are
given below:

80, 61, 57, 52, 48, 46, 35, 59, 78, 66, 59, 5153770, 63, 57, 50, 47, 59, 28, 25, 73, 64, 58,
47, 40, 25, 65, 55, 72, 48, 41, 28, 69, 55, 5048524, 60, 63, 35, 71, 40, 45, 33, 31, 38, 36.

Using a class interval of 5, construct a frequedlisyribution table for the data.

3. Use the fol owing data to construct a bar cbsbme roads and the number of vehicles
plying on them per hour .

Jos — Bauchi = 150

Lagos — Ibadan = 500

Aba — Owerri = 450

Abuja — Lokoja = 350

Enugu — Port Harcourt = 400
Benin — Auchi = 200
Calabar — Aba = 300
Kaduna — Kafanchan = 250

. Owerri = Onitsha = 550
Answer to SAE Question 16.1

©ONoO~wWDNPE

Statistics is the science of observation, col ectibdata, organisation of data, presentation of
data, analysis of data, interpretation of datadewsion making.

The two types of statistics are: descriptive dsfiassand inferential statistics.
Answer to SAE Question 16.2
Range = 29-13=16

Class interval = 16/6 = 3
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S/N Class Interval Tally Frequency
1. 28 - 30 MW 4
2. 25 - 27 AN\ 7
3. 22 - 24 THY WL 11
4. 19 -21 WU W\ 15
5, 16 - 18 A\ 7

i ac W\ ~
0. 1o — 1O O
50
Answer to SAE Question 16.3
50
45
40
35
30
v
25
No.
20
15
10
5
O _Files Punch Spang Dies = TapeS.D. Saws Vices
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UNIT 17 OTHER METHODS OF REPRESENTING DATA AND MEASURES OF
CENTRAL TENDENCY
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1.0 INTRODUCTION
In the last unit, you were exposed to the concéptatistics and organisation of data. You also
read through the bar chart which is a graphical efagpresenting data. In this unit, you will
continue to be exposed to other ways of represgutita. These include pie chart, histogram,
frequency polygon and ogive. We will also looklas measures of central tendency. As this is
not a complete course on statistics, we may nebhbaetailed in the presentations.
2.0 OBJECTIVES

By the end of this unit, you should be able to:

0] construct a pie chart using given data;

(i) construct and describe histogram;

(i)  draw a composite table and construct a freguyepolygon;
(iv)  draw a composite table and construct an ogive;

(v) calculate the mean, median and mode of a gi\zta.

3.0 MAIN CONTENT

3.1 Pie Chart

This is used to represent both discrete and comtimdata. It involves using a circle to represent
a set or groups of items or scores. Each groutemris represented by a sector of the circle.
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The angle subtended at the centre by the segmwoortional to the frequency of the items or
scores represented. It implies that the totalleagies of the set are represented by.360

Example 17.1:
Construct a pie chart to represent the data below:

The distribution by local government area of Ba®chnology teachers in Okigwe Zone is as
follows:

EHIM = 60, IHITTE/UBOM = 50, ISIALA = 65, ONUIMO #40, OBOWO = 35, OKIGWE =
30.

To construct the pie chart:

I. Find the angle that is subtended at the centreably group:

(a) EHIME = 60 x 360 = 77.14
280 1
(b) IHITTE/UBOMA = 50 x 360 = 64.29
280 1
(c) ISIALA= 65 x 360 = 8357
280 1
(d) ONUIMO = _40x360 = 51.43
280 1
(e) OBOWO = _35 x 360 = 45.00
280 1
(f) OKIGWE = _30x360 = 38.57
280 1

il With the aid of a pair of compasses, any convenatius, draw a circle.

ii. Using your protractor, mark out the angles corraspt to each group or category of
items, to the nearest degree.

iv. Label the sectors of the circle corresponding &oitttms.
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3.2

Distribution by LGA of Basic Technology Teachers in
Okigwe Zone

W EHIME

® [HITTE/UBOMA
m ISIALA

H ONUIMO

= OBOWO

= OKIGWE

Histogram

In the last unit, you studied the bar chart, whgchsed mainly for the representation of

discrete data. In the construction, you noticed the rectangles do not touch each other.

The histogram is used to represent data on a freguatistribution table like the bar

chart. Itis made up of rectangular bars of egpiakd to one another, and it is used for
continuous data. At the vertical axis, we haveftbgquencies and at the horizontal, we

have the corresponding class intervals. The difileedetween the two is that, for bar
chart the class intervals are used while for histogthe exact class boundaries are used.
There are two exact class boundaries—upper and lexaet class boundaries. These are
obtained by subtracting 0.5 from the upper boundary adding 0.5 to the lower
boundary. Alternatively, For the exact lower liraftthe firstgroup- (20 — 24), we have

20=19.5

And for the exact upper limit = 24 +224.5

EXampie 16.2: | | | | | | | | | |

Using the data below, construct a histogram:
Class Interval 20-24 25-29 30-34 35-89-44 45-49 50-54 55-59 60-64-69 70-74 75-79
Frequency 3 5 8 10 13 15 12 8 6 5 3 2

To construct a histogram:
1. Compose a composite table having the classvaltehe exact class limits, and the

frequencies.

2. Choose suitable scales and draw the verticahandontal axes.
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3. Mark of the frequencies on the vertical axis #redexact limits or real limits on the
horizontal axis.

4. Draw the rectangular bars on each boundarythéheight corresponding to the
frequencies.

5. Draw arrows to show what is on the vertical hondzontal axes.

S/N | Class Interval Real Exact Limit Frequency
1. 75-79 74.5-79.5 2
2. 70 - 74 69.5-745 3
3. 65 - 69 64.5 -69.5 5
4. 60 — 64 59.5-64.5 6
5. 55 -59 545 -595 8
6. 50 -54 495 -54.5 12
7. 45 — 49 445 —-49.5 15
8. 40 — 44 395-445 13
9. 35-39 345-395 10
10. 30-34 295-345 8
17. 25-29 245 -295 5
12. 20-24 19.5-24.5 3
90
16
15
14
13
12
11
F 10
A g
e
7
4
5
4
3
2
1
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195 245 295 345 395 445 495 .554595 645 695 745 795
> Exact class boundaries Histogram

Self Assessment Exercise 17.1:
An Education student of NOUN spent a totakof N80,00 as fol ows:

Registration = N5,000.00
Course materials = N10,000.00
Examinations = N5,000.00
Transportation = N3,000.00
Stationeries = N2,000.00
Diskettes and CDs = N1,000.00
Note books = N2,500.00
Typing of assignments = N1,500.00

Represent these expenses in a pie chart.
3.3  Frequency Polygon

This is a line graph plotted using the frequeneaigainst the mid-points of the class intervals.

Example 16.2:

Use the data below to 5fonstruct Itrequenci/ polygonl.2 I ]L L

Class Interval 33-39 30-32127-29 124-26 P1-23 18-20 -1 -14 9-11
Frequency _3 S 8 10 13 15 12 8 6

To construct the polygon:

I. Draw up a composite table having the class intetlal mid-points and the frequencies.
il. Choose suitable scales for the vertical and hot&@xes.

iii. Plot the graph using the frequencies against tloepaints of the class interval.

Iv. To complete the polygon, add an interval at theatiogh below. Let the two intervals have

zejo frequencies.

S/N | Class Interval Real Exact Limit Freguency
1. 33-35 34 9
2. 30-32 31 2
3. 27 - 29 28 4
4, 24 — 26 25 8
5. 21-23 22 10
6. 18 - 20 19 7
7 15-17 16 5
8. 12 -14 13 3
9. 9-11 10 2
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9
8

F| 7
A 6
5
4
3
2
1

7 10 13 16 19 22 25 28 31 34 37
> Mid-points Frequency Polygon
3.4 Ogive

This is a graph which involves the use of a smaeative to join the Cartesian coordinate plots of
cumulative frequencies against the real class bangsl In other words, instead of the
frequencies, it makes use of the cumulative freqgesn The graph gives shape like shallow ‘S’.

Example 17.4:

Using the score groups below, draw an ogive or dative frequency curve:

Class Interval| 5-9 |1o - 14 |15 -19 10 - 24—2F 30 —34| 35— 35' 40 - 44‘ | 45 —4950- 54
EFrequency 1 3 6 10 12 8 6 5 8 6

To draw the ogive:

i. Compose a composite table having the class lzowex] the exact class limits, frequencies
and cumulative frequencies.

ii. Choose a suitable scale to accommodate theebiglumulative frequency on the vertical
axis and the class boundaries on the horizontal axi

iii. Plot the points on the cumulative frequenagginst the corresponding class boundaries.

iv. Join with a smooth curve.

175



S/N | Class Interval Real Exact Limit Frequency | Cumulative frequency
1. 50 - 54 49.5-545 2 56
2. 45 - 49 445 -49.5 3 54
3. 40 - 44 39.5-445 5 51
4. 35-39 34.5-395 6 46
5. 30-34 29.5-34.5 8 40
6. 25-29 24.5-29.5 12 32
1. 20-24 19.5-245 10 20
8. 15-19 145-195 6 10
9- 10-14 9.5-145 3 4
56
60

55

50

F |45
4 40

35

30

25

20

15

10

5
45 95 145 195 245 29.5 345395 445 495
> Class boundaries Ogive

Self Assessment Exercise 17.2:

Using the data below:

(i) Construct a frequency polygon, and
(i) Construct an ogive.

54.5

Class Interval

Frequencies

10— 1<| I3=15
_2 4

16 -18
6

19 -2 ]

]
10 | 7
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3.5 Measures of Central Tendency

In the last sections, you studied the graphicahodf representing data. The measures of
central tendency provide convenient way of sumnragidata. This method involves finding a
single measure which is typical of a set of scord@$is measure of value can be used to ‘capture
or represent a whole set of scores in such a vayitthecomes the representative score of the

whole distribution of scores. As a teacher, yoll mged to be using it very often in describing
the performance of your students in tests and exaions.

In statistics, the three most common of al thesusss available for use are mean, median and
mode. Let us discuss them in that order.

3.5.1 The Mean

This is otherwise cal ed the arithmetic averageis the sum of the scores in a distribution
divided by the total number of scores. The formsi[gX/N where) X is the sum of scores, N is
the total number of scores X is the mean.

Example 17.5:

The scores of ten students in a test are as fallddyss5, 60, 30, 50, 48, 70, 85, 72, 65. Find the
mean.

To find the mean, we will add all the scores = Y X and divide by 10 = N i.e.
40+55+60+30+50+48+70+85+72+65.

S YX =575, So,XIX/N = 575/10= 575

The mean can also be calculated from frequencyilalision. In this case, we use the formula:
YEX/3F, wherey FX is the sum of the products of f and x &fféis the sum of the frequencies.

Example 17.6:
Find the mean of the scores below:;
SIN X F_ EX
1. 30 2 60
2. 20 4 80
3. 15 4 60
4, 25 3 75
5. 10 8 85
6. 8 2 16
7. 5 6 30
8. 21 2 42
9. 12 1 12
10. 24 5 120
37 575
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(i)  Complete the table by finding the correspondiXgi.e. FXX;
(i)  Add up F to find} F;

(i)  Add up FX to gety FX;

(iv) Divide > FX byYF =YFX/>F =575/37 =15.5

The mean can also be calculated when grouped fnegustribution is given.

Example 17.7:

Use the data given below to calculate the mean:
Class Interval 25-29 30-34| 35-39 | 40-44 | 45-49 | 5054 | 55-59 | 60-64
Erequency 2 5 6 7 10 b 3 2

0] Complete the table bl getting the mid-pointsadd FX;
(i) Use the same formula X =FX/}F.

S/N Class Interval Mid-point (X) E EX
1 60 — 64 62 2 124
2 55-59 57 3 171
3 50-54 52 6 312
4 45— 49 47 10 470
5 40-44 42 7 294
6 35-39 37 6 222
7 30-—234 32 5 160
8 2529 27 2 54
> X = 1807/41 = 44.07 4t 1807

You have seen that the mean can be calculateddatimgrouped and ungrouped data, using
different methods. One of these methods is céllechassumed mean method. It is called the
short-cut.

Example 17.8:
Find the mean using the data on e.qg. 17.7.
SIN Class Intervall Mid-point (X) _F X'FX
1 60— 64 62 2 4 8
2 55 -59 57 3 3 9
3 50-54 52 6 2 12
4 45 - 49 47 10 1 10
5 40 - 44 42 7 0 0
6 35-39 37 6 -1 -5
7 30-34 32 5 -2 =10
8 25—=29 27 2 =3 =6
47 17
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0] Take away group mark as the assumed mean, andtéde shown in column’X

(i) Code every other mark above from 1, 2, 3 etc. atovb—1, -2, etc.

(i)  Find the FX and sum up.

(iv)  Use the formula AM +XFX'/>F) = X.

=X = 42 + (17/41) = 42 ++2.073 = 44.073
= 44.07

3.5.2 The Median

This is the score in the distribution above anaWwelhich 50% of the scores lie. Itis the
middle score which divides the set of scores into ¢qual halves. In order to get the median,
the scores must be arranged in an ordering —asggndidescending.

Example 17.9:

Find the median of the sets of scores:

(@9,7,15,10, 11,8, 2,4, 3.
(b)5,9,8,7,3,2,4,6,5, 8.

In example (a), simply arrange in ascending ordBy. this, we have: 2, 4, 5, 7, 8, 9, 10, 11, 15.
By counting, the middle number, whichds 8 is thedman.

In example (b), you will notice that the numbeei®n. You will therefore arrange in order, by
counting, the two middle numbers are taken, addelddavided by two.

We have:

2,3,4,5,5.6,7,8,8,9.

The medianisb+6 = 11 = 55
2 2

When grouped data are given, the median is catmliiasing the formulX = L + (N/2 — cfb)
fw

where L is the lower boundary of the median class;
N is the number of scores;
cfb is the cumulative frequency below the mediass]
fw is the frequency within the median class.
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Example 17.10:

Use the data below to find the median:

S/N | Class Interval | F FX
1. 85 —89 1 52
2. 80 -84 2 51
3. 75-79 3 49
4, 70-74 5 46
5. 65 — 69 7 41
6. 60 — 64 8 34
7. 55-59 10 26
8. 50-54 6 16
9. 45 - 49 5 10
10. 40 -44 4 5
11, S50 — IY U 1
12. 30-34 1 1
52
I N/2 = 52/2 = 26

il. Find the class where 26 lies in the cummulativgdency i.e. 55— 59. This is the
median class.

i.  X=L+(N/2—cib) = 545+ (26— 10)
fv 10
= 54.5 + (105 = 54.5+5
10
= 595

3.5.3 The Mode

This is the most frequently occurring score or esan a distribution. It is the most frequent
score which can be easily determined by inspectiBut in some distributions, you may have

two modes. This is called bimodal; any distribatwith more than two modes is called multi-
modal.

Now, let us look at how to find the modes in tharaples below:

Example 17.11:
Find the mode in the distribution below:

20, 30, 21, 45, 30, 25, 33, 35, 30, 22, 29, 30.
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By inspection, you will see that 30 appeared 4 $imédt is the mode because no other score
appeared up to that.

Example 17.12:

Find the mode in the frequency table given below:

X&9_8_7_6_|5_‘4_‘
el 2l 21 al sl 8l sl a

o feo
=™

Again, by inspection, you will see that the highesturring frequency in the above distribution
is 8, and the value is 6. Therefore, 6 is the mode

For a grouped data, the mode is calculated usmdpttmula below:
X = L+ ( d )
dZ

where L is the exact lower limit of the modal &las
d' is frequency of the modal class minus frequenapefclass preceding or before the
modal class;
d® is frequency of the modal class minus frequerfidh® class immediately after the
modal class.

Example 17.13:

Eind fhe mode in the [irequency table given below:
SIN | Class Interval | F

1. 85 -89 3

2. 80 -84 3

3. 75-79 8

4. 70-74 10

5. 65 — 69 12

6- 60 — 64 7

7. 55 -59 5

8. 50 —-54 2

i. Locate the modal classi.e., 65 — 69.

i Using the formula L + ( di ')
d+d
=2
where L=64.5,i=5,"c12-7=5, %= 12 - 10,

i X = 645+( 5 9 181
5+2



64.5 + (5) 7



= 64.5 + 3.571 = 68.07

Self Assessment Exercise 17.3:

I Define mean, median and mode.

il. Find the mean, median and mode of the distribugigan below:
10,7,8,9,6,9,3,2,9,5, 1.

4.0 CONCLUSION

You have noticed that data by themselves convig bt no meaning until they are summarised
and described. Some methods of representing datalleen presented and the measures of
central tendency, which form the central referevadae that is usually close to the point of
greatest concentration of the measurement, anchwhay in some sense be thought of typify
the whole set, have also been presented. In ttteun#, we shall look at other statistical

measures.

50 SUMMARY

In this unit, you have been able to go throughatier methods of representing data which you
started in unit sixteen of this module. You hagersthat the pie chart uses a circle to represent a
set of data or groups of items. In other wordsart be used for both discrete and continuous
data. You also went through the histogram, whecimade up of rectangular bars of equal width
joined to one another. It is used for continuoatd The frequency polygon is a line graph
plotted using the frequencies against the mid-gadhthe class intervals. The ogive uses the
cumulative frequencies against the exact classdeies. We have two types of ogives — ‘less
than’ ogive and ‘greater than’ ogive.

You have equally worked through the measures dfaktendency. The three measures are the
mean, the median and the mode. You have seendhoaldulate these measures. In the next
unit, we shall look at other measures.

6.0 TUTOR MARKED ASSIGNMENT

Find the mean, the median and the mode of thegila below;

Class Interval 15-19 20-24| 25-29(30-3—(39 40-#i4 45-49 50-54 55-59 6@-65+69 7074
Freguencies 1 2 3 4 5 6 8 4 3 2

1 1
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Answer to SAE Question 17.1

Registration = 5/30x 366 60
Course material = 10/30x 360= 120
Examinations = 5/30x 360= 60
Diskettes / CDs =  1/30x 360= 12
Note books = 2.5/30x 360 = 3¢
Typing of assignments= 1.5/30x 360 = 18
Transportation =  3/30x 360= 36
tationeries = 2130x 360= 24

Expenses of an Education Student of NOUN

M Registration

B Course material

= Examinations

B Diskettes / CDs

B Note books

m Typing of assighments
B Transportation

= Stationeries

Pie Chart
Answer to SAE Question 17.2

S/N Class Intervall Class boundarigs F Cf Mid-point
1 10-12 95-125 2 2 11
2 13-15 125-155 4 6 14
3 16 -18 15.5-18.5 6 12 17
4 19-21 185-215 10 22 20
5 22 -24 21.5-245 7 29 23
6 2527 24.5-275 12 41 26
7 28 — 30 27.5-30.5 8 49 29
8 31-33 30.5-335 5 54 32
9 34 - 36 33.5-36.5 0 54 35
10 37 -39 36.5-39.5 4 58 38
IT 40-42 395 =425 3 o1 41
12 43 - 45 425-455 1 62 44
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Answer to SAE Question 17.3

I. Mean is the sum of the scores in a distributionddigt by the total number of scores.
Median is the middle score which divides the setaafres into two equal halves.
Mode is the most frequently occurring score or esan a distribution.

il 10,7,8,9,6,9,3,2,9,5, 1.
(a) Mean = > X 10+7+8+9+6+9+3+2+9+5+1 = 69
N 11 11
6.27

(b) The middle number i

(c) Mode: The highest occurring numbeBis
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UNIT 18 MEASURES OF VARIABILITY OR SPREAD
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1.0 INTRODUCTION
In the last unit, you worked through the measufesntral tendency. In addition to those
measures, researchers are also interested to kmevwhle scores are spread or scattered in the
distribution.
So the measures of variability indicate the degweghich a set of scores differs from each other
in the distribution. These measures present aumeas homogeneity within the group of
scores.

In this unit, we shal look at the range, the glestthe percentiles, the variance and the standar
deviation.

2.0 OBJECTIVES
After working through this unit, you will be able:t

0] find the range in a given set of scores;

(i) explain and find the quatrtiles in a distribution;
(i)  find the percentiles in a given set of scqres
(iv)  calculate the variance in a given set of sspre
(v) calculate the standard deviation in a distitut
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3.0 MAIN CONTENT
3.1 The Range

This is the simplest and crudest measure of vditialihich measures the distance between the
highest and the lowest scores in a distributiopcofres. It is calculated by subtracting the lowest
score from the highest score in the distributiosadres, plus one.

Example 18.1:
Find the range of the scores below:
30, 45, 20, 32, 70, 85, 90, 44, 60.

You will notice that the lowest score is 20 and linghest score is 90. SopX XL +1 =90 - 20
+1=71. Therangeis 71.

You would have seen that the range is affectedheywo extreme scores. Therefore, it is an
unstable and unreliable method of determining gread of scores. Because of this limitation, it
is seldomly used as an indicator of the spread.

3.2  The Quartiles

These are score points or values which subdivigigen distribution into four equal parts. In
other words, the number of scores in anyone ofdhegroups is equal to the number of scores
in any other of the remaining three groups.

There are only three quartiles for any given distion. These are the first quartile, @econd

guartile Q and third quartile ® This can be illustrated below:

| 1

2 . 2 . 4 .

| | —_—

X Qil Q2 Qs Y

3.2.1 Calculation of the Quartiles

The quartiles can be calculated in a grouped dsitgguhe formula Qi = L + {i(N/4) — cfb)}

fw
Where i = 1, 2, 3, (i.e. the quartiles)
N = >f = sample size
L = lower class boundary of the quartile class
clh = cummulative frequency below the quartile class
fw = frequency of the quartile class
c = class interval size.
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Example 18.2:

Find Q and Qin the distribution below:

S/N | Class Interval |F
1. 50 -54 1| 34
2. 45— 49 2 33
3. 40 — 44 2 31
4. 35— 39 5| 29"
5. 30-34 8 24
6. 25-29 6 16f«—
7. 20-24 4 10
8. 15-19 3 6
Q- 10-14 2 3
16 5—9 4 T
34

Step (i) Find the cumulative frequencies (CF)
(i) Divide 34 by 4 =34/4=8.5
(i) Apply the formula Qi = L+ (i(N/4) — cfb)

fw
For Q: 8.5 lies in the class 20 — 24.
20 — 24 is the quatrtile class.
So, L=19.5, fw=4 cfb =6. _ —
Then, Q=L + (N/4 — cfb) = 19.5 + (8.5 — 6) = 19.5 + (2.5)
fw 4 4
= 19.5 + 3.125 = 22.625
For Q3, Q=L + (N/4 — cfb) = B5=39inthe class) —
fw
345+ (3x85-24) = 345+ (1.5
5 5
= 345+15 = 36.0

3.2.2 Interquartile Range

In the last subsection, you learnt that the quesrtilivide the distribution of scores into four dqua
parts. The inter-quartile range describes thedes between the first quartile @d the third
quartile Q. It shows the scores that are included in thediei80% or half of the scores in the
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distribution. It is found using the formulae@ Q1. For instance, in the example 18.2 aboge=Q
36.0 and @=22.625. The inter-quartile range (1.Q.R.) is(86 22.625 = 13.775.

3.2.3 Quartile Deviation or Semi-interquartile Range

The quartile deviation otherwise called semi-irdaatrtile range is described as half the value of
the inter-quartile range. It is calculated using tormula:

2

For instance, in the example given above, the s&er-quartile range will be given by:

36.0 — 22.625 = 13.735 = 6.87
2 2

Self Assessment Exercise 18.1:

Find the semi inter-quartile range of the groupathdjiven below:

SING 1 2 3 4 5 6 ! 8 J 10
Class Interval 20—-24 25-29| 30-34 35-83940—-44 | 44-49]150-54 |[55-59 pH0-64 G5=89
Ernr;r lenclas _2 2_ 4_ 8_ & Q 9_ 7_ 5— 3

3.3 The Percentiles

These are score points along the score line whigteda distribution of scores into hundred
subgroups. The subgroups are divided in such athaythey are equal or the same. Itis
calculated in the same way as the quatrtiles, st¢au of dividing N by 4, you divide by 100.

Thus, Pi = L + (INTI00 — cth)
fw
3.3.1 The Deciles

These are score points in a distribution whichd#vihe distribution of scores into Ten equal
parts. As in the percentile or quartile the catoh is the same. The formula is:
Di = L + (iN/10 — cfb".
fw

Note that Q= Px5, Q2 = Ds = Bsoand Q = Prs.

3.4  The Variance (S) and the Standard Deviation (S)

These two measures of variability are directlyteddla They are the most common, the most
reliable estimate of dispersion or spread. Theg gelative measure of the degree to which each
score differs from the mean of the distributionheTstandard deviation is the square root of the
variance. Itis widely used than many other siaasoperations.

190




To calculate the variance and standard deviatienfdl owing steps are applied:

Vi.

Vii.

Calculate the mean of the scores.

Subtract the mean from each score or class midfibgrouped).

Square each of the differences or deviations — B*-er d or X.

Multiply each square deviation by the correspondieguency, the result is f(X =Xor

fd? or fX.

Sum up the result in step (iv) above to obfaf(X — X)*.

Divide the result of the sum by total number ofresoN or the sum of the frequencies i.e.
(X = X)* or Yf(X — X)2. This is the variance {S

Sf

N

Find the square root of the variance to obtamstandard deviation (S) i.e.

/S (X = )_()2 r/ YH(X=X)°. Thisis the deviation method.

>f

f

There is also the raw score method otherwise ctiednachine approach. We shall look at it
after the deviation method. Now let us take soraples.

Example 18.3:
Find-thevasiance and standard deviation of thewhg scores:
SN X F_ X (X =X) (X = XYFO—XY*
1 11 1 11 -4.97 24.70 24.70
2 12 2 24 -3.97 15.76 31.52
3 13 4 52 -2.97 8.82 35.28
4 14 7 98 -1.97 3.88 27.16
5 15 10 150 -0.97 0.94 9.4(
6 16 12 192 0.03 0.0d 0.04
7 17 11 187 1.03 1.06 11.66
8 18 6 108 2.03 4.12 24.72
9 19 4 76 3.03 9.18 36.72
10 20 3 60 4.03 16.24 48.72
60 958 249.88
Steps: (i) Find the mean = Y fX/>f 958/60 = 15.97
(i) Find the deviations = X=X)

(iii)

Find the square deviations.
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(iv)  Multiply the square deviations by the frequgiie obtain f(X — XJ.
(v)  FindXf(X - X)* = 249.88
(vi)  Divide by>'for N to get variance.

(vii)  Find the square root.

249.88 = 4.646667
60

S= 4.16

& V4160 = 2.04

You can also use the raw score approach. Leteithesraw score approach for the same set of
scores in Example 18.4:

S/N X f X XX
1 11 1 11 121 121
2 12 2 24 144 288
3 13 4 52 169 676
4 14 7 98 196 1372
5 15 10 150 225 2250
6 16 12 192 256 3072
7 17 11 187 289 3179
8 18 6 108 324 1944
9 19 4 76 361 1444
10 20 3 60 400 1200
60 958 15546
Step:
0] Complete the composite table as shown.
(i) For Variance (3 use the formula = (Xf) 3fX2 — (fX)"_or Ny X" (XfX)°
HN’
Substituting, we have: S = 60 x 15546 - 958 or 14996
____ 3600 3600
= 4.165

For standard deviation, S. Find the square rothefariance i.e. V4.165 = 2.04

Self Assessment Exercise 18.2:

Find the variance and standard deviation of the@wahg:
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S/No. 1 2 3 4 5 6 7 8 9 10

Class Interval 3| 4 5 6 7 8 9 10 11 12
I:rpql lencies 2 4 o (o] 10 Z 5 3 2 ]

Sometimes, you may be given grouped scores. The s#ethod is used. The only different is
that you have to find and use the mid-points ofglaips or class intervals as your score X.

40 CONCLUSION

In this unit, you have gone through the other messwhich are used to determine the extent of
spread or variability in a given set of scores. eftepresent a measure of homogeneity within a
group of scores. The standard deviation is apphedost other statistical tests.

5.0 SUMMARY

You have seen that the range is a measure of stende between the highest and the lowest
scores in a distribution. The quartiles are scaoiatp which divide the distribution into four

equal parts. We havei@ and Q. The percentiles divide the distribution into Hred equal
parts. The deciles divide the distribution into egual parts. You have also gone through
variance and standard deviation which are the netisble estimate of dispersion or spread.

The standard deviation is the square root of thmanee.

In the next unit, we shal be looking at the meeswf association.

6.0 TUTOR MARKED ASSIGNMENT
In the data below, find:

(i) The semi inter-quartile range, and

— (i) The standard deviation.
Stie: 1 2 3 4 5 6 7 8 9 10
Classtmterval] 20-24 [25-29 B0-34 35-89- 44 —-49 50-54 55-59| 60—-64 |69 —
Frequencies 1 2 4 5 10 8 6 4 3 VA
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Answer to SAE Question 18.1

SIN Class Interval f cf
1 20-24 2 2
2 25-29 2 4
3 30-34 4 8 «l Q1
4 35-39 8 16
5 40 — 44 10 26
6 45 — 49 12 38 <+ Q3
7 50-54 9 47
8 55 -59 7 54
9 660—64 5 59
16 65—69 3 62
0] N/4 = 62/4 = 15.562
(ii) Q. = L + (iN/4 — cfby = 345+ (15.5-18)
fw 8
= 345 + 4.6875 = 39.1875 = 39.19
(i) Q. = L + (iN/4 — cfb} = 34.5 + (3x15.5 — 38)
fw 9
= 495 +4.722 = 54.22 = 54.22
(iv) Semi inter-quartile range = Q.-Q = 54.22 — 39.19
2 2
= 15.03/2 = 515
Answer to SAE Question 18.2
S/N X f fX X? fx?
1 3 2 6 9 18
2 4 4 16 16 64
3 5 8 40 25 200
4 6 9 54 36 324
5 7 10 70 49 490
6 8 7 56 64 448
7 9 5 45 81 405
8 10 3 30 100 300
5] t% 2 22 +2% 242
10 2 T TZ 47 a7
51 351 2635
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(i)  Forvariance (§ = (>f) YfX2 — 3 fX)*

&
= 51 x 2635 — (351) = 11184
51 x 51 2601
= 4.1998847 = 43
(iv)  Standard deviation (S) = V4.3 = 207
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1.0 INTRODUCTION
In the previous units, we have focused on sammleesdrom one variable or distribution of
scores from one variable.
In this unit, you will learn about matched or pdisets of scores. Specifical y, measures of
association show the degree of relationship betwweror more variables.

We shall be looking at some of these measureseostttiistics for describing the extent of
correlation or ‘going together’ of some attributgscharacteristics possessed by a sample of
individuals. This degree of relationship betwdesa attributes or variables is expressed as a
coefficient of correlation.

The result of this unit wil teach you the most coom types of correlation which are Pearson
Product Moment and Spearman Rank Order.

2.0 OBJECTIVES

At the end of this unit, you will be able to:

0] define correlation;

(i) illustrate the scatter-grams of various correlatjon
(i)  calculate the Pearsonr;

(iv)  calculate the Spearman rho.
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3.0 MAIN CONTENT
3.1 The Concept of Correlation

Correlation refers to the extent or degree of retahip between two variables. The index
showing the degree of such relationship betweemvwtherariables is called correlation—
coefficient.

The value obtained from correlation will help yaiaaresearcher to know whether variations in
one set of scores lead to variations in anotheofsstores. It wil also help you to know the
extent to which this variation takes place.

Correlation values ranges from -1 to +1. It maaasa correlation coefficient of —1 indicates a
perfect negative relationship, while +1 shows perpmsitive relationship and 0 correlation
coefficient implies no relationship at all. Marypées of correlation coefficients exist. You can
use any type, but this will depend on the fol owing

0] the type of measurement scale in which the varsabte;
(i) the nature of the distribution (i.e. continuousliscrete);
(i)  the characteristics of the distribution scare

3.2  Scatter-grams of Various Correlations

A scatter-gram is a shortened form of scatter diagr It shows the plots on the Cartesian
coordinate plane of two sets of scores of indivisladé a sample with respect to two attributes
which are usually denoted by X and Y.

I. Positive Relationship This suggests that individuals having high scamesne variable
also have high scores in the other variable. sk ahplies that those individuals who
have low scores in one variable also have low scoréhe other variables.

high

low Tow
(a) r = Perfect Positive Relationship () Moderate Positive Relationship
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il Negative Relationship As you can see, this is the opposite of positelationship. It
suggests that individuals scoring high on one dgiacore low on another variable. It
also implies that those who score low on one véisbore high.on the other variable.

high <. highy:: s

low low

(c) r = Perfect Negative Relationship (&)Moderate II\'Ié.g.ativ.é Relationship

. Zero Relationship This suggests the absence of any relationshibererl is no
relationship between scores on the two variables.

higln

(e) r = No Relationship
3.3  Pearson Product Moment Correlation Coefficient (r)

This type of correlation coefficient, named aftee man who developed it, is used when the two
sets of data are continuous or interval data. TAe¥éwo major approaches of calculating the
Pearson Product Moment correlation coefficient (r).

The first is the deviations from the mean approadtile the second is the raw scores approach.
Let us look at them one after the other.

3.3.1 Calculating Pearson r using Deviations from the Mea
The formula is given by: SX=X)(Y-Y) or Y XY
J?(x = X) (Y =YY J X)) Y9

where x=X-X,y=Y =Y
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Example 19.1:

Using the data below, calculate the Pearson .

X &|£|£|i|£‘&‘&|&|&‘i|£|i 18
Y 5181l 91l 41 7161 81 9 /l1010] 221 14113
Step:
I Find the mean for X and Y.
il. Complete the composite table.
i, If Yxy=80.903X =87.25Yy = 107.72. Theixxy = r
VXY
SIN X Y. X=X Y-V Xy % y
(x) (v)
2 11 8 -35 —0.8 2.80 12.25 0.64
3 12 9 25 0.2 -0.50 6.25 0.04
4 12 4 —2.5 —4.8 | 12.00 6.25 23.04
5 13 7 -15 ~1.8 2.70 2.25 3.24
6 14 6 0.5 28 1.40 0.25 7.84
7 15 8 0.5 —0.8 | —0.40 0.25 0.64
8 15 9 0.5 02| 0.10 0.25 0.04
9 16 10 1.5 1.2 180 2.25 1.44
10 17 10 25 12| 3.00 6.25 1.44
11 17 12 25 32| 8.00 6.25 10.24
12 18 14 35 52| 16.2U 12.25 27.04
13 18 13 a5 49 14.70 12.25 17.64
188 115 80.90 87.25  107.72
JM'S 8.8 J
r = 80.90 = 80.90 = 80.90
87.25 x 107.72 9,398.57 96.945
r = 0.83
3.3.2 Calculating Pearson r using the Raw Score Method

The formula is given by r

_V

N> XY

—2XJY

NEXE— BX7) — (NXY* - )

wherex=X-X,y=Y-Y
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Example 19.2:

Let us use the same data in example 19.1.

x | 10 | 11 |
Y 51 8
Steps:

12

4

7

I. Complete the composite table.

ii. If N=13,>X =188,>Y =115, XY = 1744, X* = 2806 and Y’ = 1125, then:

NXXY —3X>Y

&‘&‘&|&
6

8

1

16
9 0

L

VX = (X0 (NS — (5

S/N X v, XY X2Y?
1 10 5 50 100 25
2 11 8 88 121 64
3 12 9 108 144 81
4 12 4 48 144 16
S 13 7 91 169 49
6 14 6 84 196 36
7 15 8 120 225 64
8 15 9 135 225 81
9 16 10 160 256 100
10 17 10 170 289 100
11 17 12 204 289 144
12 18 14 252 324 196
13 18 13 234 324 169
r 2 188 115 1744 2806 1125
14.5 8.8

J 13x1744 —188 x 115

18

‘_7|£|&

13

13 x 2806 — 188 13 x 1125 - 115

22672 — 21620

J 36478 — 35344 x 14625 — 13225

1052

\ 1134 x 1400
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= 1052 = 083
1260

You can see that the two approaches give the sesaé.r This is because the formula of the raw

scores method is derivable from the formula ofdbeiations from the mean method. You will

have to note that when the scores are large ana¢la@s of X and Y are whole numbers, the
deviations from the mean method becomes simpediridlb. But when the means of X and Y

are not whole numbers the raw score method is peefe

Self Assessment Exercise 19.1:

Use any method to calculate the Pearson r of ttae da

snl 1| 2| 3] 4|5 |6 | 7| 8| 9 |0
x| 51 | 44 | 70 | 32 | 65 | 67 | 19 | 7L | 45 | =80
v— 49 Va1 ! 45 1 31 V50! 62! 11! 64! 21 L35

3.4  Spearman Rank Order Correlation Coefficient — rho

This correlation coefficient was developed indepatly by Spearman and Brown. This is why
it is sometimes referred to as Spearman-Brown Randler Correlation Coefficient.

It is more popularly known as Spearman rho, bec&psarman was the first to publish it. Itis
an approximation of the Pearson r. It is used wtherscores in each variable are ranked in the
same direction, with respect to magnitude.

So, in the use of Spearman rho, ranking is empégsidt must be done and correctly too.

3.4.1 Calculation of Spearman Rank Order Correlation

The formulais given by: rho = 1-6D
N(N° - 1)
Example 19.3:
Calculate the rho of the data presented below:
S/N 1 2 3 4 S 6 7 8 9 10
X 51 44 70 32 65 67 19 71 45 80
Y 49 41 45 31 50 61 11 64 21 75
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SIN X Y RX RY D 5}
1 51 49 6 5 1 1
2 44 41 8 7 1 1
3 70 45 3 6 -3 9
4 32 31 9 8 1 1
5 65 50 5 4 1 1
6 67 61 4 3 1 1
7 19 11 10 10 0 0
8 71 64 2 2 0 0
9 45 21 7 9 2 4
16 80 75 1 % 0 0
> 10

Steps:

I. Complete the composite table by getting the ramnkkthe differences between the ranks.

i Apply the formula: rho = 1-6D°
NN = 1)
rho = 1- 6x18 = 1-108 = 1-108
10(10- 1) 10 x 99 990
= 1-0.109 = 0.891

3.5 Point Biserial Correlation Coefficient — rpbi

You have worked through the Pearson r and Spearin@an Let us close this unit with the point
biserial correlation coefficient which is used whare variable has dichotomized values.
Typical examples of variables which can use rpbisores and sex.

le 19.4:

SN 1| 2| 3| 4 5 | 6 7| 8| 9 | 10| 11 [TZ
X 0 15 1 13 12 18 20 14 16 1r 09 07
Y G B &6 B 66 &6 B G B B B B
The formula for this is given by: ~ rpbi = Xp—Xpq = Xp — XtVpl/q

St St
where Xp = mean score of the continuous variable of the suljgtbat belongs to the

natural dichotomy p.

Xq = mean score of the continuous variable of the sulgtbat belongs to the
natural dichotomy q.

St = standard deviation of the total scores for the wlgysbup on the






continuous variable.

p proportion of the number of members in subgroup p.
q = proportion of the number of members in subgroup g.
Now, let us look at the steps you can fol ow:

I. Find Xp = mean for the proportion of boys and theug.

15+13+20+16+17+09+07= 97 =  13.86
7 7

il. Find Xq = mean for the proportion of girls in thegp.

= 10+11+12+18+ 14 = 65 = 1

5 5

W
o

iii. Findp= 7/12=0.58

iv. Find g =5/12 = 0.42.

V. Find St.
S/IN X X=X (X =X)’
1 10 -3.5 12.25
2 15 1.5 2.25
3 11 -2.5 6.25
4 13 -0.5 0.25
5 12 -1.5 2.25
6 18 4.5 20.25
7 20 6.5 42.25
8 14 0.5 0.25
9 16 2.5 6.25
10 17 3.5 12.25
11 09 4.5 20.25
12 07 —6.5 42.25
> 162 .
St X 13.5 V' Y(X = X)*= 167 =
= r n 12
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rpbi = Xp—Xda. / pq = 13.86 — 1%10 0.58 x 0.42

St 3.73

= 0.2305563 x 0.4935585

= 0.1137963 = o011
Self Assessment Exercise 19.2:
Find the rpbj of the fol owing data:
S/N 1 2 3 4 5 6 7 8 9 10 11| 12 |13
*——60— 40| 55 | 20 70| 35| 48| 15 | 30 | 57 | 65 | 25 38
¥ S B'"B'"G"B'"G"B'"G'"B'"G'"B'"G -6

4.0 CONCLUSION

A very good number of research studies tend torchete the nature and scope of relationships
which exist between two or more variables beingstigated.

In this unit, you have seen that the degree ofiogiship which exists between variables is

referred to as correlation. You have also notedl tte statistical index of measuring the
relationship is called correlation coefficient.

This correlation coefficient presents a picturdoiv a change in one variable results in a change
in the corresponding correlated variable. Thelteduhe correlation tests can be used for

predictive purposes. But they cannot be useddtabéishing a cause-effect relationship between
two variables.

5.0 SUMMARY

In this unit, you have learnt that correlationhe extent or degree of relationship between two
variables while the index showing the degree ohsetationship between the two variables is

cal ed correlation coefficient. Correlation valuasge from —1 to +1. Scatter-grams of different
types of relationships were shown. Pearson Prddoatent Correlation Coefficient otherwise
cal ed Pearson r was also discussed with the tvibade for the computation. These are the
deviation and the raw score methods. The methmdsatculating the Spearman rho and the
Point Biserial Correlation (rpbi) were discussedl@tail. The next unit will take us to the test of
hypotheses to complete the module.

6.0 TUTOR MARKED ASSIGNMENT

I. Using any convenient correlation method, calcullagecorrelation coefficient of the data

given below:

S/IN 1 2 3 4 5 6 7 8 9 10 M 12
X 31 | 241 50 21 45| 471 091 51 | 25| 60 15 [ 10

=

=

Yy 20 21 25 11 30 41 0L 44 11 55 05 03
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il. What is the interpretation of the correlation rés2il

Answer to SAE Question 19.1

SIN X Y XY X Y
1 51 49 2499 2601 2401
2 44 41 1804 1936 1681
3 70 45 3150 4900 2025
4 32 31 992 1024 961
5 65 50 3250 4225 2500
6 67 61 4087 4489 3721
7 19 11 209 361 121
8 71 64 4544 5041 4096
9 21 21 94112025 443
19 75 75 6660 6460 5625
5 544 448 27476 33002 23572

N =10,Y = 544,3Y = 448, XY = 27476 Y X? = 33002y Y* = 23572. Then,

r J NYXY —YX Y

NEXE = X)) = (NZY = &)

J 10 x 27476 — 544 x 448
(10 x 33002 — 5410 x 23572 — (448)

J 274760 — 243712

(330020 — 295936) (235720 — 200704)

= \/ 31050 = 31050

34546.857
34084 x 35016

= 0.8987793 = 0.90
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Answer to SAE Question 19.2

Vi.

Vil.

viii.

St

SIN X X-—X | X=XV
1 60 17.7 | 313729
2 40 2.3 5.29
3 55 12.7 | 161.29
4 20 223 | 497.29
5 70 277 | 767.29
6 35 ~7.35| 53.29
7 48 5.7 32.49
8 15 —27.3| 745.29
9 30 ~12.3| 151.29
10 57 14.7 | 216.09
11 65 227 | 515.29
12 25 —17.3[| 299.29
13 30 ~12.3 | 151.29
y 162 3908.77
X 42 3

Xp =40+55+70+48+30+65

~

Xqg =60+20+35+15+57+25+30
7

p= 6/13=0.46
g=7/13 =0.54. \
= r X — X)’=
n
rpbi = Xp—Xa pq
St—
= = 16.76 0.2484
— 17.34

= 16.76 x 0.4983974

17.34

U

-

3908.77 =
— 13

7.34

= 51.33-34.57 0.46 x 0.54

= 0.9665513 x 0.4983974 =

51.33

34.57

300.67

0.4817266 =



0.48
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1.0 INTRODUCTION
In Module one, you were introduced to the typebygfotheses. In this unit, you will learn how
to test the hypotheses using some of the stalistists.
The purpose of testing a hypothesis is to deterthiagorobability that it is supported by facts.
You may test a hypothesis by applying it to alreldgwn facts or taking it as a new appeal to
experience. This same mental technique to prolsieiving is also employed by science and
philosophy.
Hypotheses are used as indicators of the readigsevers which researchers have to their stated
problems or questions in research. So when hypethare tested, the results lead to
establishment of new facts or confirmation of ofeés. If a hypothesis is successfully verified or
tested and confirmed to be true, it is then usesifport a theory.

In other words, theories are developed, testeccantirmed in research through the process of
hypothesis testing. This leads to the generattadwancement of knowledge. In this unit, you
are going to be exposed to the rudiments of thegases involved in testing hypotheses.

2.0 OBJECTIVES

After going through this unit, you will be able to:
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0] explain the alpha level or level of confidence dedree of freedom;

(i) discuss the two types of errors in hypothesisrigsti

(i)  use the t-test to test a given nul hypotkesi

(iv)  use the relationship between correlation dogfht and t-test in hypothesis testing;
(v) use analysis of variance to test hypothesis;

(vi)  use chi-square to test hypothesis;

(vii)  explain the meaning of one-tailed and twddditests.

3.0 MAIN CONTENT

3.1  Selection of the Level of Significance or Alpha Les

In proposing your hypothesis, you must include rfidence limit, otherwise called alpha level
(o) or significance level.

In most researches in education, two alpha levelsised. These are 5% (0.05) and 1% (0.01).

If you choose 5% in a particular study, the imgima is that if your study is replicated 100
times, the same outcome will occur 95 out of 10@ % out of 100 may vary due to chance. Ifit
is 1% (0.01) level of significance, it means thHataur study is replicated 100 times, you are sure
99 out of 100 will be correct while 1 out of 100yn&aary due to chance factors. This is a more
rigorous confidence level.

At this point, you need to note that when you &ebypothesis, you are only dealing with
probability of something being true or false. Hihesis testing helps you to make predictions
and not to establish causation. It does not peoailosolute proof. In other words, a hypothesis
cannot be proved absolutely true or false.

3.2 Degrees of Freedom

This is the number of observations which are foeeary when certain restrictions have been
placed on the data being considered. Take foamust, in your class, you ask your students to
provide any four numbers which would be added to 4dd up to 24. In this case, it is fixed,
other numbers can vary. But no matter how they,vamust be added to sum up to 24.
Therefore, the degree of freedom here is N — 1yevNes the total number of choices while 1 is
the fixed variable. As we go on, you will see thedal for getting the degrees of freedom for
different tests.

3.3 Typeland Type Il Errors

When you embark on a research study which invdlvesesting of hypothesis, the level of

significance and the degree of freedom will engble to take a decision about whether to accept
or not to accept (reject) the hypothesis. If tb# hypothesis which you have proposed is true
and you accept it because your evidence suppptkeit you are quite in order. It is correct.

But if the nul hypothesis is true based on thélalbke evidence and you reject it, it is not

correct. Itis an error. Thus, the rejection ofuee null hypothesis when it should have been
accepted is known as Type | error.
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On the other hand, if the nul hypothesis is falsé you accept it, instead of rejecting it, you are

also not correct. In other words, the acceptameefalse null hypothesis when it should have
been rejected is referred to as Type Il error.

You have to note that as you try to minimize tygerbr by becoming too rigorous, may be you
reduce the significance level from 5% to 1%, y@ndtthe chance of making type Il error by
increasing the level of significance from 1% to 5%.

3.4 Two-tailed and One-tailed Tests

When a hypothesis is stated in such a way thatds shot indicate a direction of difference, but
agrees that a difference exists, we apply a tweddest of significance. Most of the null
hypotheses are two-tailed because they do notatelibe direction of difference. They merely
state that there is no significant difference le&wA and B. For instance, there is no
significance difference in academic performancebeh those who went to Federal
Government Col eges and those who went to StateoBch

When hypothesis is stated to indicate the direatiogifference, it is called a one-tailed test. r Fo
example, people who live in high altitude area$quer better in long distance races. People
who have stout bodies do better in short-put. Bgpe cars are better in performance etc.

3.5 The T-test

The t-test otherwise called the student’s t-teanignferential technique. It was developed by
William Gosset in 1908. There are various t-teshhiques used for various tests of hypothesis
concerning the fol owing:

I. difference between population and sample means;

il. difference between two independent samples’ means;
iii. difference between matched samples’ means;

Iv. the significance of Pearson r;

V. difference between correlated coefficients;

Vi. difference between variances that are correlated.

We are not going to treat all these in this coupse during your master’'s degree programme,
you will have all or most of them. For this umite shall take only three methods. Before we go
into that, you wil have to note that there areditons for the use of t-tests. These are:

I. there must be two groups to be compared;

il. the population from which the samples are drawntrnesiormally distributed;
iii. the population variances are homogenous;

Iv. the samples are independent or randomly drawn thenpopulation;

V. the variables have continuous values;

Vi. suitable for both large and small samples (butess than ten).
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Note that any sample size less than 30 is regaslathall, but when the sample size is more
than 30, it is regarded as large. The proceduredoying out z-test is the same to that of t-test
While z-test is specifically used for large samptegst can be used for both small and large
samples. When t-test is used for large samplappitoximates to z-test.

3.5.1 Difference between Population and Sample Means

When you want to compare a population and sampénme/ou will use this mode:

t= X-—u where X = sample mean
s/An—-1 u = population mean
S = standard deviation
n = number.

For instance, you are given that the mean achieneswere of al SS.I students in lhitte/Uboma,
in an English standardized test is 55%. A teacbaducted a study to verify this claim. He
used 25 SS.I students in that locality. He dritleeim on the different aspects of English
syllabus for SS.1, for about eight weeks. At thd,ehe teacher administered the English test on
the 25 students. His results are 59.85 as meaB.&0chs standard deviation.

The first step is to propose a hypothesig)(HYou can say the sample mean of 59.85 is not

significantly grater than the population mean of &5anc level of 0.05 or you can say that there
is no significant difference between the samplemwa9.85 and population mean of 55.

t= X-—u where X =59.85u=55,S=8.50andn=25
S/An—1
"tz 5985-55 =  485xV24
85 8.50
V251 = 0.57 x 4.899 = 2.795

At this point, you have to take a decision. Thib e based on the comparison of the calculated
value of t-test and the value of t-test on thedatlthe critical region.
Now that t, = 2.795, df = 25 — 1 = 24, alpha level = 0.05
e al(
tab 25 :0.05) = 2.060.

For decision rule, if calculated value is greatamtthe value in the table or critical value, Rejec
the nul hypothesis. But, if the calculated vakikess than the value on the table, Accept H

From this result,.tis greater than the,f.e. 2.795 > 2.060. We therefore reject thatdhiemo

significant difference between the population maad the sample, mean. It implies that there is
a significant difference between the two means.
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Self Assessment Exercise 20.1:
What do you understand by the fol owing:

(@) P <0.05

(b) degree of freedom

(c) Type | and Type Il errors

(d) Two tailed and one tailed test.

3.5.2 Difference between Two Independent Samples’ Means

In section 3.5.1, you learnt how to find the t-tefssignificance when the population mean and
the sample mean are given. Most of the times,willlbe confronted with a situation where two
samples are randomly and independently drawn froioraal population. If the variances of
the samples as estimates of the population varidac®t differ significantly or are
homogenous, we can then say that they have artbdisdn. This is particularly when the
samples’ sizes are not large. Remember that a &agple size is from 30 and above. The t-
statistics which you can use in this case is asd:

t = Xx—X

[(n=1) S’ + ((re—1) )] ((n1+n2)
(n+n-2)nxn

where S1 = X(X1_=Xi)
n-—1
Example 20.2:

A teacher wanted to compare the academic perforenaiwvo sets of students in his school
with a view to finding out whether their mean penfiances are significantly different. He

enl antad camnlag Af thn han onto Llig rnnu,l_t_s_mv.n i tha tola Ihalaag:
CUT TCULCU DGIIIPICD UT I'ic vwU ST1S. TS TTCS 1T Ut taurc ygliuvy.,
Sat Maoan Darfarmancn Standard dovaatian Na of SAarmnlac
=AY viceart 1 CTTUTTITAATTOU O WlATTUTATU e vVitAurTuld LI A4 VT A 'Jl\/\)
faYaYaym [l aYa Vi 14 5N an
ZUUO JU70 14.0U oU
2006 58% 12.00 75
Solution:

I. Propose a null hypothesis:H here is no significant difference between theme
performances of the students from the two sets.

it = J X —X

[(n=1) S* + (,=1) $)] ((n1+n2)
(n+me-2)nxr
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t = 58 — 50

J [(75-1) 12+ (80-1) 14.5] (75+80)
(75 + 80 — 2) 75 x 80
- 8

J [(74) 144 + (79) 210.25)] (155)
153 x 6000

= 8

J(10656 + 16609.75) 155
918000

= 8

J27265.75 X 155
918000

= 8

\/4226191.3

918000
= 8 = 8

[ 2.1456221
4.6036942

= 3.7285224 = 3.73
ii.  Decision:
t.=3.73, {,at (75+80 — 2 : 0.05/2) w.tat 153 : 0.05
tcal= 3.73. ti53:0.025) = 1.96

Since {, is greater than.4 we reject |l It means that there is a significant difference
between the mean performances of the two setsidésts.

Self Assessment Exercise 20.2:

The result of a researcher’s study, to find otitdre is a significant difference between the
performances of males and females in his claswéndpelow:
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Gender Mean Performance| Standard deviation No. of Samples
Males 65% 11.50 45
Eemales 58304 14 .20 40

Are the gender-wise performances significantlyed#ht?

3.5.3 Difference between Two-matched Sample Means

Most of the times, researchers are faced with ssituations where they have to compare the
performances of a set of students in two diffesetiijects or related subjects, reaction times,

tolerance levels to two types of drugs or situaiett. When this happens, the pairs of samples
are not independent. The samples can be constifuteugh randomization. Therefore, if the
samples are matched, we assume that there isfecedife betweén the two sets of scores or

variables. It implies thatXe X,. So X —X.=d, andyd=d = 0.
n
The t-statistic is therefore given by the formula: t = d
_ Sin—1
where d =°d, S = standard deviation of the ds.
n
Example 20.3:
A set of students|took tes|s in|both Marhenjm%mistics. Cheif reqults are is fgII oWE:
S/N 112 R 4l 516 ¥ gl ol10l11112113]114] 16] 17| 18
Mathematics1 50165 170 135 144 E2 g7 F2 m 62 4d 54 g4l 70l 55

Statistics 48 60 74 30 40 50 69 70 50 42 60 70 B® 52 61 70 53

Are the results significantly different?

214



Complete the table by getting d = difference (Imdmtween Mathematics and Statistics.

SIN Mathematics Statistics D d
1 50 48 2 4
2 65 60 5 25
3 o +4 4 16
4 35 30 5 25
5 gavas A0 2 6
6 52 50 y Z
7 57 59 =2 7
8 72 70 2 4
9 48 50 2 4
10 38 42 =4 16
11 5Q 80 1 1
12 65 +0 5 25
3 6 2 4
Tz Z0 29 TT 2T
15 54 o2 2 4
16 64 61 3 9
17 70 70 0 0
18 55 53 2 4
> —_ 22 286
il Find d = mean ofd 3d = 22 =122
n 18
- Find Y = 246. \/
iv.

Find S = standard deviation.
S = \/_@%)% J;LB_X_Z86 -22
n 18
= 5148 — 484 = 4664
—18 18

16.097

r substitute for the fermula: t = dn-1

1.22V17 = 5.038 0.313

16.097 16.097

Decision: tca= 0.313,#pat (17 : 05) =2.131

Since ta is less thana (critical value), we ACCEPT that there are nagigant
difference in the result§R that the results are not significantly different.
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3.5.4 Testing Hypothesis about Correlations

In the sections you have studied, you have seentitest can be used in different forms. You
will have to note that when hypotheses testing Ivevthe use of correlation coefficients, there
are two ways to test them.

The first which you are familiar with is to use tiadle and find out if the correlation coefficient
is significant.

The second is that, in stead of using the cormatoefficient directly from the table, you can
subject it further to a t-test. In this case,

t = 1-r or t =

>
I
N
[l =
Il
™ N

Example 20.4:

A teacher wanted to find out whet her studentstas in Technical Drawing have any
significant relationship with their scores in Math&tics. He used the Pearson Product Moment
Correlation Coefficient to do this. He came outhwa correlation coefficient of r = 0.60, N = 50.

To find out if this is significant:
I. Propose a null hypothesis: The students’ scor@gamnical Drawing and Mathematics

are not significantly relatedOR, There is no significant relationship between the
students’ scores in both Mathematics and Techicalving.

il. Substituting with the formula:

t = Jn=2 = 0.60/50 -2 = 0.60/ 48

l1-r \/1—0.60 0.64

4.1569219
0.8

= 2.196

iii. Find the critical value by usingd-1:0.05= 2.021.

iv. Since &, is greater than.i.e. 5.196 > 2.021, we reject the nul hypothasig say the
students’ scores in Mathematics and Technical Drgware significantly related.
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Self Assessment Exercise 20.3:

In a research study, it was found that the colmlatoefficient of two variables was 0.72 and the
number of the respondents was 50. Propose a ppbtliesis and test it using this information at
0.05 levels.

3.6  Analysis of Variance (ANOVA)

In the sections earlier, you studied the t-testigsdses in verifying hypotheses. In the test for
hypothesis, we can also apply the analysis of naedANOVA) which is referred to as Fishers
Test (F — test).

It is a more versatile test which can be used wiveoeor more variables are involved for

comparison. You can see that if more than two ggaar variables are involved the z or t-tests
cannot be used; ANOVA is used to determine theacteon effect of two or more variables,
especially when the means of the sampled grouper ¢hétween and/or among the groups.

Example 20.5:

Scores of three randomly selected groups of staderan English test are given below.

GP 1 15 20 12 10 9 7 6 11 18 14 S
GP 2 13 12 15 19 20 11 8 14 10 9 4
GP 3 18 16 13 9 8 4 20 18 12 7 10

Test the hypothesis that the three groups do nohfeo the same population.

S/IN X1 X2 X3 X1°X2* X3
1 15 13 18 225 169 324
2 20 12 16 400 144 256
3 12 15 13 144 225 169
4 10 19 9 100 361 81
5 9 20 8 81 400 64
6 7 11 4 49 121 16
7 6 8 20 36 64 400
8 11 14 18 121 196 324
9 18 10 12 324 100 144
10 14 9 7 196 81 29
11 5 4 10 _ 25 16 100
> 127 135 135 1701 1877 1927
X 11.55 12.27 12.27
Find:
1. Y Xt = YX1+YX2+3YXs = 127 +135+135 = 397
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2. IX4 = TX +YX%2 + YX% = 1701 + 1877 + 1927 = 5505
3. N = N+ N, + N, = 11+11+11 = 33
We shal take the correct factor to BeX)* = (397
N, 33
4. Sum of squares total (S = Y Xt'= - Xe)* = 5505 - 157609

Nt 33

= 5505 -4776.03 £23.97

5. Sum of squares, between group,(SS

SS = O X2+ O X+ O Xo)’= O Xi)’
N, N N N
= 127 + 135 + 135 — 397
11 11 11 33

= 1466.2727 + 1656.8182 + 1656.8182 — 4776.03

4779.9091 —4776.03 = 3891

6. Sum of squares, within group (3S SSv= SS-S$

728.97 - 3.8791

£25.00

7. Degree of freedom, Betweend)df K-1=3-1=2.

8. Degree of freedom, Within (af
number of samples.

N—-— K=33- 3=230 Where N = total

9. Variance, between groupswV = SS = 3.8791
dfb 2
= 494
10. Variance, within groups Y = SS = 725.09
dfw 30
= s omwif
11. F-rato=¥ = 1.94 = 0.08

Vw 24.17

12. Determine the critical value of F.
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From the calculation df= 2 and df = 30, go to the F-table and find the point of iséetion
of 2 and 30 at 0.05 level. This will give you thevalue i.e. 3.32.

13. Decision: F —value calculated = 0.08
F — value critical = 3.32

Since the calculated value is less than the critiglue for the degrees of freedom 2 and 30, and
alpha level of 0.05, we ACCEPT the null hypothelsat the scores are not significantly
different.

For the purpose of presenting the result in a reeg&port, a summary of the results is shown in
a table while the computations are shown in theagx. Thus:

Sources of Sum of | Degree of
FaTTatoTT seuares—Heedom— Variance | Fcal —eftt Decision
Between groups 38791 2 1.94 N
Within groups 725.0900 30 24.17 0.08 3.32 R M
Total (28.9091 32
Self Assessment Exercise 20.4:
S/N 1 2 3 4 5 §] V4 8 9 10
X1 6 7 13 8 12 5 10 6 9 11
X2 15 14 10 12 13 11 14 10 12 13
X3 5 8 10 15 4 13 7 13 6 9
Xa 10 7 5 8 9 8 6 4 7 3

Use the data above to verify a null hypothesis@5.0

Now that you have seen ANOVA and how to use itca® now go to the next test. But before
we do that, you have to note that ANOVA can be wag-as in the example given, two-way or
multiple ANOVA. We are not going to discuss thesiger ones here. However, you will meet
them including ANCOVA — analysis of covarianceymur master’s degree programme. For
now, let us turn to the chi-square.

3.7  The Chi-Square

The word chi is pronounced kai. The chi-squaeetsst of independence which is used for

analyzing data that are in the form of frequenoiesurring in two or more mutual y exclusive or
discrete variables being compared. The test allssw® determine whether or not a significant
difference exists between the observed frequemieases in each category of variables studied
versus the expected frequencies or data or nuniloases in each category of variables based
on the nul hypothesis. The observed frequendgia obtained from the actual frequency count
while the expected is the data that would be obthihequal numbers responded to the same

variables equally. The larger the margin betwé&endbserved and the expected frequency
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counts, the higher the chi-square value. You cenpare the calculated chi-square against a
given critical value to determine whether it isrsfigant. The formula for chi-square is:

X2= > (f.=f)°  where fis the observed frequency, and
f f.is the expected frequency in each cel .

Example 20.6:

A survey to determine the preference pattern ofesparents on the choice of courses for their
children is given in a table below. Use a nul dtjesis to determine whether the indicated

—prefereneepajtern is statistically significant.

Frequency Business Law Medicine Engineering Totat
onserved 24 50 52 34 100
Expected _40 40 40 40 160
Steps:

I. State the nul hypothesissH here is no significant difference between thpeeted and
observed preference pattern of the parents atedpdta levels.

ii. Apply the chi-square formula in each cell and symatthe end.

1. For Business = O-E = (24-402 = 6.4
E 40

2. For Law = O-E = (50 — 402 = 2.5
E 40

3. For Medicine = O-E = (52-402 = 3.6
E 40

4. For Engineering = O-E = (34 — 40 = 0.9
E 40

o Yo Y (O—EJ= 6.4+25+3.6+09I32

E

To take decision on the significance of jhevalue, you have to find the degree of freedom df.
The example discussed above is a one-variable saske df is given by: df =K -1, i.e. (4-1)

= 3. As usual, go to the chi-square table and loadker df = 3, and your alpha level, which can
be 0.05 or 0.01. Again, if the calculated valueseds the value on the table, you reject the null
hypothesis. Inthis cageat 3:0.05=7.82. This is less than the catedl@alue, so we reject
the nul hypothesis.

Most of the times, researchers are confronted thgtttest for the independence of two variables.

For instance, gender and opinion, or religion a@maiae or age and opinion. Again, each of the
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variables may have two or more levels. The obskavel the expected frequencies are presented
in a table called contingency table. It has a nemab rows and columns.

Example 20.7:

The enrolment pattern of students to different aoad programmes according to religion is
given in the table below. Calculate the chi-squareé test for the significance at 0.05.

Academic Programmes
Religion Business Law Medicine Engineering Totals
Christianity 50 35 48 45 178
Islam 30 45 35 50 160
_Traditional 45. 30 25 40 140
Sottat 25 26 36 268 163
Totats 150 130 138 163 58—

To solve this problem, take the table above asable of the observed frequencies. Therefore,
you will need the table for the expected frequencid o find the expected frequency for each
cell, apply the formula:

column total x row total

overal total
Example, for cel 1, where the observed is 50¢ettpected is given by 15017845796
581
For the next cell where the observed as 35, theat®d is given by 130 x178 =89783etc.
581

The-expectedrfreguencies-are-betterpresenteth

Acgdemic Programmes

Religion Business Law_ Medicine Engineering Totals

Christianity 45.96 39.83 42.28 49.94 178
[slam 41.31 35.80 38.00 44.89 160
Traditional 36.14 31.33 33.25 39.28 140
Gottatt _26.59 23.05 24.46 28.90 163
Totals 150.0 130.01 138.00 163.01 581
To get the chi-square value, we 3360 — Ej

E

Instead of taking the cel s one by one, we useéla ta do the same thing in a short time. Let us
use a table to calculate the chi-square.
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o) E O-E (O — EY (O — EYIE
50 45.96 4.04 16.32 0.36
30 41.31 ~11.31 127.92 3.10
45 36.14 8.86 78.50 2.17
25 26.59 ~1.59 2.53 0.10
35 39.83 —4.83 23.33 0.59
45 35.80 9.20 84.64 2.36
30 31.33 ~1.33 1.77 0.06
20 23.05 ~3.05 9.30 0.40
48 42.28 5.72 32.72 0.77
35 38.00 ~3.00 9.00 0.24
25 33.25 -8.25 68.06 2.05
30 24.46 5.54 30.69 1.25
45 49.94 —4.94 24.40 0.49
50 44.89 5.11 26.11 0.58
40 39.28 0.72 0.52 0.01
28 28.90 ~0.90 0.81 0.03
14.56

From the calculation shown above, the calculatédevis:
y=1456,df=(c-1)(r-1)=(4-1) (4-19=

For decision, go to the table to look for the cativalue at df = 9, alpha = p = 0.2., =

16.92.

Since the calculated value of 14.56 is less tharcthical value of 16.92, we Accept the null

hypothesis that there is no significant differebheéwveen the observed values and the expected
values.

Self Assessment Exercise 20.5:

Usethe data betpw to verfy your pfoposed nor atiypyis.

Gendet VX Y YZ Totat
Viale o}o) 40 oU 145
Female 35 25 40 100
Total 90 65 90 245

40 CONCLUSION

Now that you have successfully worked through timg on how to test hypotheses, you are now
prepared to carryout your research project worlut li&fore you go properly into that, we shall
introduce you to how to write research reporthmnext unit.
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5.0 SUMMARY

In this unit, we have discussed the selection efalpha level or significance level and we said
the two most common alpha levels used in reseasc.85 and 0.01. We touched upon the
degrees of freedom, Type | error and Type Il eaothe likely errors that can be made in
decision making in the test of hypothesis.

Hypotheses can be frame in two formats, which aetional and non-directional. This implies
that we have two types, vis-a-vis one tailed testtavo tailed test. You also studied the

different types of tests used in testing hypotheséke t-test, the F-test and the chi-square ae th
prominent.

In the next unit, you wil be introduced to howtdte your research reports.

6.0 TUTOR MARKED ASSIGNMENT

A class of students did a test in Introduction Textbgy when they were in JS.2. The same class
of students studied Technical Drawing in their SSThe results are given in the table below.
What is the correlation coefficient of these sdtsamres? Propose a nul hypothesis and verify it
using t-test on the result of the correlation coedht.

©
H
(<»)
H
W

SHN +— 2| 3|1 4|5]| 6] 72| 8
Introduction

rechnofogy| 20{ 18 | 17| 25| 22| 15113 | 10| 19| 24|16| 8 | 5 | 1412
Technical

Drawing 25 20 18 24 20 17 18 1 19 20 20 12 10 22 14

Answer to SAE Question 20.1

P < 05: This is a 5% alpha level or level of sigr@hce which means that if a study is replicated
100 times, the same outcome wil occur 95 out 6f While 5 out of 100 may vary due to
chance.

Degree of freedom: This is the number of obsermatishich are free to vary when certain
restrictions have been placed on the data beingidered.

Type | and Type Il errors: The rejection of a trug¢ hypothesis when it should have been

accepted is called Type | error, while the acceggaf a false null hypothesis when it should
have been rejected is cal ed Type Il error.

Two tailed and on tailed test: When a hypothesstated in such a way that it does not indicate a

direction of difference but agrees that there défference, two tailed test is applied. For
example, most of the null hypotheses are two-tail®dhen a hypothesis is stated to indicate the
direction of difference, it is cal ed a one-taitedt.
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Answer to SAE Question 20.2

I. H, = The gender-wise performances are not signifigalitferent.

il. t = X =X

V  [(=1) So + (n=1) S2)] (n+n)
(n+e-2)nxr

t = 65 — 58

V [(45-1) 115+ (40-1) 14.7] (45+40)
(45 + 40 — 2) 45 x 40

= 7

J [(44 x 132.25) + (39 x 201.64)] 85
83 x 1800

= s

J(5819 + 7863.96) 85
149400

= 7

\/1163051

149400

= -

_7
I 2.7901284
7.7848166

= 2.5088451 = 2.509

iii. Decision:
tcal = 2.509, v at (45+40 — 2 : 0.05/2) midat 83 : 0.05;chi= 3.73. ti53:0.025) = 1.98

Since ta is greater thanab, we reject H, and accept that the performances are
significantly different.
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Answer to SAE Question 20.3

0] Propose a nul hypothesis: The two variables arsigaificantly relateddR There is no
significant relationship between the two variables.

(i) Substituting with the formula:

t = Jn=2 = 0.72/50-2 = 0.72/ 48
1-p J1_o072 0.8416
= 0.72 X 6.928203 = 4.9883 = 5.5425
0.9174 0.9
- 5.543

(i) Find the critical value by usingst - 1:0.05= 2.021.

(iv)  Since talis greater thanabi.e. 5.543 > 2.021, we reject the nul hypothasid say the
two variables are significantly related.

Answer to SAE Question 20.4

S/N N N X X2 X.2 X2 X2
1 6 15 5 36 225 25 100
2 7 14 8 49 196 64 49
3 13 10 10 169 100 100 25
4 8 12 15 64 144 225 64
5 12 13 4 144 169 16 81
6 5 11 13 25 121 169 64
7 10 14 7 100 196 49 36
8 6 10 13 36 100 169 16
9 9 12 6 81 144 36 49
10 11 13 9 121 169 81 9
)y 87 124 90 825 1564 934 493
X 12.4 9.0 7.7
1. YXi = dDX1+Y X2+ > X3+ > Xa = 87 +124+90+ 67 = 368
2. YX% = YXA+YX2+YX3 +YX,= 825 + 1564 + 934 + 493 = 3816
3 N = N1+ N2 + N3+ Na = 10+10+ 10+ 10 = 40

We shal take the correct factor to B&X()* =
Nt



368

40



4. Sum of squares total (S

Y Xt'= O Xi)*

3816 — 135424

[\ 40
= 3816 — 3385.6 = 430.4
5. Sum of squares, between group,[(SS
SS = (O X2)? + O X2)* + O X3)’+ (> Xa)’— > X¢t)?
N1 N N N N
= 87 +124+90 + 67 — 368
10 10 10 10 40

= 756.9 + 1537.6 + 810.0 + 448.9 — 3385.6

= 3553.4 — 3385.6

6. Sum of squares, within group (39S

~

Degree of freedom, Betweend)df

8. Degree of freedom, Within (df
number of samples.

9. Variance, between groups.jV

10. Variance, within groups (V

11. F —ratio = ¥ = 55.93
V., 7.29

12. Critical value of F.

167.8
SS-S$ =  430.4-167.8
= 26826
K-1=4-13.

N—- K=40- 4=36 Where N = total

SS = 167.8
dfo 3
= 5593
SS = 262/6
df, 36
= 7.29
L672

From the calculation df 3 and df = 36, go to the F-table and find the point of iséztion
of 3 and 36 at 0.05 level. This will give you thevalue i.e. 2.29.

13. Decision: F —value calculated =
F — value critical =

7.672
2.

29
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Since the calculated value is greater than theakvalue for the degrees of freedom 3 and 36,
and alpha level of 0.05, we REJECT the nul hypmththat the scores are not significantly
different.

For the purpose of presenting the result in a reeg&port, a summary of the results is shown in
a table while the computations are shown in theagx. Thus:

Sources of Sum of | Degree of
| \/ariation squares | freedom | Variance | Fcal E-crit Decision

Betweengrotps 1678 3 55.93 _
Wit gronps 262:6 36 7.29 | 7.67 229 Reject H
rotal H30# 39
Answer to SAE Question 20.5
Observad
Gender| VX_ [ VY VZ rotal
Male 55 40 50 145
Female| 35 25 40 100
Total 90 65 90 245
E/\pcutc
Gender| VX_ VY vZ rotal
Male 53.3 385 53.3 145
Female| 36.7| 26.5 36.7 100
Total 90.0 65.0 90.0 245

© = o—F (o—&f {o—ENHE

55 53.3 1.7 2.89 0.05

35 36.7 -1.7 2.89 0.08

40 38.5 15 2.25 0.06

25 26.5 -15 2.25 0.08

50 533 3 10-89 020

0.77

y=1456,df=(c-1)(r-1)=(3-1) (2-12=
Y2 at 2 1 0.05 =5.99; alpha = p = 0.§2.,= 0/77.

Since the calculated value of 0.77 is less tharctitieal value of 5.99, we Accept the null
hypothesis that there is no significant differebheéwveen the observed values and the expected
values.
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UNIT 21 WRITING RESEARCH REPORTS
Table of Contents

1.0 Introduction
2.0  Objectives
3.0 Main Content
3.1  Sample Format of a Research Report
3.2  Steps in Research Report Format
3.2.1 Preliminary Pages
3.2.2 Introduction
3.2.3 Literature Review
3.2.4 Research Methodology
3.2.5 Results and Discussion
3.2.6 Summary and Conclusions
3.2.7 Supplementary Pages
4.0 Conclusion
5.0 Summary
6.0  Tutor Marked Assignment
7.0 References and Further Readings
1.0 INTRODUCTION
The final stage of any research process is thengrdf the research report. Research is very
important, because the findings generated can dx fos rational decision-making and,
according to Nkpa (1979), as a springboard fohfrrtesearch.
The main aim of writing research report is to comimate or disseminate the research findings
to the literate audience. In writing the reseasgbort, the impersonal mode is preferred. That is
to say, instead of say “I did this”, you should $tne study was carried out to do this”.

You will have to note that in presenting a reseaegort, you have to use the required format.
Most institutions have their own format. Thesenfats or house-styles do not vary significantly
from the general format.

National Open University of Nigeria (NOUN), SchadlEducation, has its own house-style.
You supervisor will let you have it. For the puspaf this unit, we shal discuss the general
format.

2.0 OBJECTIVES

At the end of this unit, you should be able to:

0] Itemise the chapter titles and sub-titles in aaedeproject report;
(i) Prepare a research report based on the given format
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3.0 MAIN CONTENT
3.1 Sample Format of a Research Report

As you have seen in the introduction, a researofegtreport is a detailed account of what the
researcher has done in the process of carryintheuesearch the findings of this study. The
report is not presented in any form. It fol owsagmeed format as summarised below. This
format is only a guideline. Though this is the wemtional format, only relevant section should

be used in line with your house-style.

1. Preliminary pages:

I. Title page
ii.  Approval / Acceptance page
iii. Certification page
iv. Dedication
v. Acknowledgement page
vi. Abstract
vii. Table of Contents
viii.  List of tables
IX. List of figures
X.  List of appendices
2. Chapter 1: Introduction

I. Background to the Problem
ii.  Statement of the Problem
ili. Purpose / Objectives of the Study
iv.  Significance of the Problem
v.  Scope of the Study
vi. Research Questions and/or Hypotheses
vii.  Definitions of Terms
3. Chapter 2: Literature Review

I. Review of Related Literature
ii.  Conceptual Framework

4. Chapter 3: Research Methodology

I. Research design

ii.  Population

ili. Samples and Sampling techniques

iv. Instrumentation — construction of instrumenalidation, reliability of instruments,
administration and scoring

v.  Methods of data analysis
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5.

3.2

Chapter 4: Presentation of Results

I. Data analysis and findings
ii.  Summary of major findings

Chapter 5: Discussion

I. Interpretation of findings

ii.  Discussion of findings

iii.  Implication of the study

iv. Recommendations

v.  Limitations

vi.  Suggestions for further study
Supplementary page:

I. Bibliography
ii.  Appendices
iii. Index

Steps in Research Report Format

You have already noted that a research reporsigagght forward, clearly and precisely written

document in which you attempt to explain how youeheesolved the problem before you.
presentation, in this unit, is consistent with thest acceptable formats.

The

3.2.1 Preliminary Pages

Thetitle page: This is the first page of this section. It consathe title of the study, the
name of the author, the relationship of the resetr@ course or degree requirement,
name of the institution where the report is to blensitted, and the date of presentation.

The title should be concise and state clearly tirpgse of the study. The essential
elements to be included in the title are the megorables and the target population.
These should be phrased in such a way as to desehiat the study is all about. You
should not state your title so broadly that it naairm more than it can actual y deliver.
For instance, sex differences in the enrolmentEE candidates in Technical Drawing
from 2004 to 2007, or The effect of group discussion learning outcomes in the Open
and Distance Education system. You can note thablas here. The title should be
typed in capital letters, single-spaced, and cdritetween the right and left margins of
the page.

Approval / Acceptance page: The specifications vary from institution to ingtion. It
contains some of the following information: the re@nsignatures of the head of
department, the dean, the supervisor(s) and daesames(s) of the student(s).
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Vii.

viii.

3.2.2

Certification page: This contains the attestation of originality bétresearch project. It
may also include the name and signature of themedtexaminer.

Dedication: Here, emotionally-laden words may be permittedruter to pay tribute to
persons who are dear to the author or those whivilcoted in one way or the other to the
success of the project and those who would paattyube interested in the research
findings.

Acknowledgement page: This is used to express gratitude to those wigeklen the

process of conducting the research and preparagettort. It should be simple and
restraining.

Abstract: This is a succinctly summarised form of the réjgontaining the aim of the
investigation, the sample, methods of investigatiba instruments used for data
col ection, the analysis and findings.

Table of Contents: This serves an important purpose of providingdb#ine of the
contents of the report. It lays out in a tabutant, the chapters, headings and sub-
headings of the report. It is sequentially arrahged numbered from the preliminary to
the supplementary pages. Page references fort@aichare so indicated.

List of tables and figure and appendices: If tables and/or figures are used in the report,
separate page is included for each list. It showdetate the page numbers in which the
tables or figures presented in the report are émbatThe numbers and titles are serially
listed. Also contained is the list of appendidest tare embodied in or annexed to the
report.

The pages of the preliminary section are numbeiédlawer-case Roman numerals (i,
ii, i, iv, v, etc).

Introduction

Background to the Problem: Here, such factors or circumstances that inforthed
investigation are traced. It is presented usiagoaed statements to show that it is
worthwhile to dissipate resources to carryout te\s It shows the nature, scope, and
current status of the factors affecting the problem

It has to be presented in a way as to be cleacandncing to the reader.

Statement of the Problem: The problem as already highlighted is statedmpte, clear
and unambiguous terms. This is not required tobdong.

Purpose of the Study / Objectives of the Study: These go interchangeably, but it states

the specific aspects of the study and the reaswrfed¢using on them. It includes
statements of what should be accomplished ant@iaiMould be investigated.
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Vi.

Vii.

3.2.3

Significance of the Problem: The usefulness, the utility value of the reseanchindings
of the research should be articulated. The irigiitg, groups or individuals who are
expected to profit or benefit and the benefits eigxdto accrue to them are to be stated
in this section.

Scope of the Study: This is interchanged with the delimitation of stedy. Here, you
will have to indicate the extent to which the studlf be covered. It involves the
geographical area, time period, and variables toovered.

Research Questions and/or Hypotheses. These are formulated based on the type of

research and the variables under investigationey Bhould be formulated to provide
answers to the problems under study.

Definitions of Terms. The essence of definition is to ensure that daeler understands
the specific meanings ascribed to the terms bytiteor. So you have to use this to
educate the readers on the operational meaningyot@ned, technical words, phrases or
expressions which cannot otherwise be understocaiuse of their unconventional
usage.

Literature Review

Review of Related Literature: This is the second chapter of your project repdttis

meant to give the reader an understanding of sdrtieavorks or study already carried
out in the area of the project. It will also give reader an overall picture of the problem
you are solving. You are therefore required toaenonly the important literature

related to your study, abstract previous resedrdlies and review significant writings of
authorities in the area under study.

By so doing, a background for the development ofryudy will be provided. It will

also bring the reader up-to-date. Apart from plong evidence of the investigator’s
knowledge of the field of study, it highlights taeeas of agreement or disagreement in
findings or gaps in existing knowledge.

Do not use the article-by-article presentationonnfiterature review. In other words, do
not col ect abstracts of previous researches aimg) $hem together without any attempt
at continuity or logical organisation. Again datmeake excessive use of quotations.
Quotations are used only when the material quaedpecially wel written and can be
inserted without spoiling the continuity of the peatation (Olaitan and Nwoke, 1988).
Conceptual Framework: This states the concept that informed the stlitigse concepts
such as system concept, management by objectivegpn etc. will assist you to bring
out salient points that would assist to importéetature related to your study, abstract of
previous research studies and review significaitings of authorities in the area under
study.
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3.24

Vi.

3.2.5

Research Methodology

Research design: This lays out the master-plan for the researofept. It shows the
extent to which extraneous variables were conttareeliminated. You should therefore
describe any plan used clearly, even if it canmotlassified under a conventional label.
All lapses should be reported as a limitation.

The Population: You should specify all the necessary parameteensure that the
constituents and characteristics of the target jadjpm are unambiguousThe target
population may be people, animals, objects or event

Samples and Sampling techniques: The size of the sample and how the sample was
selected should be so described in such a waytde teave the reader in doubt about
what you have done. Do not just say 100 resposdeate randomly selected from the
population. Specify the method in which the simpledom sampling was used. Is it by
the use of table of random numbers, describe wheibees of numbered papers were
jumbled in a box and picked up at random, etc.

I nstrumentation: In this section, you have to describe in fulladkstthe tools for data

col ection. Such tools like questionnaire, atttsdales, tests, etc. should be fully
described to show their characteristics. You téive to report the reliability indices and
validation procedures. Where you used a standatcliment, in your report, you have to
give the rationale for the appropriateness. Wheanew instrument is developed, you
have to outline the necessary procedures fol owéxbth the construction and validation.
Data Collection: What methods did you use in your data collectiob®d you use

research assistants? If yes, did they underguoitig? Did you col ect the data

personal y, or by post? What problems did you ent&r in the process of data

col ection? All the steps which you have takerrieure the col ection of valid that
should be reported.

Methods of data analysis: In this section, you will describe the techniqudsch you
applied in the data analysis and the reasons éochbice. The reasons may be in
relation to the type of design, nature of the s@®pin the type of data. Try to use the
simplest, well known method of data analysis. Bhere you use a mode of analysis not
widely known details of such method should be regzbr

Results and Discussion

Presentation and Analysis of data: This is the heart of the research report. Thkalte
are clearly and concisely set out using the masghihative modes of presentation.
Tables, figures, graphs and textual descriptioasuaed to clarify significant
relationships. They should be serially numberetitdled so as to be self explanatory.
They should be simple and should be directly rdlédethe hypotheses and/or the
research questions.
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3.2.6

3.2.7

I nterpretation of the finding: The most important task which you have to undertia
writing the results of your study is to identifycamterpret the major findings. You
should be able to discuss possible reasons whethets occurred the way they did.

You should try to fit them into the findings of preus research, suggest the applications
to the field and make theoretical interpretations.

Summary and Conclusions

The Summary: In this section, you should clearly and concigelstate the problem, the
hypotheses and/or research questions, the maurdsadf the method omitting most of
the details concerning the subjects and measutkbsathe main findings.

The summary must be very brief, but consistent witthear presentation of all important
information about the problem, method and findingehe findings should be listed by
number. You should summarise each major findingnie or two statements.

The Conclusion: This gives answers to the questions raised ostditements of

acceptance or rejection of the hypotheses. Itldhimeibased solely on the findings
generated by the research.

I mplication of the study: In this section, you may include ideas on thevahce of the
findings to educational theory and practice. Bwise ideas should be directly be derived
from the study.

Suggestions for further study: It may be appropriate here to suggest areasodilgms
for further investigation. This is made as a restimatters arising from the research.

Supplementary Pages

Bibliography: In this section, you should include al referenciéed in the report and
those not cited, but consulted to shed light orptioblem. References are cited
uniformly and according to a given style.

Most universities adopt the APA format. Referermesdone serially and alphabetically.
You can look for the APA format and go through it.

The Appendices: This contains extra information which is partloé report the reader

should know about, but not necessarily for inclosiothe main report. They include
long tables, forms, instruction aids, data colrertnstruments, items analysis data,
scoring protocols and procedures, lengthy quotatedn.

Each separate entry heading is listed as APPENDIXKPPENDIX B, etc.
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Self Assessment Exercise 21.1:

Go to any university library and select three dif# research projects. List the items on the
table of content and compare them.

4.0 CONCLUSION

At the end of your programme, you are expectedtoyout a research. At the end of the
research, you are also expected to submit a wrigeort of the investigation. In this unit, you
have gone through the involvement in the writinghef report. A very important demand here is
that you must be as objective as possible in yepont. At the initial stage, you cannot make
any statement that would show you are in favowgainst an idea. Your report should be
devoid of emotional or subjective statements. ¥ould arrange the different parts of the
report so as to make it possible for a reader sdyelmcate any section of particular interest to
him.

5.0 SUMMARY

In this unit, we have discussed and presented alsdormat of a research report. We have also
discussed these steps in details stating fromrlenpnary stages to the supplementary stages.
We have emphasised that your reports should nptdsented with personal pronouns like I,

my, we etc. Instead use impersonal pronouns assiygavoice. You should make sure that the
report is written in a clear, simple and straighifard style. Your motive should be effective
communication. Therefore, use very simple languayeu should always be brief so as not to
bore your reader. Abbreviations should only belwefeer they have been written in full earlier.
Avoid the use of generalizations or conclusionsictvlare not supported by the findings. We
also said that every source cited in the work edusut noted cited in the work should be

documented in the reference page. Improper citatianability to give details of a source cited
in the body of the work should be documented inrdfierence page. Improper citation or

inability to give details of a source cited in thedy of the work should be avoided. Remember
that proofread the report thoroughly after typessgit This wil help you not submit avoidable
errors.

Congratulations for being part of the success stbfyOUN, and for graduating in this
programme.

6.0 TUTOR MARKED ASSIGNMENT

Pick up any four (4) research projects. Studyatbstracts. What are the things that are common
to all of them?

Answer to Question 21.1

1. Preliminary pages:

I. Title page
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ii.  Approval / Acceptance page
ii.  Certification page

iv. Dedication

v.  Acknowledgement page

vi. Abstract

vii. Table of Contents

viii.  List of tables

IX. List of figures

X.  List of appendices

. Chapter 1: Introduction

I. Background to the Problem

ii.  Statement of the Problem

iii. Purpose / Objectives of the Study

iv.  Significance of the Problem

v.  Scope of the Study

vi. Research Questions and/or Hypotheses
vii.  Definitions of Terms

. Chapter 2: Literature Review

i Review of Related Literature
ii.  Conceptual Framework

. Chapter 3: Research Methodology

I. Research design

ii.  Population

ili. Samples and Sampling techniques

iv. Instrumentation — construction of instrungntalidation, reliability of instruments,
administration and scoring

v.  Methods of data analysis

. Chapter 4: Presentation of Results

I. Data analysis and findings
ii.  Summary of major findings

. Chapter 5: Discussion

I. Interpretation of findings
ii.  Discussion of findings
iii.  Implication of the study
iv. Recommendations

v.  Limitations
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vi.  Suggestions for further study
7. Supplementary page:

I. Bibliography
ii.  Appendices
ii. Index
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