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MODULE 1 FUNDAMENTALS OF STATISTICS
Unit 1 Review of Fundamentals of Statistics and theiriappbns.
Unit 2 Basics concepts of statistical methods.

UNIT 1 REVIEW OF FUNDAMENTALS OF STATISTICS
AND THEIR APPLICATIONS

Table of Contents

1.0 Introduction
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4.0 Conclusion

50 Summary

6.0 Tutor Marked Assignment

7.0 References/Further Readings

1.0 INTRODUCTION

You have gone and worked through EDU 701, (Statigdlethods 1), you

have come across different terms, comsgepformulas, arithmetical
calculations and interpretations, you have alsechthie applications of

these basics especially in the descriptive stesistiYou therefore, no longer

react to statistics as a frightful course whosetanes loom forbiddingly

before you. In this unit, we willake a review of the fundamentals
importance of statistics and the applications afistics.

2.0 OBJECTIVES
At the end of this unit, you should be able to:

I Give reasons why students need statistics
. State why statistics are important in research
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iii. State students aims in the study of statistics
V. Precisely review or summarise the content of siedismethods.

3.0 MAIN CONTENT
3.1 Students’ need for Statistics

You have seen that in everything you do you muistesto inject as much
meaning and significance in your own way, as yau c¥ou have also seen
that the proper and optimal use of statistical me@shand statistical thinking
requires a certain minimal achievement of undedstey ~ You have also
noted that to inject adequate meaning and sigmifiedo your descriptive
ability, places and actions you must use statisticket us therefore take

note of why students need statistics.

There are foursimple but undeniable reasovisy students who take a
required course in statistics must develgmme mastery of the subject.
These are:

I they must be able to read professional literatur8tudents should
never finish the extension of their skills in the @ reading as this
increase their vocabulary. But one ao©@nnread much of
the
literature in any specialized field in the socialesces, particularly

in the behavioural sciences and educationthout encountering

statistical symbols, concepts and ideas on evéeyval. Therefore,
persons who cannot read the average researchipapeir field

with intelligence and with some appreciation awhether sound
conclusions have been reached are sgveranited. This

appreciation will require some level ofamiliarity with basic

statistical ideas.

they must master techniques needed in advancedeun every
advanced courses, whether it is a laboratory caursepracticum,
there are usually certain incidental teghes needed in

operations involved. In any laboratorgourse or experimental

analysis, results cannot be treated or report$emriithout at least
minimal statistical operations, even a field sureeyhe checking of

a report involves inevitable statistical steps.

il
statistics are essential part of profesd training. Trained

psychologists and/or educators, as prajeats they are, need

statistical logic, statistical thinking operation.Since their practice

requires the common technical instrumenstich as tests, scales,
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guestionnaires and inventions, psychologists andadrs depend

upon statistical background in their adistration and in the
interpretation of their results. You should ndtattusing these tests,

scales etc without knowledge of the statisticaboe@ng upon which

they depend is like the medical diagietst using clinical tests
without the knowledge of physiology and pathology.

V. statistics are basic to research activities. Adiogrto Guilford and
Fruchter (1981) the extent that the psychologigdurcator intends
to keep alive his research interests and reseatolhiti@s; he must as
a matter of necessity lean upon his knowledge kitld s statistical
methods. Let it therefore be emphasized thahynprofessional
fields where there are still so many unknowns g@herbehavioural
sciences, the advancement of those (miolesls and of the
competence of their members depends to a high elegen the
continued research attitude and research effotsose members.

3.2 Importance of Statistics to Research

Now that you have noticed that statistics are weortant to research and

as well aware that research efforts and reseastltsecannot be published

without statistical thinking and operationslet us briefly summarize the
advantages of statistics in research.

i. They permit the most exact kind of descriptiofhe goal of science
is the description of phenomena. But descriptiem complete and
accurate or useful to anybody who can understamdhién he reads
the symbols in terms of which thosehemomena are described.
Mathematics and/or statistics are a part of therges/e language
and an outgrowth of our verbal symbols particuladypted to the
efficient kind of description which the scientigrdands.

i They make us to be definite and exact in our progednd in our

thinking:  Statistical operations direct our methdo be definite,
statistical logic makes it imperative to be right.

iii. They enable us to summarize our resuits a meaningful and
convenient form: Most observations takerre abewildering and
meaningless, but statistics provide an unrivaledogefor bringing
order out of chaos and for seeing the general i@atuone’s result.

iv. They enable us to draw general conclusion§here is a process of
extracting conclusions from data based research@&sis process is
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Vi.

3.3

carried out according to acceptable rules. Tloeeeby means of
statistical steps we can say about how much faiblulsl be placed to
any conclusion and how far we may extend our gdizaten.

They enable us to predicBtatistics are used to predict how much of

a thing will happen under such cond$io we know and have
measured. Statistical methods will alsell us about how much
margin of error to allow in making predictions. idtnot only making
predictions, but we can also know how much faitplexe in them.

They enable us to analyze some of the causalrfagtalerlying
complex and otherwise bewildering events: Iltaagrally true in
social sciences, psychology and education thaeaagt or outcome
is a resultant of numerous causal factors.  Sirisenot easy to
manage people and their affairs sufficiently inerkments the best
thing to do is to make a statistical study on tasid of the findings
we can predict.

Students aims in the study of Statistics

Having worked through Statistical Methods 1 (EDOlyand having got a
general idea of the advantages of statistics toydeg life in general and to
research in particular, what do you think will beuy aims in your study of
statistics? We may summarize the aims as follows:

To master the vocabulary of statistics Statistics shares the same
ordinary symbols for numerical operationwith General
Mathematics. From your interaction anknowledge of
Mathematics, much of the statistical vocabularglisady known to
you. This consists of concepts that are symbolmediords and by
letter symbols which are substitute for them. Ag yse them, both
the old and new concepts and their meanings witinae to grow.

To acquire, or to revive, and to exte skils in computation
Computation is very important, and understandinthefstatistical

concepts comes largely through applyingpent in computational
operations. Computational skills include applicatof formulas as

well as planning efficient operations. These grawith practice.

To learn to interpret statistical results correctly When statistical
results are correctly interpreted, they can be wesful. They can

be as most powerful source of meaning and sigméeaf full and

proper interpretations are extracted fromiata. But when
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inadequately interpreted, they may represent sangetiiorse than
wasted efforts.

iv. To grasp the logic of statistics Statistics provides a way of thinking
as well as a vocabulary and a language. It igi@dbsystem and
like Mathematics, it is peculiarly addge to the handling of
scientific problems. The mastery of the logicalexgs of a research
problem before taking to experiment or field tpoper formulation
of a research problem and including a rcleaonsideration of the
specific statistical operations to be employedreaeessarily the way
out of research headaches.

V. To learn where to apply statistics and where not toAll statistical
devices can illuminate data, but each has its awidtions. Every
statistic is developed as a purely mathematical wleich rests upon
certain assumptions. If the assumptions aredftlee particular
data with which we have to deal, the statistic m@yappropriately
applied. Therefore, wherever a statistic is t@applied, there are
likely to be mentioned certain assumpionor properties of the
situation in which that statistic may be utilized.

vi. To understand the underlying Mathematicd statistics In  your
previous Mathematical training, you haveeen introduced to
analytic geometry or calculus where yobhave an idea or have
grasped many of the mathematical relationships nlyidg statistics.

If you have not, well, never mind, this course wille you a more
than commonsense understanding of whatesgoon in the wuse of

formulas.

Activity 1

1. Give a brief description of the units treated iatiStical Methods 1
(EDU. 701)

2. What are the students’ aims in studying statistics?

3.4 A Review of work done so far

Here, we want or have a review of theork you have done so far in
Statistical Methods 1. In other words, we waribtik at the whole forest

which you have passed through. You have gone gfrthe nature of data

and you have discovered that different types ad.da¥ou are aware that

numerical data generally fall into twanajor categories. Things are
counted, and this yields frequencies; or thingsna@asured, and this yields
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metric values or scale values. Datd the first kind are often

called

enumeration data. While data of the second kieccalled measurements

or metric data. Statistical methods deal with Boftts of data. The word

statistics itself has several meaning. It refera branch of Mathematics

which specializes in enumeration data and thelation to metric data.
Statistics constitute a body of scieatifimethods that are wused for the
guantitative analysis of data.  Statistical prazed help us reduce vast

guantities of information to manageableornf and to reach reasonable
decisions with limited information. You have notbdt there are mainly

two types of statistics: descriptive statistics ethinelp the researcher in

organizing, summarizing, interpreting andomenunicating quantitative
information obtained from observations; anthferential statistics which
permit the scientist or researcher to go beyontddata gathered from a

small number of subjects to reach tentativenchsions about the large
group from which the smaller group was derived.

A fundamental step in the conduct of research iasmeement. This is the

process through which observations are translatechumbers.  In other

words and according to Stevens (1951) measuremétstbroad sense, is

the assignment of numerals to objects, or evemtsrding to rules. The

nature of the measurements process that produeesithbers determines

the interpretation that can be made from them hadtatistical procedures

that can be meaningfully used with them The Stevens’ scale of
measurement which is the most widely quoted taxgnohmeasurement

procedures classifies measurements into im@m ordinal, interval and
ratio.

You have also noted that the interest of the rebeais to discover the
relationships between variables, which aharacteristics that show
variation from individual to individual or objeab bbject. Variables are

classified as (a) quantitative or qualitative (lscdete or continuous and (c)
independent or dependent.

Frequency distributions and graphs areefuls for ordering data and
presenting it in an easily interpreted form. Faey distributions can be

grouped or ungrouped. Some times @quency table is more readily
interpreted if the data are grouped into classwals. You will recall that a

frequency distribution table which is compositenature is made up of the

real limits, cumulative frequencies, cuntivkx percentages and relative
cumulative frequencies.

Graphs are often useful for communicating a freqyehstribution. Under
the graphs we have the histogram, thar chart, frequency polygon,
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cumulative  frequency polygon, cumulative rgemtage polygon. Curves
resulting from such graphs can be symmetrical ymasetrical, positively

skewed or negatively skewed. You can also meadkarskewness and

kurtosis.

To communicate characteristics of the frequencyyilligion in a still more

compact way, you calculated and discussedrtain descriptive  statistics

such as; the measures of central tendency; whechwseful indices for

summarizing a whole set of measures, these ama¢aa, the median and

the mode, the measures of variability, which areessary for adequately

describing quantitative  distributions. Thehree most frequently used
measures are the range, the quartile deviatiorstamdlard deviations.

You have also seen the methods used to indicatel#tg/e position of
scores within a given group. These measures irgbeticentile ranks and
standard scores. You have also looked at biveadistributions and the
guestion of correlation which refers to the extenwhich two variables are
related in a population.

With these, you are now set for Statistical Methbd&hich is mainly
inferential statistics.

4.0 CONCLUSION

You have seen that for you to strivio inject as much meaning and
significance to everything you do, you must makappr and optimal use

of statistical methods. Now that you have beeough with Statistical

Methods | and have been able to see how to usgedwiptive statistics,

you are on the right step to continue with Stat&@tMethods 11, which will

be mostly on inferential statistics.

5.0 SUMMARY

In this unit, you have learnt that the proper aptineal use of statistical
methods and statistical thinking requires a centaimimal achievement of
some mastery of the subject, Statistics. You Is@en that students need
statistics for four major reasons. These are:

they must be able to read professional literature

they must master techniques needed in advancedeour
statistics are essential part of research traiamg)
statistics are basic to research activities.

PN P



EDU 804 ATMSTICAL
METHODS I

You have also noted the importance of statistioesearch. These are:

I they permit the most exact kind of description
. they make us to be definite and exact in our procesiand in our

thinking

iii. they enable us to summarize our resuits a meaningful
and

V. convenient form

V. they enable us to draw general conclusions

vi.  they enable us to predict

they enable us to analyze some of tleausal factors underlying
complex and otherwise bewildering events.

You have known the students aims in the studyatfssics. You
have also reviewed the contents of the Statishitthods | in this
unit. You can now proceed in your study of statstmethods.

6.0 TUTOR-MARKED ASSIGNMENT

I Give reasons why students need statistics.
. Why do you think statistics are important to resbar
i What are the students’ aims in studying statistics?
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1.0 INTRODUCTION

You have just finished the course Statistical Mdthband in the second
unit, you learnt about basic concepts in statistidfhose concepts included
population, sample, parameter, estimates staftistics, measurement, and
errors of measurement.

In this unit, we shall see other concepts suchaagbles, mathematical
models, prediction and statistics.  These vélphyou in the preceding
units.

2.0 OBJECTIVES

By the end of this unit, you should be able to:

1. list and define the various types of variables usestatistics.
2. explain the importance of mathematical models.
3. explain the relationship between prediction antdsties.



EDU 804 ATMSTICAL
METHODS I

3.0 MAIN CONTENT
3.1 Variables

If you refer to unit IV of the Statistical Methotlgou will recall that you
have treated types of variables — discrete andraamis. In this unit, we
shall look at the variables in details.

Variables are those characteristic which can takeore than one value

and which shows variation from person to persofian case to case or

from event to event. If for instancea researcher observes a group
individuals and measures their age, Hheighveight, intelligence,
achievement and attitudes, such characteristiceadlied variables because

one would expect to find variations nfro person to person of these
attributes. The types of variables ar®uantitative, Qualitative,
Independent, Dependent, Discrete, Continuous apg@r8ssor Variables.

3.1.1 Quantitative Variables

These are variables which vary in quantity andlaeesfore recorded in
numerical form, examples are age, testores, time required to solve
problems, height, weight etc.

3.1.2 Qualitative Variables

These are variables which vary in quality and maydzorded by means of

a verbal label or through the use of code numbeEsxamples are sex,
colour of hair or eyes, handedness, shape of face e

3.1.3 Independent Variables

These are the variables which are manipulated exaerimental study by
the experimenter in order to see what effect changéose variables have

on the other variable which is hypoibed to be dependent upon it

Variations in an independent variable are presutnedsult in variations in
the dependent variable.

3.1.4 Dependent Variables
These are variables so called because their valeehiought to depend on,

or vary with the values of the independent varigble Note that in non-
experimental studies the independent variable isnamipulated by the

10

of
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experimenter, but is a pre-existing Maea which is hypothesized to
influence a dependent variable.

Note also that those characteristics which serwegables in one study
may be kept constant in another study by selectiagbers of a sample on
the basis of similarity in these characteristicS he term constant can be
used in reference to characteristics which do aoy for the members of a
particular group.

3.1.5 Discrete Variables

These are variables which can take on only a spesgf of values. These
variables can only yield whole number values, amdractions. Take for
instance, the number of students in a class. ddnsoe 35, 40, 42, 45 etc,
but cannot be 35%2 or 40¥4 etc.  Family size isteeradiscrete variables.
Take your own family for example, your family mag bomposed of 4, 5, 7
or more people, but values between the numbemaatidns would not be
possible, as you cannot have 4% or 5% etc. peoplscrete variables may
be either qualitative — sex, marital atss, handedness, state of origin,
nationality, or quantitative — number of bookshe tibrary, number of
goats in the farm, number of graduate teacheisarsthool, number of
boys doing chemistry in a class etc.

3.1.6 Continuous Variables

These are variables which can assumey aralues, including fractional
values, within a range of values. In other wondg)tinuous variables are

measured in both whole and fractionahitsu Age, height, weight,
intelligent test, achievement test scores, dailgr@aintake, time, length

etc. are all examples of continuous iades. An individual can be
described as 12% years old, 1.7m tall, and weiji@@Bkg etc. These

variables are always quantitative in nature exidt along a continuum

from the smallest amount of the variablat one extreme to the largest
amount possible at the other end.  For instacgo from 25 to 26, one

must pass through a large number of fractionakparth as 25.0, 25.1,

25.2 etc. Measurement here is always an approomafithe true value.

This is because no matter how accurately yopy tb measure, it is not
possible to measure and record all tipossible values of a continuous
variable.  These are measured therefore,th® nearest convenient unit.
Take 25.0 to 25.1 as an example, you will note fitwah 25.0 you have

25.001, 25.002, 25.003 etc. 25.01, 25.02, 25.03 ettcan be endless to

count from 25.0 to 26.

11
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3.1.7 Suppressor Variable:

A suppressor variable is one whose function ingaegsion equation is to

suppress in other independent variabldsat t variance which is not
represented in the criterion but which may be maewariable that does
otherwise correlate with the criterion.

Activity 1
Match the definitions below with the type of vaieh

I A value that is the same for all members of a pafparh.
. A characteristic that classifies a subject intalzeled category.
iii. A value that is known to or believed to changerasttzer value

_ changes.

\2 A characteristic that is best described by a numdiéer than by a
verbal label.

V. A characteristic that can take certaigpecific values but
intermediate values.

Vi. A value that is known or believed to influence deotvalue.

Vil. A characteristic that can assume any value withienge of values.

Match the above with the following:

a. guantitative variable

b. constant

C. gualitative variable

d. independent variable

e. discrete variable

f. continuous variable

g. dependent variable.

3.2 Mathematical Models

You have been studying Mathematics upl tow. You would have

believed that the universe, including man and kisaiour, is constructed
along Mathematics lines and that the applicatioMathematical ideas and
forms in describing it is an undeniably profitaplactice. Equations are
Mathematical models which are expressions in syialbotm of structural
ideas that describe whole range of physical phename

Mathematics exists entirely in the realm of idedsis a logic-based system
of elements and relationships, all of which areczey defined. It can be

12
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applied to the description of nature as a compjdtgjical language. This

is because the events and objects of nature hapepies that provide a

sufficient parallel to mathematical ideas. In otiverds, isomorphism or

similarity of forms exists between Mathematicaladend phenomena of

nature. Where this is not completely exact, thvdlebe enough agreement

between the forms of nature and the forms of ma#itieal expression to

make the description acceptable. Most the time, there is an
approximation which is often so closehatt once you have applied the
mathematical description, you can follow whererehematical logic and

you come out with deductions that also apply tareat Statistics as a

branch of Mathematics and also a science cannaittiout equations or
Mathematical models.

Activity 2

List 10 Mathematical models you have come acro&atistical Methods
l.
3.3 Prediction and Statistics

Most of the times, you are involved in the operaialled prediction even

when you do not realize it. As a teacher or a selaor or as a parent, when

you tell a child to study certain subjects that Ve&d him/her to study

certain courses in the University or the subjduts will lead him/her to

take certain vocations, you are tacitly predictialgtive success in one

group and relative failure in the others. Takeif@tance, a medical doctor

who diagnosis a patient as having melarand prescribes certain anti-
malaria drugs is invariably predicting improvemantler that treatment as

opposed to lack of improvement if the treatmemasapplied.

Now, let us take another familiar exéanp After taking a promotion
examination and using the results to promote sdodests to new classes,

you are again predicting that these students prednoetll adjust and do

well in their new classes. We, theref note that all therapies and
administrative decisions imply predictions.

Predictions in education and psychology are oftdled actuarial. This is
because they are made on statistical basis andivatknowledge that only
in the long run will the practice represented by prediction be better than
other practices, based upon other predictionsiglesicases are recognized
as involving many chance elements, and theref@@tédiction is either
correct or incorrect. With large numbers, thee@artain probabilities of
being right or wrong which can be determined byistiaal methods which

13
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provide the basis for choosing what prediction etkenand the basis for
knowing what the odds are of being right or wrong.

Activity 2
Make ten predictive statements and explain theigapbns.

4.0 CONCLUSION

Now that you have added the detail§ euch concepts like variables,
mathematical models and prediction into your votatyiand now that you

have learnt where, how and when to use them inafutiieir importance to

both activities in life, statistical methods andearch in general, you can

now apply them with confidence and appropriatelyonr research and

statistics.

5.0 SUMMARY

In this unit, you have learnt that variables asthcharacteristics which

the researchers observe and measure. riabla is used to refer to a
characteristic which can take on more than oneevahd which shows

variation from event to event or from case to ca3ée variables are:

i Quantitative Variables: which vary in quantity and are recorded
in numerical form.

i Qualitative  Variables: which vary in qualty and may b
recorded by means of verbal Ilabel dhrough the use of code
numbers.

ii. Independent Variables: which are manipulated in an
experimental study by the experimenter in ordesei® what effect
changes in these variables have onthe oth@&bkes which are
hypothesized to be dependent upon it.

V. Dependent Variables which depend on or vary with the values of
the independent variables.

V. Discrete variables which can only yield whole numbers and no
fractions.

14
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Vi.

Vii.

6.0

Continuous variables: which can assume any value including
fractional values, within a range of values.

Suppressor variables: which are not very common but whose
function in a regression equation is to suppresgher independent

variables that variance which is not representdatercriterion but

which may be in some variable that does otherwaseetate with the

criterion.

You have also noted that Mathematics exists egtirethe realm of

ideas and that it is a logic-based system of el¢sreamd relationship,

all of which are precisely defined. It is appliedall the descriptions

of nature because events and objects rafture have properties
parallel to Mathematics. Isomorphism exists betweathematical

ideas and natural phenomena. You haskso seen that most
activities or operations you do in Education angcRslogy involve

prediction which is called actuarial besaa they are made on a
statistical basis. With statistical methodgou have the basis for
choosing what prediction to make.

TUTOR-MARKED ASSIGNMENT (TMA)

Which of these variables below are mdi& and which ones are
continuous?

length of hair

incidents of disruptive behaviour
amount of anxiety a person manifests
number of tables in a college library
intelligence

number of students who failed an examination
reading ability

items passed on an achievement test
number of medical doctors in a hospital
number of towns in a state

money spent on a journey

attitude to watch home movies.

—ART T SQ@meo0 T

Distinguish between:

a. Independent and dependent variables
b. Continuous and discrete variables

15
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MODULE TWO PROBABILITIES
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UNIT 1 PROBABILITIES: INTRODUCTION
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1.0 INTRODUCTION

You are aware that statistics is aryveuseful tool for mathematical
calculations required for decision-making. At dimee or the other, man is

faced with some types of problems which may reqhiine to take certain

decisions. Before you started this programme,were confronted with a

problem requiring answers to the following question

What type of programme do | want to undertake?
What qualifications do | have to undertake thisgpaonme?
What are the problems | will encounter in the pamgme?
What preparations do | need to enabilee start and finish this
programme without a hitch?
e. What are the advantages of undertaking this programstead of
other programmes?
f. What are the benefits | will get at the end of phegramme?
g. What are the long run effects of this programmenyreconomic
life?

aooTyp
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As you tried to provide answers to these questipms,were operating in
the area of probability. This is because there beagnore than one answer
to each of the questions. You collected infornratarcts and figures before
you took the decision to go for this programmehis University. This is a
typical example of the theory of probability andtstics at work.

In this unit, you will be looking at elementary pebility and decision
making.

2.0 OBJECTIVES
At the end of this unit, you should be able to:

I Explain the term probability
. Trace the historical background of probability
iii. Define the terms used in probability

3.0 MAIN CONTENT
3.1 Elementary Probability & Decision-making

Sometimes in your life, you are faced with a sitwratn which you have to
make decisions. This decision may be an attempitdpose an answer to
solve a problem. This process of decision makmag look simple and

easy. ltis so if all the necessary informatioedexl to take the decision is
easily available. But most of the times, it is abways the case. Some of

the times, decisions are made on precise set ebppate mathematical

and physical data. These types of decisions gesedifficult in terms of

the prospects for failure outcomes. If for ins@n@u want to buy a car

and vyou consider the shape in relatian motion, you will find that
streamlined cars are less resistant to wind duriagon than cars that are

not streamlined. Therefore, to make a decisiothertype or shape of a car

to buy, the information above is quite clear toldegou choose a car on

the basis of the effect of wind on motion. Howe¥kis criterion is not
enough to enable you decide on what car to buyuyirt§) a car requires

more certain and uncertain information such as:ehdand, price, size,
colour, mechanical efficiency, taste, maintenarast,dype of default from

the factory, need, availability of parts, duralgilimong others.

In situations where mathematical data cannot beé adequately to make
certain decisions, the subject probability will gapart in helping in the

18
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attempt to make a correct or better than grotecisions. The subject
probability can be referred to as Mathematics @incte, while probability

theory is a branch of Mathematics comeeé with the concept and
measurement of uncertainty.

Your having a proper knowledge of probability thew very important for

your good understanding of statistical inferencenductive statistics. This

is because statistical inference is achnique which enables a decision
maker to make probability statements &boa population based on
representative sample.

Activity 1

Your friend who is a business man is thinking olding a house at Abuja.
He is relying on your advice for thenitial planning. List necessary
guestions, the answers of which would help youdidgae him.

3.2 Historical background of Probability

You have seen pool stackers in a pool office usertgin information to

predict teams that would play ‘draw’ inthe English league, Australian
league etc. You have also seen peopte hotels playing the game of
chance. Mathematics of chance began with questasasd in connection

with these so called ‘games of chance’. Take tipeskability statements

for instance:

Enyimba International F.C. will defeat Sharks F@atp
The marriage between Tunde and Jumai will succeed
It may rain today

Holder will get admission into the university tlysar

A tossed-up coin will fall “heads” or “tails”

Which raffle ticket will be drawn?

Which teams will play the FA Cup finals? etc.

@rpoooTp

You will note that these are allsituations imhich the outcome is not
certain. The first major attempt at an organizedtment of probability as

a subject was made by an Italian Algebraist, GinaaCardano (1501 —

1576). His attempt was in the form of what weeréb as a ‘gambler’s

manual.” Some other people also contributed toenta& subject popular.

These are Christian Huggens (1629-1695) the Dut@m§st, the great

Swiss Mathematician, Jacques Bernoulli 6305) and the French
Scientist Pierre S. Laplace (1749-1827).

19



EDU 804 ATMSTICAL
METHODS I

3.3 Definition of terms in Probability

I A die or dice: This is a cube with the six facesrked from 1
through 6, respectively. We shall take it that ohéhese faces will
be uppermost when the die is tossed. The numipsaaimg on the
uppermost face is said to be the rmmbthrown or the numbe
scored. When a coin is tossed, it will land eitheads or tails.

i, Heads: This means the front side or top of the asually having
the inscription of a human head.

iii. Tails:  This means the back side or bottom of the wgihout the
inscription of a head.

iv. Experiment: This means an act performed with uncertainlresu
performing an act with uncertain result e.g. togsircoin or dice or
drawing a card from many cards.

V. A Trial :  This is one act performed e.g. a toss of a,adice or a
draw of a card.

Vi. An Outcome: This means one of the possible results ofahdfian
experiment.

vi..  An Event: Thisis a set of possible results or outcomésnay be
described as simple or compound event.

vii. A Simple Event This is an outcome of an experiment and it cann
be decomposed or partitioned any further. Intssbiy, an event is
represented by a sample point. So, sanple event is an
indecomposable result of an experiment observation which is
represented by one and only one sample point.

iX. A Compound Event: This is one made up of two or more simple

events. In this case, it could be comeposed or partitioned into
simple events.
X. Sample Space: This is the collection of all simple event whictake

up all the possible outcomes or results of our grpnts.

20
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Example 1

Consider the experimental case of three coins dogtsence. We could list
the possible combinations of outcomes for the teteeessive coins to
represent a sample space S using H for heads &orddil we have:

SCORE f

HHH 3 heads 1

HHT

HTH 2 heads 3

THH

HTT

THT 1 head 3

TTH

TTT 0 head 1
Total 8

Thus S = (HHH, HHT, HTH, THH, HTT, THT, TTH, TTT)

You will note that each of these possible resslis simple event which can
be denoted by Bwvhere 1 =1,2,3....8. Therefore, £(HHH), £ = (HHT),
Es=(HTH), 2= (THH), B=(HTT), B = (THT), E = (TTH), B= (TTT),

Now let us take E to represent a sample point or a particular au&co
which corresponds to the event &e will have that S = (€2 % % % %

er e8).

Now let us come back to the experiment above. eltake all events or set

of events having only two heads in that experinasnf, then the set will

be represented by A = (e e @) We shall regard this event A as
compound event. This is because A can be paréitidurther into some
indecomposable events such a3 (e) and (). These indecomposable

events, otherwise called simple events can alsteberibed as subset of

event A. Thus, a subset which has 2 or more sapwids is a compound

event and it is made up ofgmple events.

Example 2

If a coin is tossed two times, (i) what will be thaximum sample points
(i) what will be the sample space?
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Solution:  The maximum sample points will be 2 This means that 4
sample points are generated. (ii) the sampleespac(HH, HT, TH, TT)

= (Er5 5 &ES

Activity 2

Given that a coin was tossed 4 times:

I Use a table to show the outcomes and

ii Find the sample space
iii What is the maximum sample?

Answers to Activity 2
If a coin was tossed 4 times then:

I the outcomes will be

SCORE T

HHHH 4 Heads 1
HHHT
THHH
HTHH 3 Heads 4
HHTH
HTTH
HTTH
THTH 2 Heads 6
TTHH
HTHT
THHT
HTTT 1 Head 4
THTT
TTHT
TTTH
TTTT 0 Head 1

i Sample space S =1(& % % % % % % % %0 % %12 43 Ge G5

e

iii. The maximum sample point is2 16
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4.0 CONCLUSION

You have seen that probability which started witl game of chance is a

basic mathematical idea which is basto the models used in testing
hypothesis and drawing statistical inference wiyich will see as we go on

in this course.  The interest in gambling makegexag on outcomes of

events a popular past time. Mathemhticaescriptions of the known
chances in a situation permit much better-inforipases for making bets.

Much of the guess work is taking out of gamblingaadcientists’ evaluation

of experimental results. As a researcher or §isigiyou should near in

mind that the application of an appropriate proligbinodel may help to

state accurately the odds for drawing right or vgroanclusions.

5.0 SUMMARY

The subject probability is referred to as Mathensatif chance designed to
help in attempting to reach a correct or betten teong decisions.  So,
probability theory is a branch of Mathematics caned with the concept
and measurement of uncertainty.  Probability iy waportant for good
understanding of statistical inference which enadiecision to be taken
about a population based on representative samptebability started with
the ‘games of chance’.

In this unit, you have seen that experiment mean®pning an act with

uncertain result. A trial is one act performedjleZlan outcome is one of

the possible results of a trial of an experimeAn event is a set of possible

results or outcomes. It can be simple or compawamts. A sample space

is the collection of all simple eventwhich make wup all the possible
outcomes or results of our experiment.

6.0 TUTOR-MARKED ASSIGNMENT

1. Define the following terms as is used in probapilit
a. Experiment
b. Event,
C. Simple event
d. Compound event
e. Sample
d. compound event
e. sample space
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2. Given that in an experiment, a coin is tossed €$im
a. What is the maximum sample points?
b. Show the outcomes of the sample space in a table
C. Give the sample space S.

7.0 REFERENCES
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1.0 INTRODUCTION

In the last unit, you were introduced to probaigiitwhere you learnt that

probability which started with the gamesf chance and which is a
Mathematics of chance is very important for decisimaking. You have

learnt some of the terms used in probabilities. sWal now go ahead in

this unit to look at the interpretations and thems of probability.

2.0 OBJECTIVES

At the end of this unit, you will be able to:

I Explain the objective interpretation of probability
. Give the subjective interpretation of probability

iii. Explain the axioms of probability

3.0 MAIN CONTENT

3.1 Interpretations of Probability

3.2 Objective Probability

You are now familiar with the terms experiment, rege sample space,

simple event, compound event etc. Let us go afetegard to apply these
terms in probability.  But first let us define ebjive probability as the
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frequency interpretation of probability based oa $ymmetry argument.

This implies that all the simple events of the skngpace are likely to

occur on equal bases. If we take it that the snepknts are equally likely

to occur, then the probability of theccurrence of an event A can
determined by the relative —frequency of the oange of A in the total

possible occurrence making up the sample spac@/8.can now define the
probability of the occurrence of an event, A thus:-

Pr(A) = No. of simple events comprisagent A
Total number of simple events in the sample sf&c

Example 3.3

Using the sample space S given above, find thegmibty of solution:
Sample space given =S %% %% %% = 8
EventAgiven=A=e% &es = 3
Pr(A) = _No of simple events comprising events A
Total No of simple events in the sample space

Pr(A) = 3
8

You will have to note that this type of interpréatof probability that
deals simply with the relative frequency of occaoe of an event in a
sample space instead of using the long run camwite be called classical
interpretation. You will also note that for thigoe of objective probability
to exist the following conditions must be satisfied

I The experiment generating the particular event rnestapable of
being repeated a number of times or so many times.

. Each trial of the experiment must assume statistcpularity. In
order words, the relative frequency of obtainingaaticular event at
the long run shows stability towards a particulaiue.

ii.  The probability of the occurrence of @articular event
approximately equal to the relative frequency adesing the event
in the total experiment.

Iv.  The probability is based on experience. That satyp after a long
period, a particular value may be assigned to Vieate

You will also note that mathematically, a probakils symbolized by P or
Pr. This may range from zero when there is no chavhatsoever of the
favoured event to 1.0 or Unity, where there is alisacertainty i.e. nothing

26
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else could happen. Other uncertain events wilhdéizveen a probability of
zero to less than unity. Probability range is fiono 1.
Activity 1

Given that sample space has a maximum sample giok4t. Event A has
e %% %%, and B has® %4 %3

Give the sample space and find the probability @ndl B.
Answer to Activity 1
The maximum sample points =216

Sample space ={& % % % % %, % % %0 i %2 %13 %4 G5 &

EventA=e%%%% = 5
EventB=es%4% = 3
Pr(A) = No. of simple events in event A

Total No. of simple events in the sample space

5
Pr(A) = 16
3
Pr (B) = 16

3.2 Subjective Probability

You have looked at objective probabilityn terms of its frequency
interpretation and based on symmetry raEnt. But in the case of
subjective  probability, we talk about theneasure of the degree of
confidence which an individual may place in thewcence of an uncertain

event. Itis not dependent on the repeatabifigny process, it can be

applied to such events which can occur only onckomte only. As a

result of the non-repeatability of the events,ghibjective interpretation

statement of probability cannot be exgdi in terms of the long run
relative frequency.

The interpretation of subjective probability candsea qualified judgement

of a particular individual. In other words, thelividual concerned places
his personal judgement on the event in questioegeards the occurrence.
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It is perfectly reasonable to assign a probabibtgn event reflecting the
individual's assessment of the non-repatiti situation. When the
individual is certain of the occurrence of the dyée can then assign one

to the probability.  But if he is sure that theeet/would not occur he

assigns zero as the probability. In other worlsther uncertain events

are assigned probabilities lying between zero arel(6-1).

3.3 Axioms of Probability
Let us look at some of the rules in probability:

(@) The probability of an event A is taken to be a reahber which is
non-negative. Let us use, for instans®me experiments with n
possible events, ‘2%, ... And then the probability of each
event such as/Awhere 1 =1,2,3,... nis non-negative real number
which is given by @ Pr(A? 3 1.

(b) If Sis the sample space, then the probalwlitg, Pr(S) is given by

Pr(Ai) + Pr(A2) + pr(As).... + Pr(A) = 1 thus Pr(AO A2 O As.... O
An) = Pr(A) + Pr(A) + Pr(As) + ... + Pr(&)

Pr(S=1

Provided A) A;™) for all values of I j

(c) If Aiand A are two mutually exclusive events, then the prditab
that at least one of the two events will occurgaa to the sum of
their probabilities.

Pr(Aior A)=Pr (Aid A)) =Pr(A) + Pr(A), since A) A~
)

whereld= union and = intersect.

When you look at these three axioms of probabiliby can conclude or
say that the probability of an event is a real nemvishich lies between zero
and one; inclusive. Thus®Pr (A) & 1.

Again, if A» is a subset of eventAhen the probability of A must be

gre?ter than or equal to the probability af AThat is to say that PrAs Pr
(A2
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Activity 2
What do these symbols mean:-
. 3 ji. O il ) V. - V. Pr(A) vii. S

Answer to Activity 2

I ) = Less than or equal to
. 0 = Union

iii. ) = Intersect

iv. - = Not equal

V. Pr(A) = Probability of A

Vi. S = Sample space

4.0 CONCLUSION

In this unit, you have seen some dfie interpretation of the rules

probability.  You have seen the objective and ectibje interpretations.
We shall now apply them as we go along to the omitt

5.0 SUMMARY

In this unit, we have tried to give the interpretas of probabilities. You
learnt that probability can be interpreted using:

0] the objective probability which is refedr to as the frequency
interpretation that is based on the symmetry arguiaed which
implies that all the simple events of the sampkcspare likely to
occur on equal bases.
(i)  Subjective probability which is a &asure of the degree of
confidence which an individual has in the occureeatan uncertain
event. You have also seen the axioro$ probability that (i) the
probability of an event A is taken to be a real bemwhich is non-
negative (ii) if S is a sample space, then the giodity of S Pr(S) =
1 and
(ii) If Ai and A are two mutually exclusive events, then the prdiigbi
that at least one of the two events will occurgea to the sum of
their probabilities.
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6.0 TUTOR-MARKED ASSIGNMENT

I What is the objective interpretation of probabitity
i If the maximum sample point of a sample space iar#bEvent A

e,e,e,e

hase % % % %, and @ Event C has® %1, %o0and e9

a. Give the sample space
b. Find the probability of A and C.

7.0 REFERENCES/FURTHER READINGS
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1.0 INTRODUCTION

You have been introduced to probabilities where Igawnt that probability

which started with the games of chance and whiehN&thematics of
chance is very important for decision making. Ywawe learnt some of the
terms used in probabilities.  In this unit, youl\we learning about the
types of probability events and how to use them.

2.0 OBJECTIVES
At the end of this unit, you will be able to:
I Explain the types of probability events
. Do some elementary calculations in probability
iii. Apply the rules of probability.
3.0 MAIN CONTENT
3.1 Types of Probability Events
3.1.1 Mutually Exclusive Events
When two events do not have any common sampleqdh# events are

said to be mutually exclusive. That is to sayt ththe occurrence of A
excludes the occurrence of 2,Awe then say that events:i Aand A are
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mutually exclusive. In other words, both evenisaAd A cannot occur at
the same time.

You have noted from axiom in unit 4, that Pi(A A2) = Pr(A)+Pr)A?

since A) A27) . Therefore A0 Az can be interpreted as “at lest one of

the events occurs” or that event Aor A2 or both events occur. This is

called the ADDITION LAW or THEOREM. dw let us look at the
practical explanation of this law. We can ask sguestions regarding

events in games of chance.

Example 1
In tossing a die, what is the probability of eitiesr 2 coming up?
Solution:-

The chance or probability of 1 to come in one this@ out of 6 chances.

i 1. For 2tocome,itis alslo Therefore, there are two ways in which

6
the favoured event can occur out of a total of gava& by definition, the
probability is 2/6.
Note that this probability is the sum of the twpaete probabilities. In
other words, the probability is additive.

Example 2

What is the probability of drawing i.e. King or Qarefrom a set of playing
cards numbering 13?

Solution:
1

Probability of drawing aKing# 1 gyt the probability of alternative
Probability of drawing a Queen =3

outcomes is the sum of the probabilities of theonies taken separately.

1,1-2

So the probability of either a King or Queenais 1313

Example 3

In tossing 4 coins, what is the probability of obtag
(@ HTHT? (b) 4 Heads? (c) 3 Tails? (d) 4 Head3 Tails?
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(e) no Heads in two successive tosses?
Solution:

The maximum sample points = 2 Total number of sample events in the
sample space z22x2x2x2= 16

1
@ HTHTis one simple event has a probability,©f

1

(b) 4 Heads = HHHH =1 out of 16 timess
(c) Z: 1
3 Tails will appear 4-timegr- 4

1+4':5

16 16

(d) 4 Headsor3Tailssi
(e)  For 2 tosses, total number of events in-thepgaspace is given by
16 =16 x 16 = 256.
1,1-1

Number of no heads will be givenigy 16 256

Example 4
In tossing two dice, what is the probability of aibing

(@ AzandfA (b) A andthen A’

(c)  Atotal of 5 spots?

(d) On repeating a throw of two dice (i.e. thinog two dice twice in
succession) what is the probability of repeatingotly seven spots?

Solution:

Maximum sample points =6
Total number of simple events in the sample spage 6 = 35

@) L)+ (x)="+"="=
To.obtain Aand A-6  ° 6 6 36 36 36 18
1 andthen A™1-1

(b) To obtain A™36 36 36
(c) To obtain a total of 5 spots = 4.1, 3.2, 2.3,ile. 4 times out of 36

4_1
9

=
=
N

[=

=36
(d)  Total number of events in one throw = 36 -~ total



number of events in two throws = 36 = 1296
For 7 spots we have 6.1, 5.2, 4.3, 3.4, 2.5, &.@itotal of six
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events in one throw.

For two throws, it now become$%636
The probability of having 7 spots in two throwswiien be

36 x 1 = 1
36 36 36

Example 5
Find the probability of obtaining 5 or 7 as the sointwo dice.
Solution:

The total number of simple events in the sampleespar a throw of 2 dice
will be 6 = 36. If we take Ato give 7 as sum of two dice, them A (6.1,
5.2,4.3,3.4, 2.5, 1.6) = 6 events

6
Probability of A, given by Pr(A) = 36
Again, if we take Ato give 5 as sum of two dice, we haveA(4.1, 3.2,

2.3 and 1.4) it means that the probability afghven by Pr(a) = 4 - BU

36
6+4:lO:5

36 36 18
Pr (Ac02) = Pr(A) + Pr(A) =36
Activity 1

(1) Ateacher made a set of 26 cards corresportdittte 26 letters of
the English alphabets. He asks his pupils to dnagvname the
alphabet drawn. What is the probability of a pupdwing Q or P?

(2) If two dice are thrown, show the probabilityaiftaining (a) 8 spots
(b) 6 spots (c) if the two dice are thrown two tsnehat is the
probability of repeating exactly 6 spots?

(3) What is the probability of obtaining 6 or 8tas sum of two dice?
3.1.2 Not Mutually Exclusive Events

You have seen that when two events do not have@ammon sample

points or if the occurrence of one event exclutiesoccurrence of the other
event, we say they are mutually exclusive everitaneans therefore that

two events Aand A are said not to be mutually exclusive if the eseht
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and A contain one or more common sample points. Youredall that in
the mutually exclusive events we have that Pr{A Az) = Prac + Pr(&)
since A) A2\ . Butinthe not mutually exclusive events, wedgat
Pr(Ac0 Az2) = PrAu+ Pr(A2) — Pr(A) Az) where A) A2 ") . This means
that both A and A can occur simultaneously. This equation is cated
General Addition Law of Probability.

Example 6

Assuming that we have 2 dice and we throw the & diconce. What is the
probability that 5 shows on the dice.

Solution:-

Let A1 = 5 shows on the first dice
A> =5 shows on the second dice.

Then A= [(5.1), (5.2), (5.3), (5.4), (5.5), (5.6)]
£ =[(1.5), (2.5), (3.5), (4.5), (5.5), (6.5)]
A*2= (5.5)
0 Pr(Ac0A2) = Pr(A) + Pr(A) — Pr(A) A2

Note that 5 shows in 6 events out of 36 eventsiiad A that means

6:6-1-11—- —
36 36 36 36

Activity 2

Repeat the experiment with 2 dice and find the gbdly that (a) 4 (b) 6.
Show on the dice.

3.1.3 The Complement of Event

Now that you can explain the difference betweenuallyt exclusive events
and not mutually exclusive events we can move edhird event called the
complement of event. If we take A as an eventiaddes NOT occur in
the experiment, it is said to be the complemertroévent. It is denoted by
A, i.e. ‘bar A’ or A, i.e. ‘A prime’, while the probability is writtethus: Pr
(A)=1—-PrA)orPr(A) =1-Pr(A)
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Example 7

If 3 coins are tossed once, find the probabilityt tht least a head does not
appear in the toss.

Solution:

A toss of 3 coins will generate a sample spaceHsH, HHT, HTH,
THH, TTH, THT, HTT, TTT. If we take all events wieeat least a head
shows to be Ai.e. A= HHH, IiHT, HTH, THH, TTH, THHTT i.e. 7

events out of 8 then Pr (A) L

8

But the complement of A =
A

PrA)=1-Prf)=1-4
Example 8

If 3 coins are tossed once, what is the probalitigg 2 heads do not show
up?

Solution:

The sample space generated when 3 coins are tosse® = HHH, HHT,
HTH, THH, TTH, THT, HTT, TTT. Now let A be all o#r events except
where 2 heads show. A =HHH, TTH, THT, HTT, TTE.i5 events out of
8. ButPrf)=1-Prj).

3

Pr@&)::l-g
4.0 CONCLUSION

You have gone through the rules andgulations in probability
axioms of probability. You have also seen somihefprobability events

and the calculations involved. You have seenithata very interesting

aspect of statistics. You can now make use ofrti@ihematics of chance

as it applies to the real life situation.

called
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5.0 SUMMARY
In this unit, you saw the axioms of probability Buas

(@) the probability of an event A is taken to be a reahber which is
not negative.

(b)  the probability of a sample space S is the stithe probabilities of
all the events in the sample space.

(c)  when there are two mutually exclusive eventamd As the
probability that at least one of the two eventd agkur is equal to
the sum of their probabilities.

In the types of probability events, you learnt tvaen two events do not

have any common sample points, the teverare said to be mutually
exclusive. Butifthe two events contain onenmre common sample

points, they are said to be not mutually exclusivieile an event which doe

not occur in an experiment is referred to as threpglement of an event,

denoted b or A'.

6.0 TUTOR-MARKED ASSIGNMENT

1. In teaching a class of pupils geometric forms dvapss, a teacher
made 17 cards containing the shapes and formsa. puils is asked

to draw from the cards, what is the probabilitylag pupil drawing
a triangle or a pentagon?
2. In tossing 3 coins, what is the probability of obtag

(@ HHT (b) THT (c¢) 2Heads, (d)3 Headsor?2 Tails
(e) No Tail in two successive tosses?

3. What is the probability of getting 6 or 8 as thensof two dice?

4, If 3 coins are tossed once, what is the probaklitig two tails do
not show up?
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UNIT 4 PROBABILITIES CONTINUED
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2.0 Objectives
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3.3 Independent Events
3.4 Dependent Events

4.0 Conclusion

50 Summary

6.0 Tutor-Marked Assignment

7.0 References/Further Readings

1.0 INTRODUCTION

In the last wunit, you learnt that whethere are two events 1 Aand A
occurring in an experiment, and the events do oss@ss any sample in

common in the sample space, the events are shil noutually exclusive.

You learnt also that if the events vdha one or more sample points in
common they are said to be non-mutually exclusanel, where our event A

does not occur, it is called the compliment of aergé A or A..  In this

unit, we shall look at conditional probability atiee multiplication rule, the

independent and dependent events.

2.0 OBJECTIVES

By the end of the unit, you should be able to:

I Explain conditional probabilities

. Do calculations involving the multiplication rule

iii. Find the probabilities of independent events
V. Explain dependent events in relation to independeents
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3.0 MAIN CONTENT
3.1 Conditional Probability

This refers to the probability that amvent will occur because anoth
particular event has occurred or will occur. |hetwords, event 2on the

condition that event Ahas occurred or will occur. Let us use the paditi

situation during an election in a state as an examjf there are 3 parties

contesting elections in state X. Two electionsensdated to be held. If in

the first election which is the House of Assemhfcaon, party A won

majority of the seats in the house. You can ctarfily say that party A

will win the next election which is the governonglalection.  Again if

there is a continuous advertisement ofp@duct A. Then there is the
probability that the price/demand will be high.

The conditional probability of an event B, givemt has occurred may
be denoted by Prg A) which is defined as PRA) =

Pr(A) B) where Pr(AB) = O
A

Pr( )
You will take note that the conditional probabildfthe event B when
event A has occurred equals the joint probabilitthe two events A and B
divided by the probability of the given event A.héTjoint probability of A
and B is simply the probability of the intersect@inA and B. In order, to
determine the conditional probability let us lodklee multiplication rule.

3.2 Multiplication Rule

Do you remember the addition theorem or rule wiymh treated in the last
unit! Look at it again. Pr(AJ A2z) = Pr(Acor A2) = Pr (A) + Pr(A), since
A1) Az27)

Now, compare that addition rule with this one:

Pr(A) B)=Pr(AandB)=Pr (A). Pr(B/A). This is tlsame as the joint

probability which gives the simultaneous occurreocevo events A and

B. Therefore, the joint probability ofevent A and B is equal to the
conditional probability of B given A multiplied ke marginal probability

of A. In other words, if given the two events Ada, the probability that

the two events will occur together is equal toghabability that the first

will occur multiplied by the conditional probabifithat the second will
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occur. The probability of the single occurrencegfarticular event A is
referred to as the individual marginal probabibfyevent B.

Example 1

120 people went to a hospital for engolosis examination. They are
classified by the presence of the disease and smmdidabit as in the table

below. If one of them is selected at random, ttobability that he suffers

from tuberculosis is 0.625 using the data in tlideta Calculate

(@) The probability that the person examined suffesaftuberculosis
given that he/she is a smoker.

(b)  The probability that the person examined saffesm tuberculosis
given that he/she is a non-smoker.

Smoking Habit

Disease Smoker | Non-Smoker | Total
Tuberculosis 70 5 75
Non-tuberculosis 15 30 45
Total 85 35 120
Solution
Let S represent smoker. S represents non-smoker. T represent

tuberculosis, T represent non-tuberculoid. Now, let us chahgetable

above into a probability schedule using probabity as 120 (Le. the

total of all events).

Smoking Habit

Disease S S Marginal Probability
T Pr(Ts) = 0.583|Pr(B) = 0.042 Pr(T) = 0.625
Pr(T)=0.125] PrTS)=0.250 | Prt) =0.371
Marginal Probability|PrE) = 0.708 Pr6) = 0.292 1
@) _0.583.0.8235

Pr(T/S) = Pr(TS)/Pr(S) =
0.708

) pr1/s) = Pr(TS)Pr(s) = 00401438

0-292
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Example 2

A private school situated in Enugu ati 420 pupils based on
performances in their entrance examination resufifter a period of three

years, the students took the JSCE. If a studepitked up at random for

an interview, use the table below to calculatettf@)probability that the

student passed the JSCE, given thatshbe/ passed the Entrance
Examination (b) the probability that the studerdgeal the JSCE given that

he/she did not pass the Entrance Examination.

Entrance About cut-off | Below cut-off | Total
marks marks

JSCE Passed 230 55 285

Failed 30 105 135

Total 260 160 420

Solution:

If P represents passed in JSCE, represents failed in JSCE. A represents
passed above cut-off, represents below cut-off.

Then the table above becomes:-

Entrance A A Marginal
- Probability
JSCE Pr(PA) = 0.5476 Pr(PA) =0.1310 |Pr(P)=0.6786
= Pr(PA) = 0.714 Pr(PA) = 0.2500 |Pr(P) = 0.3214
Marginal -
Probability Pr(A) = 0.6290 Pr(A) = 0.3810 T
1. Pr(P/A) = Pr(PA) = Pr(PA)/Pr.(A) _0.5476 = 0.8705882 =0.8706
0.6290
0.1310
2. Pr(PA) =Pr(PA)/Pr(A) = 0.3810 =0.343832 =0.3438
Example 3

One day, at 1.00pm, a branch of a bank in Owedi3tacustomerswaiting
for service inside the bank. 20 of the customeswnen and the rest were
women. If a customer was selected at randomve hahat with the

thi
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branch manager, without replacement, whit the probability that the
second customer selected was a woman?

Let M represent a man and W represent a woman.selée two possible
ways of selecting a woman as the second custorigese are (W) or
(M:™2).  The probability of selecting 2 women is givenRr(WiV2). But
Pr(Wi"2) = Pr(Wa). Pr(we"'?
0O 10, 9-90__ =0.1035
30 29 870

Secondly, if the first person is a man followedthg second person that is,
awoman i.e. (M"?

Then Pr(M"2) = Pr(My). Pr(WsM;) = 5, 20x10=2007=0.2299
29 870
~The probability that the n® selection is a woman will be givery
Pr(Wwi"20 M2 = Pr (W"W2) + Pr (M2
= Pr (W) . Pr (W"'1) + Pr (My). Pr(Ma"2

But Pr(w"2) = 0.1035

Pr (M2 =0.2299
~Pr (W20 M1"2) = 0.1035+0.2299 =0.3334

Example 4

In a college, 60 students are brougld the principal’s office for
guestioning. If 40 of them are boys and the remgi&0 are girls. If the

students are taken randomly without replacemenhinterrogation, what

is the probability that the second person callead gal?

Solution:

Let B =Boy and G = Girl. The two possible waygyetting a girl as the
second person are:- {6) or (B:?2). The probability of getting two girls is

given by Pr(G%2"
But Pr(G%) = Pr(G). Pr(G). Pr(G'®/

20,19-380 =0.1104651 =0.1105
59 3440

= 60

If the first person is a boy and the second persangirl, then we have
(B1%2) given by Pr(B%: = Pr(R) . Pr(G/®?
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4020-800 =0.2259887 = 0.2260
59 3540

=60
~The probability that the second person is a gitll vé given by Pr(G
0 B1%) = Pr (G%) + Pr(B%
= Pr(@).Pr(G'%) + Pr(By).Pr(G/®1) Pr(G:®2) = 0.1105

Pr(B:%2) = 0.2260 Pr(G20 Bi1%) = 0.1105 + 0.2260 =0.3365

Activity 1
) The Okigwe Zonal Education Board invited00 applicants fo
interview to fill vacant teaching positions in ttéferent schools in
the zone. The teachers are classified accorditiggir disciplines
which are Science and Technology only. If theleas are invited
at random for the interview, use the table belowalculate:
1. the probability that the*xeacher called is Technical teacher
given that he/she has a degree.
2. the probability that the* feacher called is a Technical teacher
given that he/she has no degiee.
Class of | Have Degrees | Have no | Total
Teacher Degrees
Technical 250 80 330
Science 150 120 270
Total 400 200 600
1)) 40 members of a youth association went for a génsgating of the
association. If 25 of them are femalesnd 15 are males, select
members randomly to give the closing ayprs. What is
the

probability that the second person selected isla™a
3.3 Independent Event

Now that you have seen some of the probability ssveach as mutually
exclusive events, not mutually exclusive eventsthedcomplements of
events, let us look at the next event called inddpat event.

Two events A and B are said to be independeneibttcurrence of their
joint  probability is equal to the pratdu of the individual or marginal

probabilities. Thus Pr(A  B) = Pr(A).Pr(B) so that Pr(B) = PHB
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meaning that the knowledge that A haxcurred has no effect on the
probability of event B.

Example 5

A farmer hired the services of two labourers tghem in his farm. What
Is the probability that the first labourer is a mahd the second is a female?

Solution:-

Let us take that A = (labourer hired is a male)
B = (2dlabourer hired is a female)

Take note that the hiring of a male or female mfilhst or second case does
not influence the other hiring.

1.Pr(B) =1

~Pr(A) B:Pr(,_A).Er(B)_. But Pr(A) = 2
11-1 -
So Pr(A) B)= » 2 4

Example 6

In throwing two dice, what is the probability tHzt spots (i.e. a pair of 6s)
will be thrown?

Solution:

If we take the throw of first dice = A and the thwof second dice = B.

1 and B:l _

The probability of A = 6 i

~Pr (A) B)=Pr(A).Pr(B) will be given by 6 36

Activity 2

0] The principal sent for two teachers foan important assignment.
What is the probability that the first teacher iman and the second
teacher is a woman?

(i)  Assuming that you are throwing two dice, wiathe probability
that a pair of 5 (i.e. ten spots) will appear?

3.4 Dependent Events
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Two events A and B are said to be dependent iptbbability of B is not

equal to the probability of B/A iePr(B) =~ Pr(B/A). Thus, the joint
probabilities of A and B will be given by Pr(AB) = Pr(A).Pr(B/A).

Example 7

What is the probability of obtaining the sum ofrér throwing 2 dice
given that one of them must show 1?
Solution:

If we take A = (at least one shows up), then
B = (the sum is 5).
~A) B =atleast | and the sum 5 occur simultaneously s
A= [(1%1), (1.2), (1.3), (1.4),(1.5),(1.6),12.(3.1),(4.1),(5.1), (6.1)]

Pr (A) =36
B =sumis 5 = (1.4) (2.3) (3.2) (4.1) = 4 etgen
2

ButA) B =(1.4) (4..1) = 2-events Pr(B/A)z —

11, z 4
2.36
11 : _
~PrA) B =Pr(A).Pr(B/A) =5 so if Pr(B) =6
Then Pr(B)  Pr(B/A)
Activity 3

What is the probability of getting the sum 6 framawing 2 dice, given
that one of them must show I.

4.0 CONCLUSION

In this unit, you have been introduced to probabwihich is one aspect of
techniqgues used in scientific inquiry. Since you have noted that the
outcomes of scientific inquiry are usually probdabistatements rather than

facts, you will also note that in the units immeelia ahead, we shall be

concerned almost exclusively with the estimatioingatues and with the

guestion of how much confidence we should havease estimates.

5.0 SUMMARY

In this unit, you have learnt that the probabithgt an event will occur
because another particular event has occurredliooeeur is known as
conditional probability.  In the multiplicationlsy you have seen that if
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given two events A and B, the probability that twe events will occur
together is equal to the probability that the fwst occur, multiplied by the
conditional probability that the second will occAgain, you have seen

that two events A and B are said to be indepeniflémt occurrence of their

joint  probability is equal to the pradu of the individual or marginal
probabilities, while they are said to be dependehe probability of B is

not equal to the probability of B/A.

6.0 TUTOR-MARKED ASSIGNMENT

) A private manufacturing company invited 500 cantkddor an oral
interview for employment. The invitationwas based on their
performance during an aptitude test held earlidf.a candidate is
picked up for the interview at randomuyse the table below to

calculate.
Aptitude Test Result| _Above 509 Below 50% | Total
SSCE Result
Passed 250 60 310
Failed 100 90 190
Total 350 150 500

I The probability that the candidate passed SSCEgivat he/
she passed above 50% in the aptitude test

. The probability that the candidate passed SSCEhghvat he/
she failed below 50% in the aptitude test.

i) 45 people are arraigned as witnesses before aepdiective. If 30
of them are males and 15 are females, if the peapléaken at
random without replacement for questioning. What is the
probability that the second person called is a fetha

7.0 REFERENCES/FURTHER READINGS
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INTRODUCTION

ATMSTICAL

Decision diagrams are used as a means of usingthglilogic to arrive at
probabilities based on a priori assumption.

arrive at a better decision.

units in these module-probabilities.

2.0

At the end of this unit, you should be able to:

I

i.
il.
3.0
3.1

3.2

You will recall that we have said that probabilign be referred to as
Mathematics of chance which is designed to hekgttiempting to reach a
correct or better than wrong decisions. The decidiagram is one of the
various ways of using deductive logic to arrivgagbabilities based on a

48

OBJECTIVES

Explain the decision diagram
Draw a decision diagram
Explain the binomial expansion

MAIN CONTENT
Statistical Decision Theory

Decision Diagrams

Yol ngcall that probability
is regarded as Mathematics of chance which is dedi¢p help you to

In this unit, yaill be going through the
decision diagrams and the binomial expansion telcole the series of
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priori assumptions. It is a conveniemethod to represent conditional
probabilities which is the same as tree diagramcamgists of Nodes and
Branches. The Dbranches are called “Ghanfor”. This is because the

chance indicates that there is uncertainty of augm Let us consider as

an example three couples producing children. Vgaras that males and

females are equally likely to be delivered. Inastivords, there is a 50%

chance of a son and a 50% chance af daughter. If we apply our
knowledge of deductive logic, we will note thathg first couple have a

50% chance of having a son and 50% chance foreitens couple to have

a son, then the probability of both having son®iS x 0.5) = 0.25 etc. A

tree diagram showing the likelihood of the threapgles having various

combinations of sons and daughters is shown below:
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1st Couple 2.d Couple 3 Couple Outcomes Pr
Son 3 Sons 12.5%
12.5% 0 Daughter
Son
25%
Daughter 2 Sons 12.5%
Son 12.5% 1 Daughter
50%
Son 2 Sons 12.5%
Daughter 12.5% 1 Daughter
259
Daughter 1 Son 12.5%
12.5% 2 Daughters
Son 2 Sons 12.5%
12.5% 1 Daughter 12.5%
Son
25%
Daughter 1 Son 12.5%
12.5% 2 Daughter 12.5%
Daughter
50%
Son
12.5% 1|Son 12.5%
Daughter 1%5
25%
Daughter 0 Son
12-5% 3Daughters 1+2-5%
Probabilities of sons and daughters for three coupk
3.2 The Binomial Expansion
Look at the tree diagram again. Whalo you think is the
major

disadvantage?

Using this type of method to detexmprobabilities can

become terribly unwieldy when we consider more thaery few cases.

We will therefore look at mathematical models avgadures available that

can enable wus to calculate probabilitiesithout constructing a diagram.
One of these procedures is the use of a formuli@termine the frequency

of various combinations.
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n!
ThisisgivenbyC="" 1y
rt.(n r
Where C = the number of times an outcome will occur
n = number of trials

r =the number of ‘desired’ outcomes in a seoiesials.

Example if we require the probability of 5 sons,5 ! = factorial. It
means multiply the number by the nexdmaller whole number, then
multiply the product by the next smaller by I.

e.09.(4)=4321=4x3x2x1=24,
Example 8

What are the various combinations of given birtsdas and daughters in
ten births or trials?

Solution:

Note that if we have to use the tree diagram weldvoeed to have'2or
n!

1024 branches of the tree using the formula Gign I Y
= 10 times, 9 times, 8 times etc.

we have that C

n =10, r=10!

10Sons + 10! :10!_: 1 combinations

= = |
ODaughters 101.(10] 10)! 10!

10000 -
9%ons 10! . .
10! —10.9'-10 = 10 Combinations

—_ - 1 11
Daughter = g, 197 gy g1y 1
80ns ) .

10 = 10.9.81.10x9 = 45 Combinations

2Daughters = 81.(10.8)!181.21 8121 2
70ns . .

= 10!-10!- 10.9.8.7.720 = 120 combinations
3Daughters

71.(101 7)1 71.3!1 71.3.2.6
1
6!(10 ] 6)! 61.4!

6S0ns

= 10!1-10! -

4Daughters



10.9.8.7.6L5040 =210

Combinations

6!.4.3.24
2.1
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5%ns o

= 10L.10\: 10.9.8.7.6.5!30240= 252 Combinations
5Daughters

51.(10] 5)! 515!
51.5. 120
4Sons 10! 4.3.2.
10!- 1 10.9.8.7.6.5.41151200=210 ¢

— - |
6Daughters = 41,101 4)1" 416! 43..2.?.4720
3Sons ..
~ Dauohters™ 10.10\- 10.9.8.7.6.5.4.3t120 Combinations

IS 3ol 3y 3 317.6.5.4.3.2.1

230ns

8Daughters 21.(10] 2)r2L.81

1Son
9Daughters

0Son

10Daughters =

10!-10'-

10.9.8.7.6.5.4.2t 45 Combinations

110!10

_1_!110 1_1)! 11.9!

10!-10!
0L10! 10!

218.7.6.54.32.1

10.9.8.7.6.5.4.2.1'= 10 Combinations
11.9.8.7.6.5.4.2.1

= 1 Combination

If you want to get the probabilities, remember fvatbability is given by:

No. of simple events comprising event A

Total p/o. of simple eventsin the sample-space ——

In this example, total number of events in the darapace =2= 1024

1

~ten sons = 1024, nine sons 1024

10 ,8s0ons =45 ,7 sonslzoetc.

1024 1024

When the probabilities are added together, it sulin up to 1. Again, if we
add up all the combinations, it will sum up to 1024

1024,

So the probability 5,4
Note also that you can apply your knowledge ofakiebra in this type
of binomial expansion. For instance, you have kmtvat (a+l) = a+2ab

+b'.

This can be applied in the case of throwing twasahe equation will be

given by

(

1p=(y+2(+)+(y=x+"



2 2 2 2 2 4 2 4
1
In the case of 1+ 13~ (1)2 3(1)2 @)+ 3(1)( )2+(L)3

(
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0 1,3.3,1L -

8 8 8

Here the numerators expressed the frequenciesnhitth each kind of
outcome occurs, while the denominatorspress the total number of
occurrence and each ratio expresses rabability. The distribution is
always symmetrical.

4.0 CONCLUSION

In this unit, we looked at the decision diagramg tre binomial expansion.

You have noted that using the decision diagramsmoaye the best in

some circumstances and therefore a mateah mode becomes
imperative.  This is why as you have seen therhiabequation or the

binomial expansion is used. It implies that you calculate probabilities

without using diagrams. This unit is just to shyou that it is possible to

do that. You are not required to dwell much ofyone in it.

5.0 SUMMARY

You have learnt that the decision diagram is ont@farious ways of
using deductive logic to get to probabilities basacassumptions made
earlier. It uses a tree diagram having nodes amaches. You were told
that the branches are called—Chancerk.Fo You can also use a
mathematical model to find probabilities.
n
One such models is given by C #1.(n [ r)! . You also learnt that you can

apply your knowledge of basic algebra in the biredrakpansion, using as
an example (a+byr &+ 2ab + b

6.0 TUTOR-ARKED ASSIGNMENT

I What is a decision diagram?
n!

!

ri(n r)!

. Explain the formula C =
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MODULE 3 INTRODUCTION TO INFERENTIAL
STATISTICS

Unit 1 Randomization and Sampling Techniques

Unit 2 Sampling Errors

Unit 3 Hypothesis Testing

UNIT 1 RANDOMIZATION AND SAMPLING
TECHNIQUES

Table of Contents

1.0 Introduction
2.0 Objectives
3.0 Main Content
3.1 Population and Sample
3.2 The concept of Randomization
3.2.1 Features of Randomization
3.3  Sampling Techniques
3.3.1 Random Sampling
3.3.2 Systematic Sampling
3.3.3 Stratified Random Sampling
3.3.4 Clusters Sampling
3.3.5 Purposive Samples
3.3.6 Incidental Samples
4.0 Conclusion
50 Summary
6.0 Tutor-Marked Assignment
7.0 References/Further Readings

1.0 INTRODUCTION

You have just finished reading through the unitgporbabilities and you

can remember that probability has beetefined as the Mathematics of
chance. The Laws of probability will apply, as ywill see presently, in
randomization, which is a prominent factor of ifietial statistics. This is

because the basic rule of randomization is that@hand chance alone

determines which members of the population areudedd in the sample,
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since the purpose of most educationadsearch is to investigate

the

characteristics of population. In thisinit therefore, we shall look at
population and samples, the concept @ndomization, sampling
techniques.

2.0 OBJECTIVES
At the end of this unit, you should be able to:

I Define population of a study

. Distinguish between population and sample
iii. Explain the concept of randomization

V. Describe the different sampling techniques

3.0 MAIN CONTENT
3.1 Population and Sample

The concepts of population and sample are of fureddahimportance to
research. A central and sustainable premise upnchvgcientific research

is based on is the investigation of a problem usimgll representational

and proportionate groups that is observethd from whom findings are
made, and to discover new knowledge that can bergkred to a defined

group. Generalizability of research findings degsean the extent to which

the population of the study is defined as well ashe adequacy of the

sampling procedure adopted in the study.

Talking about the population, you wilhote that the population in a
statistical investigation is always arbitrarily ohefd by naming its unique

properties. Some statisticians call universe because their idea of
population is quite different from thepopulation idea. We can define
population of a study to include all sets of indivals, objects, events or

reactions that can be described as having a umigdination of qualities.

It could be a group of human individuals, familispgecies, or orders of

animals or of plants. In other words a populatgall the cases (persons,

objects, events) that constitute an identified grou

Examples are:- all SSS students offering Chemisttiie SSCE in the Imo

State school system; all students ofe thNational Open University of
Nigeria; all registered voters in theastl elections in Nigeria; all Junior
Secondary School Students in lhitte/lUbomaG.A. of Imo State; all
Science teachers in the Nigerian school systensnadlkers in Lagos State;
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all candidates who passed the National Common Bcgr&xamination to
the Unity Schools in 2004; etc.

Activity 1

Give 40 examples of population that came used for statistical
investigations.

The parts or potions or sub-sets of the populatadied on the bases of

which conclusions are drawn on entireopyation are called samples.
Samples are meant to represent populatiod are of great importance
especially in survey research. We can now sayttigasmall group which a
researcher purposefully pulls out for an investayats known as sample

while the totality of the group from which the sdmfs drawn is called the

population. The process of getting this represmmtgroportion out from

the population is called sampling.

3.2 The concept of Randomization

You have learnt that the sample is a sub-set gbdipeilation of study. The

guestion that will border you now is how to draw gamples from the

target population. This leads to theoncept of randomization which
implies the effort made by a researcher to endwaedvery member of the

population has an equal and independaitance of being selected in
drawing the samples. It means that repecial group or group of the
population is particularly favoured in the samp#éestion. In other words,

each individual in the population has equal chawté®ing selected. It

also implies that each member of the target pojoulahay be selected on

his or her own merit, not as determined by anothember. Therefore, any

sampling method or procedure which fails to givergymember of the

population the chance of being selected by medescribed as a biased

sample. This is not acceptable as basis for decision making or for
generalization and drawing conclusion in research.

3.2.1 Features of Randomization

Now that you know that randomization ig very important key to
representative sampling, what would you say arentipertant features?

As the best and most reliable way to compose a leawtpose attributes are

guaranteed to exist in the populatiomomf which it was drawn,
randomization has the following features:-
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(@) It ensures that every member of the populatioramasqual and
independent chance of being drawn. This is in dimpe with the
first law of probability which talks abb events having fair and
equal chance of occurrence rather than being eeatiand shrouded
in fraud and deceit.

(b)  Drawing one event, object, subject or individgandependent of
drawing another event, object, subject or indivichexause each of
these is mutually an exclusive or independent améntity.

(c) It satisfies all the requirements of king inferences about the
population.

(d) It makes the findings of a study more reliadnel valid. This is
because randomization eliminates all forme bias from the
sampling procedure and makes it certain that tindirfgs reflect the
true situation in the study.

(e) Itis very essential if the findings of a study mie generalizable to
the entire population. If we use a sample foruawiand the results
permit us to draw inference which applies to anreqopulation
then such inference is authentic to the extentrdr@domization was
used in drawing the sample from the population.

3.3 Sampling Techniques

You have learnt that inferential statistics invofy@neralizing or making
inferences from sample statistics to populatiompesters. You have also
noted that randomization is the basis for infeedrgiatistical reasoning.

Let us therefore look at the different methodsafposing samples in
research.

3.3.1 Random Sampling

This is the best technique of samplinghich refers to the selection
procedure whereby all the cases in the definedlptipn have an equal

probability or chance of being selected and thecteln of each case from

the pool of cases is independent of the selecti@amother case. If a study

involves a finite population that is relatively dineeadily accessible and

homogeneous, a simple random sample is feasibieother words, for you

to meet the criterion of a simple dam sample, each member of the
population must have the same probability of indsn the sample. The

two major methods is otherwise and simply calledbbag, and the other
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one which is more systematic, refined and scientifethod is called table
of Random Numbers. You will get the details ofstén your EDU 703
titled ‘Research Methods'.

3.3.2 Systematic Sampling

This is used to obtain a random sample from a ddfpopulation by taking
every kn cases from a list of the population. That isag, you have to
number all the subjects in the population, andfhgfthe numbers in a

bag to achieve randomization. Let us take thas#mple size = n, and the
population size N =, then the sampling interval Kil be given by Kth =
N/n. For instance, if N = 1000, n = 100 then KG= 1we can randomly
pick any number from 1 to 10. In this case, thedion of any number
determines the entire sample. Example: if we Ridken 2, 12, 22, 32, 42
etc automatically become members of the sample.

What do you think will be the advantages and tisadivantages of this
method of sampling?

You would have noticed that the main advantage isdtet it requires less

work.  The disadvantage can be from thettfatif the listing of the
population is not randomly done, periodicity canrteoduced. Periodicity

means a situation where every Kth member of thelladipn has some

characteristics peculiar or unique to only thosenimers.  For instance, in a

study involving a population of policemen, in whiebery Kth member is a

traffic  police, this type of sample Wwildefinitely have effect on the
dependent variable because the sample alseady biased. Therefore, if
periodicity cannot be avoided, it is better to asether sampling method.

3.3.3 Stratified Random Sampling

If a type of research is conducted with the popoattatomposed of sub-

groups which tend to make the population heterogesestratified random

sampling is the most appropriate. Yowill note that most studies in
education and social sciences have their popukastnatified by nature.

This is because a whole range of differences exist within a particular
characteristic. With regards to height, for ins@nyou will get giants, tall

people, average height people, short Ipeopdwarfs and midgets. Also,
research subjects in schools can comprise maléeamale, old and young

people, experienced and inexperienced adtrators, occupational
differences, income differences, urban and rurabsts, socio-economic

status, senior and junior students, awé&xle and non-academic staff,
graduate and non-graduate staff etc.
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Random selection can be carried out within eachgsabp. Then, the

randomly selected representatives of tlseib-groups together form the
stratified sample. The random selectioran c be done in proportion,
according to the size or number in the populatioeaeh sub-group. This

is called proportional allocation. Thigequires information about the
relative sizes of the strata in the population. afTik to say that the exact

population numbers or good estimates tiese numbers should be
available.

There is another method of allocatiomalled Optimum Allocation. In
addition to the size information, optimunallocation requires good
estimates or exact values of the variances ofttiagasor sub-groups in the
population.

3.3.4 Cluster Sampling

This is a method of sampling involvinga naturally occurring group of
individuals rather than an individual. In otheonds, a cluster sample is

one in which the research interest characteribw® been identified, the

areas in which these characteristics texisave also been identified and
zoned reflecting these characteristics arsdmples from each of the
identified zones randomly constituted. eThjustifications include cost
reduction, time saving among others. Itis mogtrapriate for sociological

studies and education researches. It is alsowbketk there is an attempt

to study characteristics in their naturalttisgs or to ensure geographic
representation of intact groups whose distinctattaristics are of interest

in a research.

Activity 2
Give 2 examples each of population suitable for

I Cluster sampling

. Stratified random sampling
iii. Systematic random sampling
V. Simple random sampling

3.3.5 Purposive Samples
These are samples that are arbitrarily selectedenbgcause there is good

evidence that they are good representatives datiget population.  For
instance, if in national issues, it has been olexkthat a particular zone or
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state has shown consistently in public opiniongyotilose reflections of

national opinion time after time, any researchdling to depend upon this

experience may decide to use the limited populassaource of sample to

employ as a ‘barometer’ for the totgbopulation. But there are some
disadvantages. These include that the conditicmshmave changed and the

opinions may no longer be identical to that the nation, or that prior
information used to be obtained was not obtainegtiime or some new

iIssues have introduced new changes etc.

3.3.6 Incidental Samples

When samples are used because they are the madiy eeailable, they

are called incidental samples. Resultseldgd by such samples can be
generalized beyond the samples with some risks.

Other samples like volunteer and non-pbiiily sample, convenience
samples, judgement samples, quota sample&. you are going to read
them in your Research Methods in Education EDU 703.

4.0 CONCLUSION

In this unit, you have learnt that irconducting experimental studies in
education, your samples must be randomly coethos This is because
when non-randomly selected and biased pksm are used, the laws of
probability no longer hold. Again results derivieoim using non-random

samples in experimental purposes or even otheargseesigns can be

misleading because of sampling errors and non-septativeness of the

population.  Therefore, for educational studies) ynust insist on large

samples that are representative of the target ptpanland/or samples that

are randomly composed.

5.0 SUMMARY

Going through this unit, you have noted that inftisd statistics are used to

make reasonable decisions on the basis of incoenggt. You have learnt

that samples are wused to make infeeencabout a population when the
samples are randomly drawn or when subjects froailable population

are randomly assigned to treatments. You candefime a given target

population using its characteristics anthe different types of sampling
methods such as random sampling, systemastratiied and cluster
samplings. These are called probabilitsamples which are biased and
cannot be used for generalization.
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6.0 TUTOR-MARKED ASSIGNMENT

1. What is random sample?
2. Match the following definitions with the terms giveelow:

all cases that constitute an identified group

a sample characteristic

a population characteristic

using a chance procedure to select a samplegomulation
using a chance procedure to assign subjectotpsg)

a sub-group of a population — statistic, popatatrandom
sampling, random assignment, sample, parameter.

~Po0oTp

3. List 4 types of probability sampling and 2 typesioh-probability
sampling
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UNIT 2 SAMPLING ERRORS
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1.0 INTRODUCTION

In the last unit, you worked through population sadples. You learnt

the different sampling techniques and thedvantages of randomization.
But even with randomization, sampling oesr will still occur. This is
because no sample is purely identicad the population. This is why
absolute generalization is not advisable.  Indmi, you will learn the

sampling error and the lawful nature of samplinger

2.0 OBJECTIVES
At the end of this unit, you will be able to:
I Define and explain the concept of sampling error.

. Explain the lawful nature of sampling errors
iii. Explain the standard error of the mean.
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3.0 MAIN CONTENT
3.1 Sampling Error

You have noted that for a research to be meanintjfellsamples must be
randomly selected. But you have to note alsowlnen an inference is
made from a sample to a population a certain amaoiugrtror is involved.
This is because no sample is absolutely identicallirespects with the
population from which it was drawn. Even randomnpkes from the same
population are expected to vary from one to anothdfor instance, in a
population of primary six pupils in lhitte/Uboma ¢al Government Area
of Imo State, the mean intelligence score of omeloan sample m ay be
different from the mean intelligence score of agottandom sample from
the same population. Such differences are callethbbng errors and they
result from the fact that you have observed ordgmple and not the entire
population.

Sampling error is therefore defined as the diffeesbetween a population
parameter and a sample statistic. It explains thbyesults of a study
based on data obtained from a sample investigassdnot be absolutely
(100%) generalizable to the study’s population.r &@mple, if we know

the mean of the entire population, symbolizedipgnd the mean of a

random sample symbolised By from that population, then the difference
between the two is the sampling error, symbolizeéb Thuse = X- p.

Example 1

If the mean intelligence score of 2000primary six pupils from
Ihitte/Uboma L.G.A. of Imo State is 120, and a gatar random sample of
500 has a mean of 118. What is the sampling error?

Solution:
The sampling erroe given bye = X -pu.,where X =118 andi =120
~e=118-120=-2

You would have noted that we usuallgepend on sample statistics
estimate population parameters. This is becabeedtion of how samples

are expected to vary from population ia basic element of inferentiz
statistics. In other words, since in most casegptipulation is too large,

we are not expected to find out themeans or even knowing ther
However, Inferential Statistics allows us to usegke data to generalize on
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the population despite the presence of sampling éecause it accounts
for such errors in its mode of treating data oladifrom samples. It also
allows us to estimate the variability that woulddxgpected under such a
circumstance of sampling error.

3.2 The lawful nature of Sampling Errors

Sampling errors have systematic laws Wwhiqguide their occurrence,
magnitude and effect on research samples. Thesmvedn a lawful and

predictable manner. The laws concerning samplira @ave been derived

through deductive logic and have beemnfiomed through experience
extensively and carefully, it has been found thaytfollow regular laws.

These are:

3.2.1 The Expected Mean of Sampling Errors is Zero

This means that if we have an infinite number ofd@m samples drawn

from a target population, the positive samplingpeswould be expected to

balance out with the negative samplingrrors so that the mean of the
sampling errors for all the samples will be zereor example, if we take

our target population to be all the SS3 studen@howo L.G.A. in the

2004/2005 session; if their mean height is 1.6%, would notice that some

would be more than 1.65 and some would be lessherefore, if several

random samples are drawn from the population,endhg run the positive

and the negative sampling errors will balance. is Thbecause positive

errors will equal negative errors. It implies thibat a single sample mean

is as likely to underestimate a population meato @aserestimate it. We

can justifiably say that a sample medm an wunbiased and reasonable
estimate of the population mean.

3.2.2 Sampling Error is an Inverse Function of Samle Size.

This means that as the size of a sample incretmesxpected sampling

error decreases. In other words, small samplemare prone to sampling
errors than large ones. As the sample size inesdaere is the likelihood
that the mean of the sample comes very close arthegopulation mean.

3.2.3 Sampling Error is a Direct Function of the Standard
Deviation of the Population

If you think of the heights of the members in aegiypopulation, you will
note that there will be more spread or variatianttvhen you consider
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within the height, tall, giants, short or dwarf$én other words, if you take
‘tall’ as an attribute of the population, you wilbte that this is a close

attribute and the sampling error will be smalléfhus the more spread or
variation we have among members of a populatiaibre spread or
variation we expect in sample mean.

3.2.4 Sampling Errors are Distributed in a Normal or Near
Normal Manner Around the Expected Mean of Zero

Any time you move farther and farther away from plogulation mean, you

will find fewer and fewer sample means occurringy yvill also note that

the means of random samples are distributed inraadamr near normal

manner around the population mean. In other wa@sple means near

the population mean will occur more gfrently the same way the
distribution of sampling errors is normal or nearmal in shape because

sampling error is the difference betweesample mean and population
mean.

3.3 Standard Error of the Mean

This is a standard deviation of the distributiorsample means. It is used

when we need an estimate of the nadai of the sampling error
associated with the sample mean when it is use@mestimate of the

population mean. Note that the extent and thteiloligion of sampling

errors can be predicted. This is done as an egtioiahe magnitude of the

sampling error associated with the sampieean when it is wused as an
estimate of the population mean. Yoobave noted that sampling error
manifests itself in the variability ofsample means. Therefore, if you
calculate the standard deviation of @llection of means from random
samples from a single population, you would haveagoestimate of the

amount of sampling error. We can obtain this est&on the basis of one

sample, but we need two items of information. Skhare the population

parameter [ and the sample size N.  This expected standarctibn of

sampling error of the mean otherwise called stahdaor of the mean is

represented by the symHok.  This has been proofed through deductive

logic to be equal to the standard deviation ofptgpulation (), divided by

the square root of the number in each samphk )

Thus we havel x= 1 N: where [ x= Standard error of the mean

(= Standard deviation of the population
N = number in each sample
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Activity 1

1. What is sampling error?

2. List laws guiding sampling errors.

Answers to Activity 1

You may have given these answers

I Sampling error is the difference between a poputapiarameter and

a sampling statistic

i. The laws guiding sampling errors are.

a. The expected mean of sampling errors is zero

b. Sampling error is and inverse function of sammgiae

C. Sampling error is a direct function of the standaediation
of the population.

d. Sampling errors are distributed in a normal or meamal

manner around the expected mean of zero.
4.0 CONCLUSION

You have seen that even with the rigours of randatian and sampling,
generalization cannot be absolute to the populatiBut this is not to deter
you from having a randomized sample in your reseanark.  Since you

can now estimate the magnitude of the sampling®rro

5.0 SUMMARY

In this unit, you have worked through the sampéngr, defining it as the
difference between a population parameter and plgastatistic. We have
also dealt with the lawful nature of sampling esrstating the laws as:

I The expected mean of sampling error is zero

. Sampling errors is an inverse function of samps$izg

iii. Sampling error is a direct function of the standaediation of the
population.
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V. Sampling errors are distributed in a normal or me&mal manner
around the expected mean of zero.

In this unit also, you learnt about the standardresf the mean and how to
predict the extent and distribution of the sampkngpr. You know that if

you have the population parameter and the samgee whu can estinate

the sample error. In this case we can apply thad@ ((x= (/N.

6.0 TUTOR MARKED ASSIGNMENT

I What is the relationship between sample s@&l sampling error
associated with sample mean?

. What is the relationship between theandard deviation of
population and sampling error associated with samm@ans?

1 What is sampling error?

Iv. What is the formula for estimating standard of iesan?
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1.0 INTRODUCTION

Most research studies involve investigating thelattes or characteristics
of research samples because it is not possiblieneire it desirable to
study exhaustively the attributes of all the memalmérthe population. This
is what you have learnt in the previous unit. Vie say therefore that data
obtained from the sample of the population candsalio make inferences
and/or estimate the parameters. The statistichhiques for treatment of
those data obtained are called inferential stasisti In this unit therefore,
you will learn how to explain inferential statistjdesting for significance
testing, the hypothesis, the two types of errog and two tailed test, the
concept of degree of freedom and types of infea¢statistics and how to
use them.
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2.0 OBJECTIVES
At the end of the unit, you will be able to

I explain inferential statistics

. explain the confidence limits 0.05 and 0.01

iii. differentiate a null hypothesis from alternativeobthesis

V. explain the two types of errors — types | and tber

V. differentiate between one tailed and two tailed tes

Vi. Explain the concept of degree of freedom

vii.  List and say how to use different types ofeiréntial statistics.

3.0 MAIN CONTENT
3.1 Inferential Statistics

You have known that it is not possiblfor population parameters
characteristics to be studied exhaustively. Weefloee use data collected

from samples to generate the populatidrom which the samples were
drawn. This, we do using induction or inferenchjlevthe statistical test

we use to make valid inferences aralled inferential or parametric
statistics. We can now say that stigal inference is a means of
vigorously estimating parameters or popoiat characteristics from the
sample statistics, based on the Ilaws pfobability. In other words,
inferential statistics are used to make reasorddatesions on the basis of

incomplete data. Parametric statistics form ametspf inferential statistics

and are also the most powerful and most sensitiWarametric data provide

more reliable evidence. You have seen that epamse introduced in

studies through sampling. These errocan mitigate the strength of
inferencing in the so called internal and extexadidity threats. But if the

inferential statistics are wused in lingvith and complying with certain
underlying basic assumptions, the mitigatiothreats will be minimized.

There are some basic assumptions undgrlyithe use of parametric or
inferential statistics about population graeters. These according to
Denga and Ali (1983) are:

I Scores in a given population are nolynaldistributed about the
mean.

i. There is the equality of population iaaces of the comparism
groups in the study.

li.  The scores being used are derived from intervabatinuous data.
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You will recall that we have said that inferenségatistics is defined as the
science of making reasonable decisions with limitéormation. You will

also recall that inferential statistics are mednsstablishing cause-effect
relationships between variables and stated as pildpatatements.  The
steps the statistical inference processes take are:

I Define the population.

. Draw the samples randomly or through randomization.
iii. Calculate the statistics from random samples.

Iv. Estimate the parameters and

V. Generalize to the target population.

This can be stated diagrammatically as follows:

Define 5 Draw ) Calculate > Estimate ) Generalize
Population Sample Statistics Parametgr

Activity 1

1. What is inferential statistics? What is the majibference between
inferential and descriptive statistics? hawv are the major
assumptions underlying the use of infeakn or parametric
statistics? (Check the answers at the last parteoiinit).

3.2 Testing for Significance — Confidence Limits

Now that you can explain the two types of hypotsetst us move a step
further in testing the hypothesis.  You can telsypothesis in research

using parametric or inferential statisticsysually at some poll-point
determined level of significance or alpha level.ouYwill note that based on

this confidence limit, the means of two or more panative groups are

tested to enable you or the researcher to deciég¢hehthe significance of

the differences observed for the two or more méatesge enough for him

to reject the null hypothesis or the differenceors small for him to accept

the null hypothesis. There are two main cut-ofhpoor confidence limits

in testing research hypothesis. These are:

3.3.1 0.05 or 5% Level of Significance

This asserts that the outcome or result of an eseserved will be due to

chance 5% of the time or less. It means thasifaificant inferential

value is found as a result of comparing the sigaiice of the difference

between means, we will reject the nulypothesis at the 5% level of

71



EDU 804 ATMSTICAL
METHODS I

significance. In other words, if we repeat a studing the same treatment
conditions for 100 times, we are sure 5% of theeton5% of our result

will be due to chance; while 95% is not due to dearfP < 0.05).

3.3.2 0.01 or 1% Level of Significance

This asserts that the outcome or result of an esesgrved will be due to

chance 1% of the time.  This is a more rigorous stranger confident

alpha level. At this point or level, the indicati® that 1% or 1 out of 100
replications of our study treatments will be duetor or chance while

99% or in 99 out of 100 replicationgre the observed differences
outcome due to the effects of the experimengatinent rather than to

chance or error.

You will have to note that there is no formula f@termining the alpha. It
is an arbitrary probability point which divides g®oprobabilities that will
lead to retention of the null hypothesis from thpsababilities that will

lead to its rejection. You will also note that wkger error in sampling or
chance is not responsible for the observed diffszern the outcomes of an
experiment or study, the null hypothesis is rejgcte Whenever error or
chance is responsible for the observed differemcdse outcomes of an
experiment, the null hypothesis is accepted. Thezeyou will choose an
alpha by weighing the relative seriousness of Tiyqed Type Il errors.

3.4 The two types of Error
3.4.1 Type | Error:

This occurs when the researcher rejects the npbbiimesis or declares it
false when it is actually true and should be regdrn The probability of

making type | error or rejecting the null hypatlse is very small =
(alpha). If you set the significance level at 5P0®5, it means that the
mistake of rejecting the null hypothesis is appneadely 5% of the time. In
order to avoid type | error, we set the confidelnoé as low as possible.
For instance, at a confidence level of 0.001, wald/tikely make a type |
error only about once in every thousand. Thisegligible and amounts to
almost no error at all.  Caution must be takem Ibexcause the lower the
alpha level, the greater the risk or possibilityredking another type of
error called type Il error.
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3.4.2 Type Il Error

This occurs when a researcher accepts a null hgpistivhen in fact it is

false and therefore should be rejected. The pibtyatf making a type Il

error is called 3.  You have to note that the ckarof making a type Il

error is far greater than the chances of making tygrror.  You have to

note also that alpha () and beta (I3) are inversely related, that is,n&s o
decreases, the other increases. Alpha is undeti@at control while beta

is only indirectly under our direct control whileta is only indirectly under

our control through its inverse relatioio alpha. The probabilities of
making the two errors can be shown diagrammaticalfollows:

Reject B Accept H
Ho True Type | Error P = Correct
Ho False Correct Type Il Error P =3

Activity 3
What do you understand by P < 0.05?

What is the difference between type | error aneétygerror? (Check the
answers at the last part of the unit)

3.5 One-tailed and Two-tailed Tests
Consider these hypotheses:

(@) there is no significant difference in the resultstodents who do
physics and those who do not, in the mathematsts te

(b)  students who do physics will perform bettethia mathematics test
than those who do not do physics.

If you consider the two hypotheses, you will ndtattthe first one has no

direction while the second one has a directiona hiypothesis is stated in

such a way that two or more groups, procedureseamts are compared

with the comparism giving indication of diten of difference, such a
hypothesis is said to be one-tailed test. In otymnds, in a one-tailed test

of significance, the hypothesis claims that a siopiéy or difference exist

and also indicates the direction of thsuperiority or difference. For
instance,
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(@) Sportsmen and women who are muscularly built deebet short
put and discuss than those who are not.

(b) Left handed people are more intelligent thghtrhanded people

(c) Chalk and talk is a better method of teachivantthe lecture
method.

Now if you examine these hypotheses ymill see the direction
difference immediately.

On the other hand, if a hypothesis is stated talsatythere is no difference

exists but does not show the direction of thiseddhce, that hypothesis is a
two-tailed hypothesis, and should be teésga with two tailed test. For
instance:

(@) there is no significant difference in perforroa at the undergraduate
level between students who attended Unity Schaulslaose who
did not.

(b) there is a significant difference in the peniance of boys and girls
in the chemistry practical test

(c) women have equal 1Q scores like men.

These hypotheses are two-tailed because the dinsatif superiority are
not indicated.  Both null hypothesis and the aliive hypothesis can be
one tailed or two-tailed.

Activity 4

I Construct 5 null hypotheses that are one-tailed
. Construct 5 alternative hypotheses that are ohedtai
iii. Construct 5 alternative hypotheses that are twedai

3.6 Concept of degree of freedom

After you have determinedthe type of hypoheso test, the level of
significance to test it and trying to avoid typerItype Il error, and after

computing the test of significance using any infigigd statistics, you will

want to take a decision whether to accept or rgjeat hypothesis. The

decision can only come after you have got the adegféreedom from the
appropriate critical values of the particular sti¢s you are using. This

degree of freedom refers to the number of obsemativhich are allowed

to vary around a fixed or constant parameter. thewowords, there are the
numbers or quantities or values which are freeaty after placing certain
restrictions on the data we are comparativelyrigsti For example, if you
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are given the number 200 and you are asked tofig@enumbers including
22 that must add up to 200. You can give 50, 6528 and 22 to make it

200. You can freely give any four numbers whickstrae added to 22 to
make 200. But you are not free to name 22, anth@& not vary otherwise

it will not be 200. Therefore, in this case yowé&#&our degrees of freedom
because you have lost one chance of naming a nusabef five numbers.
Degree of freedom here becomes (N-1 or 5-1 = 4qte khat each test of
significance has its own method of finding its degof freedom.

3.7 Types of Inferential Statistics and how to use them

You have been able to go through the different @spgnd components

guiding the use of inferential statistics in tegthypothesis. This time we

will look at the different types of inferential stics and how and when to

use them. After this, you will begin to use theks.you know, there are

different types of distributions as welas different types of statistics
available for treating data for inference. Theglude binomial, normal,

poison, gamma, beta, t, chi, F, etc. The typesifto be used depends on

the type of research design and sometimes thedfygata collected the

number of samples per group and the number of group.et us use the

following as examples:

CHARACTERISTICS OF SAMPLE

S/IN /| VARIABLE APPROPRIATE TEST
1 Two groups comparison t — test of indepgndent
randomly samples

composed and unpre-tested subjectg =
Independent means with number

2 less t — test of non-independent
than 20 samples
When there is pretest — post test and

3 [selection of subjects = non|Cdtical rato 2 - tegt of
independent means independent means

4 If N is more than 30 for a post test ol xNOVA
and randomly sampled subjects
More than two groups comparison of

5 |independent mean, no pretest and opfath  analysis or meta

independent variable analysis or MANOA
6 If two or more independent variables] ANCOVA
7 are involved MANCOVA

In a pretest, post-test design
If more than two groups are involved|

in a pretest, post-test, with two or more
variables
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8 For significance of the Chi — square
difference

between observed and expected
frequencies

Activity 5

Give the full meaning of ANOVA, MANOVA, ANCOVA and
MANCOVA

In what conditions do they apply? (Check the ansaté¢ine last part of the
unit)

4.0 CONCLUSION

You have seen that statistics provide a mean®afing data so that they
are summoned and reduced to a point they are metaipge. When the data
obtained from large samples that have been randoomposed are treated
with appropriate statistical tests, generalizatimnthe target population are
more accurate compared to when the data are otithima small, selected

or biased samples. You have also sedrat for wusing the inferential
statistics, certain conditions have to be met leeflata can be inferentially
treated and interpreted. You should refeee keep to these conditions

whenever you want to test your hypothesis usingrenitial statistics.

5.0 SUMMARY

In this unit, you have learnt that inferential sttdts are the ones which

enable us make valid inference and generalizafrons sample data to the
population. There are underlying assuomgti in the use of inferential
statistics. These are:

I the samples are randomly composed
. the variables are normally distributed and
iii. measurements are at interval or ratio levels.

You have seen that in research two types of hygethare tested. These
are the null hypothesis and the alternative hymithe These hypotheses

can be one-tailed or two-tailed and can be test&&wor 1% confidence

limits or alpha level. In doing this, you willmember to be cautious to
avoid type | error or type Il error. In this uaiso, you went through the
concept of degree of freedom and the differentsygfanferential statistics

and when to use them.
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6.0 TUTOR-MARKED ASSIGNMENT

I What is inferential statistics

. Differentiate between a null and alternative hypsts

li.  Explain the confidence limits 5% and 1%.

Iv.  Define the two types of errors in research

V. What is the major difference between one-tailedtaradtailed test?
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MODULE 4 Z AND t-TESTS

Unit 1 Z-TESTS |
Unit 2 Z-TEST I
Unit 3 t—TESTS

UNIT 1 Z—-TESTS |

Table of Contents

1.0 Introduction
2.0 Objectives
3.0 Main Content
3.1 The Z-Tests
3.2  Basic Assumptions underlying the Z-test
3.3 The Difference between Sample and Populatioange
3.4 Difference between Means of Two Independentdesn
3.5 Difference between Means of Paired/Matched $&snp
4.0 Conclusion
5.0 Summary
6.0 Tutor-Marked Assignment
7.0 References/Further Readings

1.0 INTRODUCTION

In the last unit, you learnt some fundamental cptsased in inferential
statistics and hypothesis testing. In this uroy will be introduce to the

use of one of the inferential statistics which yoaly like to use in your
research works. Itis called the Z-test. Attemjhtbe made to use simple
examples to illustrate this concept.

2.0 OBJECTIVES
At the end of the this unit, you should be able to
I State the uses of the Z-tests

. State the basic assumptions underlying the Z-test.
iii. Solve some problems using the Z-test.
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3.0 MAIN CONTENT
3.1 The Z-Test

The Z-test is an inferential statistical test.islbased on the characteristics
and/or properties of the normal distribution anel tlormal curve. This is

why the normal curve is sometimes called the Z-eurvou will remember

that a standard normal curve has a bell-shapeyanohstrical at the centre.

The z-test can be used to ascertain whether sdifeeetlices exists, and

whether such difference is statistically significaha given alpha-level,
between:

I two independent sample means

. two paired or matched sample means

iii. sample proportion and population proportion
iv.  two independent sample proportions.

3.2 Basic assumptions underlying the Z —Test

These are the conditions which shoule Isatisfied or assumed to be
satisfied in using a z — test. They are:

I The population from which the samplesre adrawn should be
normally distributed.

. The sample size used in the test should be largegén(according
to Ogomaka (2004) n730 is appropriate bat60 is better).

ii.  The variances of the population should not be fimit i.e. the
population should be homogeneous.

iv. The samples are randomly or independentyawn from the
population.

You will have to note that in carrying out youreasch work, if you use a

large sample drawn from the target population thotandomization, you
are safe guarded by one of the centimnit theories as regards the
assumption of normal distribution. Now let us gdhe examples.

3.3 The difference between Sample and Population Means

If we take X as the sample means
u as the population mean
n as the sample size or number
™ as population standard deviation
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v

as square root

thenz= 0- p (X - 0)

TM—> n ™

This is used to compare sample mean and populatéan. For instance, it
can be employed to test the hypothesis — “Thene isignificant difference

between a given sample meariX and a given population mean ,ata
specified alpha level.” But you know that mostlod times population
variance or standard deviation is not given or kmowyou have to estimate
this using this

Efx2 or !
Ef (x x.Z will therefore be

82 = n \ \
z="1 o or xlo r /
™ N ™ _I_ 1 - \
S "

You will also note that when nislarge n and n] 1 are approximately
equal(na nl1).

Example 1

An examination board developed, validated and stahzed an aptitude

test for Junior Secondary School (JSSjudents in Lagos State. After
administering this test for so many years in tlagestthe board claimed that

the mean performance of Junior Secondary Scho8l)(Stadents in Lagos

State is 65%. To this effect, the state governreentip a study team to

investigate and verify the claim.  This team usetlomization to select

1,500 JSS students from all the zones of the atateadministered the

same test on the samples. The result shows a oi&&% and a standard

deviation.

Solution

To test whether the performance of the samplegisfssantly different

from that of the population, we have to use a hlypsis for the testing. Let
us use a null hypothesis thus: This is no sigaifiadifference between the
mean performance of the sample and that of thelptipu at 0.05 alpha



80



EDU 804 AMSTICAL METHODS I

level z =" . But since ™ IS not given we estimate using
Therefore, _
\/_ ™ N
z=X1OX=68%, 0 =65%, » =28andn1,500
™11 \/— 1/ - 4/
. 7= 68]65.68] 651500 =" x 1500 = 4.149625 = 4.150
28/ 1500 28 28

The value of z referred to as zcal = 4.150. Téisalled the absolute value
of zcal which can be compared with the value ortdbée referred to as

ztab and called critical value of ztab. If zcagjreater than ztab, the null
hypothesis is rejected. If otherwise, the null diyyesis is accepted. Again,

you will have to note that this null hypothesisisvo-tailed hypothesis.

You remember the one-tailed and two-tailed testivlyou did in the last

unit? So for a two-tailed test divide the alphaeleby 2x and look at it in

the z-table i.e. z0.05/2 =z 0.025. This is 1.9680 zcal = 4.150, ztab =

1.960.

Decision: Since zcal is greater than ztab, weject that there is no
significant difference and accept thater¢h is a significant difference
between the means. With the evidence in thiswessay that the claim of

the examination board is false, or mdye the sample used is not a
representative of the population described by theadh

Example 2 —

An instructor give his class of 25 an examinatidnal, based on years of
use, has been shown to have mean = 80. His didsm®an X =84 and
™ =10 on the test. Find out, using a two-tailed vé@sether the difference
between this class mean and the original is StalBt significant at the

0.05 level.
Solution —
Recallthatz =] O Given:Xx =84,......
oo
84180- % 4 =2000
z=10/ 25 105 2

zcal = 2.000
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Degree of Freedom (dfy=n-1 = 25-1 = 24
ztab at 24d.f at 0.05 = 2.064
Decision

Since zcal is less than ztab, we accept that ikare significant difference
between the class mean. Retain null hypothesigss@nean of 84 is not

significantly different from o = 80.
Activity 1

An investigation wishes to test the hypothesis thatmean of a certain

population is 80. He wused a randosample of ten drawn from the
population. On testing the sample, the scores Werd5, 60, 75, 75, 90,

105, 105, 120 & 60. Using a null hypothesis atd@tailed test verify

that 0 = 80 is significant at 0.05 level.

3.4 Difference between Means of two independent Samples

Independent samples are those in whithe selection of cases in one
sample is not influenced by the selection of casdéise second sample.

They are completely independent of each other. reTiseno logical pairing

of subjects in the two groups or any reason to eohany given measure in

one sample with measures in the other sample. reTdre basically two

types of independent samples used in researchseTdre:

I When samples are randomly selected from two difitepepulations
where a researcher wishes to determine whethawthpopulations
differ significantly on some criterion variable. ofFfinstance, drawing
samples from male and female population to detegminich group
has a higher reasoning ability, using their means.

ii. Two randomly sampled groups selected from the gaopelation,
but may be exposed to two differenteatments or experimental
conditions. The test to be employed is:

z2=X1—Xo

™ + ™™

nl n2 .
™ + ™
nl n2
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where the denominator is the standardrore of measurement of the
sampling distribution of the difference between neaf two independent
samples of large sizes. This formula z =XX2

™ + ™
ni ~ n2
T
XX
can be shown like this: Z fV/TM_+ i
nl n2

This can be made longer in this way:

\/ i
X X 2
1 2
Z= 2
oX* (@ X + o X (@X 2)2/n2/n2]
1)2 /n1)]
Example 3 [

An agricultural science teacher in one of the JuSiecondary Schools in
Kano State conducted a study to find out the aktitof his students towards
practical agriculture. He grouped his students thbse residences in the
urban areas and those residences in the rural aidaghen developed an

attitudinal scale which he administered on theestisl| He obtained |the
following results

Residential Areg Mean| Standard Sample
deviation stze
Rural 73.08 16 75
Urban 70.25 21 75

Verify whether the observed difference ithe result is statistically
significant at (P<0.05).

Solution

First propose a null hypothesis thus:there is no significant difference
between the means of the two groups of stude<.05. This implies
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that the alternative hypothesis Hwill be there is a significant difference
between the means of the two groups of students.

Given: X1=73.08
X2 =70.25
S =16
S =21
_1—
1 2
Recall that the formulaz =™ 4+
n
ni 2
NB mcan vary fronTp
\/ 73.0 70.25
81
Sub —We 11_6 21
-~ 75Y 75
- 283 2.83
2.83
U + = _
256 441 697 =4.293
75 75
_ 2.83 =0.9283263
E 0.928
2.04849
69

So, zcal = 0.928; ztab at (0.05+ 2 = 0.025) = 1.96
It means that ztab is greater than zcal.

Decision:

Since zcal < ztab , we accept the null hypothesis H means that the two
means are not significantly different.



Example 4

In a research study, the researcher investigatedfthct of two types of
blood capsules on the weight of some children. ustd two groups of
children in a school and administered the capsoles,on one group and
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the other on another group. After a period of ewgbeks, he collected their
weights for comparism on their weight increase. e Tésults are:

Average increase for group | = 5.50 units, numlfer 8
Average increase for group Il = 8.30 units, numkter
Standard deviation for group | = 6 units for grdup 8 units
Verify whether the capsules are significantly diéfiet.

Given: X1 =5.50; =%8.30;5=6;2=8,n=80;n=75

5.50] 8.30
Solution:- Zz= 0O /62 8

80 75

ﬂ 2.80 2.80
= %6 B4 =Y = 303
80+ 75 0.45+ 0.853

_ 2.80-2.45262 = 2.453
1.1416
363

If the Horeads: There is no significant difference betwieneffect of the

two capsules on weight increase of the childrernenlwe note that zcal =
2.453 and ztab at 0.05/2 = 1.96. It means thdtztab.

Decision

We reject the null hypothesis o lAnd accept that there is a significant
difference between the effect of the two capsutethe weight increase of
the children.

Activity 2

A researcher wanted to investigate the effect dividualized instructions

on learning outcomes. He used two groups of stsdenthe experiment.
Group A is the experimental group, while group Bhis control group. He
used individualized instruction on group A and grawstruction on group

B. Atthe end of the experiment, he came out withfollowing scores:-

Mean score for group A = 50
Mean score for group B =40
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Number of students in group A = 72, standard denat 11
Number of students in group B = 80, standard dmrat 13

i. State the null hypothesisoH

i State the alternative hypothesis H
1 Calculate the z-value
Iv. Draw the appropriate conclusions at 0.05 and Ofiiadevels.

3.5 Difference between means of paired/matched Samples

In this unit, you have noticed that we consideeskarch designs in which
the two samples observed are drawn independentty fineir respective
populations. Sometimes, some studies may beested in two samples

that are not independent but are rdlatéco each other. In this case,

researcher may wish to find out if el is any significant difference
between two large sets of scores that indicate unea®f two variables, as

exhibited by the same set of objects. Such viasdike performance in

two tests, reaction times, resistance to heatsadgnt level or time etc can

be used for the same set of persons, animals, ialafeshemicals, objects

etc. Such samples are called correlated or nosperdent samples. The

research designs involved here can be the repesadurement design

where two measurements are made on each of thectsii) a sample, or

the matched pairs design where the viddals in the two samples

(experimental and control groups) are matched @osmmore variables
that are known to be correlated with the dependanable or the criterion
variable of the study. The test to be used is
_ 7 J
z:dI\/BZZ: dfo- _dnll
/ S/ nl1 S

S _n \/_ \/

_\/ dinl L)n V. Ed nl1

- nEd1 Ed) ) nEd] (Ed)

where d is the mean of the difference in scores betweas pamatched

observatigns.

n = the sample size of one sample

S n= the standard error of measurement ftitre sampling
distribution of the difference between ame of matched/paired
samples.

a
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Example 5

Two tests — pre-test, post-test were given to aguad 40 students from
Government Secondary School, Minna, Nig8tate in an experimental
situation. The scores collected are as follows:

SIN[1 ]2 [3] 4] 5] 6] 7] 8] 9] 1p11fi2 1B 141516 17{180p

X.,48|25 36 17|43 45 3433 29 22|26 10 17109 44 245288 U3

X.40(30 28 21]40 46 30|29 27 25[18 8 1907 18 283238 |36

SIN | 21 p2 2B 245 2p 2728 2p 3031 3P 33|34 357384 39 {10

X.,48(25 36 17|43 45 34|33 29 22|26 10 17/09 44 245288 U3

X,40[30 28 21]40 46 3029 27 25[18 8 1907 18 283233 B6

Propose hypothesis and use it to verifyhether there is a significant
difference between the pre-test and post-test score

Solution:

I complete the composite table by introducing twoemmlumns for d
and das shown overleaf
. find d = difference (linear) between Znd %

. find _d = mean of d“EeL:ZA"O'6 —

B J

iv. 40

find Eck = the sum of o= 896 1
Syiandarddeviation ,Tff
V. find S = 1 2 = 1
\‘} 34760 576

1600
20 40
34184-21.365

N
= 16
i |
vi.  use the formula Z, i1 ord nl1 and substitute
S
0.6x6.244998
- 21.365

= ~ 0B 39
21.365

3.7469988.0.1753802 = 0.175
21.365
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S/IN X, X, D 0
1 48 40 8 64
2 25 30 -5 25
3 36 28 8 64
4 17 21 -4 16
5 43 40 3 9
6 45 46 -1 1
7 34 30 4 16
8 33 29 4 16
9 29 27 2 4
10 22 25 -3 9
11 26 18 8 64
12 10 08 -2 04
13 17 19 -2 4
14 09 07 2 4
15 24 18 6 36
16 24 25 -1 1
17 20 23 -3 9
18 45 43 2 4
19 38 38 - --
20 43 36 7 49
21 16 20 -4 16
22 17 27 -10 100
23 29 32 -3 9
24 33 31 2 4
25 14 08 6 36
26 36 34 2 4
27 41 38 3 6
28 25 31 -6 36
29 28 27 1 1
30 41 45 -4 16
31 26 28 -2 4
32 31 39 -8 64
33 47 38 9 81
34 20 18 2 4
35 28 32 -4 16
36 40 41 -1 1
37 46 38 8 64
38 25 25 - --
39 18 16 2 4
40 35 37 -2 4
zcal < ztab. AcceptH

zcal = ztab without decision and try again.

Vii.

STISTICAL METHODS I

If the null

hypothesis is
shows there is
no significant
difference
between the
pre-test scores
and post-test
scores of the
40 students
from
Government
Secondary
School, Minna
in the
experiment and
the alternative
hypothesis is
there is a

significant
difference
between the
pre-test scores
and the post-
test SCcores;
then we will
use the
available

evidence to
take a decision.

Can you remember the decision

rule? The decision rule is
follows:
zcal > ztab. RejectH

In the example above zcal = 0.175 while ztab atZMhO05) = z (40-1, 0.05)

= (39 : 0.05)
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But this is a two-tailed test. Therefore, the cdefice level will be divided by two.
Thus we have z (39 : 0.025) = 2.042.
Since ztab is greater than zcal, we accept H

Activity:- 11.3

SN P3 24 25 p6 271 28 p9 30 31 B2

X 136893942 P6 21 28 B8 20 26

Y 353630413229 26342829

SN |12 13] 14| 1§ 14 17 1B 19 20 21 Pp2
X 133127]124] 22) 23] 31 34 2P 30 34 36
Y 26 34 28 30 26 21 24 28 28 30 26

Using a null hypothesis.

verify if there is
X 133)35)28] o7] 30 26] 26 3§ 20 P 39 qigpificant

Y 29 29 37 24 35 27 30 38 29 26 29 .
difference between the
pair of scores given below:

(N
[z
=
N
N
IS
9
o>
~
o
&
—~
-

4.0 CONCLUSION

In this unit, you have learnt the Z-test, its uaed the basic assumptions
underlying its use.  You have also done some clzadculations in the

application of the Z-test. You can use it in yoegearch studies, since it is

one of the prominent and powerful tester researches which can be
applied in a natural setting or normal distribution

5.0 SUMMARY

In this unit, we discussed that the Z-test, anfréntial statistical test is
based on the properties of the normal distributioft.is used to test the
significant differences at a given alpha-level begw. We also concluded

that: J
Sample mean and population mean, £/ 0) N

™
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|t 2
Two independent sample means, z =S1 | &

nl \/‘ﬁﬂ—

Two paired or matched sample mean, Di1 etc.

7

S

6.0 TUTOR-MARKED ASSIGNMENT

1. The mean performance score on an intelligencefespopulation
of primary six pupils preparing to takdhe National Common
Entrance Examination from Lantano LGA of Plateaat&ts 90. A
researcher sampled 50 schools from the Local GavenhArea and
collected four of the best pupils from each schooh total of 200
pupils took the intelligence test. The results are
Mean Score = 96, Standard deviation = 15
Formulate a suitable hypothesis and yeriivhether the selected
group of pupils is actually above average.

3. Given the scores of a group of students in a Teehirawing (TD)
test and Mathematics test as follows:

SN 67181926121+ 42 232425362 6

D A 181714191211 1020 1415 I9 11 20 15

MATHS 10 PO 1D 16[20 18 I# 15]17 12 1§ 13[14 30 13

LAl

SN ip S T4 151767718 19 1Tttt 12 1315
TD 8 214181416194 2 3 411151612
MATHS 7151320151712181516121917 10 16

—SN

3IB2 3571363 392041472

v

I 1018 15 19 4 131914 17 14719

MATHS 19151716 1316 18 16 12 1518 15
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Propose a hypothesis to see whether the two sstoés are significantly
different.

7.0 REFERENCES/FURTHER READINGS

Ary, D. and Jacobs, L.C.(1976) Introduction to Stats Purposes and
Procedures. New York, Chicago, San Fsaosi Atlanta, Dallas,
Montreal, Toronto, London, Sydney.

Ogomaka, P.M.C. (2004) Inferential Statistics f@sBarch in Education
and Social Sciences. Owerri. Peacewise SystemBiamd.
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UNIT 2 Z-TESTS I
Table of Contents

1.0 Introduction

2.0 Objectives
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3.1 Difference between Population and Sample Ptmpor
3.2 Difference between Two Independent Sample Ptiops

4.0 Conclusion

5.0 Summary

6.0 Tutor — Marked Assignment

7.0 References/Further Readings

1.0 INTRODUCTION

In the last unit, you learnt the uses of the Z-tast the basic assumptions
underlying the use of the Z-test. You also did saralculations involving
some aspects of the Z-test. In this unit, you ledirn the remaining aspects

of Z-test. As in the last unit, you will need tave your calculator and Z-
table by your side. The test will be presentedatsral as you will find and
use it in the field or research.

2.0 OBJECTIVES
At the end of this unit, you will be able to:

I Calculate Z for the difference betweepopulation and sample
proportion.

. Calculate Z for the difference between two indeggnnédamples’
proportions.

3.0 MAIN CONTENT
3.1 Difference between Population and Sample Proportian
You have noticed that in the last tuninone of the variables treated

presented proportional data.  So in this sub-amd the next, we will be
handling scores or data that are related to prigpt
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Have you noticed that in research, there are ceviiables, attributes or
characteristics which are exhibited by some objettesearch that are
naturally dichotomized or that take on only twoued? There are also
certain variables, attributes or characteristicectvlare possessed by some
objects of research that are artificially dichoteed or can be assigned to

only two values. Now, think of some examples affsuariables, attributes

or characteristics which can be naturallgichotomized or artificially
dichotomized. For instance, when you talk abouatdge, your mind will go
straight to male and female. This is one of tixbaites that naturally
dichotomized. Again, when you play a lottery gayau either win or

loose; in a game of shooting, you either hit thggtor you do not hit the
target. These are some examples of artificialiypdiomized.

If in a population designated for atudy we have a proportion of the
population on one side and the remaining part ®fptfoportion on the other

side, then we can use this type of Z-test. Inghigtion, the proportion of

the population of the objects which possess ortgixbne value or attribute

of interest should be known. Therefore, the kngnoportion becomes the
population  proportion. This is usuallydenoted by the small letter p.
Hence, the proportion of the population which peses the other value of

the variable under consideration is denoted byeatter q. For example, in

a study where the variable is gender.lf a proportion of the target
population which is male is known, this becomewlpi)e the proportion of

the female will become g.

Therefore, to get g we use, 1 — p = g. In sucludystthe researcher may
decide to verify whether the sample drawn ‘belanthe populations’, is
typical of the population or is atypical of the pdgttion. The test to use is
FTp pTm

Pgn or g where P =sample proportion, p = known population
proportion, q = derived population proportion, namber.

Example 1

An educational consultancy firm developed a stasidad test which they

use for the entrance examination into the JuniopB8&ary Schools in a

state. The average number of pupils that takeetkasnination from all the

local government areas of the state is 24,00 Inone year, one local
government decided to find out if theistudents’ performance in the
entrance is significantly greater or otherwise ttl@performance of the

entire group of pupils from the whole state. HIe proportion of the entire

students who passed from at least the 250 marksf@@0 is 0.54, and the
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proportion of the pupils from the local governmaantnbering 500 is 0.60
(who passed with at Ileast 250), wuse hgpothesis to verify the Ilocal
government claim.

Solution:
I Proposed a hypothesis

Ho= The proportion of the pupils from the local gavaent who
scored at least 250 is not significantigreater than the

proportion of pupils from the entire state who scbat lest
250. (P < 0.05).

Plp
i z = JPgn P=060,p=054q=1p
q =1-0.54=0.46, n = 500

0.60] 0.54 0.06
nz= \/O.M(OAG \/0.2484

= 500
500
0.06-2.6919108
= 2.692
0.0222
Decision: 89

ztab at 0.05 = 1.96

zcal =
2.692

Since zcal is greater than ztab, we reject theathd accept theid it
implies that the proportion of the pupils from tbeal government who
scored at least 250 is significantly greater thengroportion of pupils

from the entire state who scored at least 250 D800.

Example 2

A publishing house has the reputation of havindg @#its products labeled
standard. In the last few years, the chief editent on retirement and a
new chief editor employed. This new editor claimesis better than the
retired one. The publishing house therefore sete80 titles from the ones
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published during this year’s production. Thededitvere subjected to test
by standard organization. The result shows thail@®f the 80 titles were
labeled standard. Is the new chief editor betdreaclaimed?

Solution:

I Propose a null hypothesis as follows: the proportf book titles
labeled standard, produced during thisar'ge production not

significantly different from the proportionwhen the retired chief

editor was on seat. (P < 0.05).

i 2=V P p=oss, p25-0.313
- 80

pan’

q=11p=11045 = 055

n =80
\/Q3L3LCL45 \ﬁm
= 0.45¢0.55 0.2475
- 80
— 80 S
10.137 = 2.4630808 = 2.463
= ,.05562214
Decision: .

zcal = 2.463. The absolute value =2.463

ztab= 2.000
zcal > ztab4 We reject K It means that the new chief
editor is

significantly better than the former editor.
Activity 1

It is on record that the proportion of studentsspas Technical Drawing

with credits and above in a school called UmunnedithirHigh School,

Etiti during the years is 0.56. Last year, a A@ghnical Teacher was

posted to this school, while the formeFechnical teacher resigned and
joined politics. The new Technical teacher boaged he was better than

the former. The school wanted to verify this cldignsubjecting the results

of his students to verification statiatig. 65 students took technical
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drawing in SSCE this year and 30 of them passdu evédits and above.
Is the new Technical teacher significantly bettemtthe former one? Use
the evidence to verify. (Check your answer atethé of the unit).

3.2 Difference between two independent Samples’ Propadns

You have noticed that in the last sub-unit, therest of the researcher was

on variables that have values which are dichotodhéther naturally or
artificially.  Can you list some of such objectscharacteristics that can
yield values which are dichotomized?

Activity 2

List some variables that have values which arealahized. Say whether
they are naturally dichotomized or artificially dmomized.

In this sub-unit, the focus is also on variablesclthave values that can be
dichotomized. But in this case, thewestigation is on the difference
between proportions of two independent saspl If you have worked
through the last sub-unit very well, you will have difficulty working

through t his.

Example 3

Two randomly selected troops of youthorps members were drilled in
physical exercises by the instructors irdur their orientation camping.
Troop A =50, Troop B = 48. By the end of the otaion exercises, 28

members of troop A and 32 members of troop B werdadled unfit to

undertake strenuous exercises. Verify whetheptbportions of the two

troops declared unfit for further exercises araisicantly different.

Solution:

Ho.  The proportions of the two troops declared unfitftother exercises
are not significantly different. (P < 0.05).

Pl p
Thetesttobeused:z\f nn)

Po(+
nn
1

2

2
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where P = np +PP.g=1-P
11

+n
— nt 2 —
__ 78 = 32.0.67, =50, n =48
Pa~50 0.56. Ps
=48
ID_(50>< 0,56)+ _ 28 32 60.16
- T (48x0.67) ~ + 9816 _
+ 98
50 48

= 0.6138775 =0.614

~q=1-P=1] 0.6138775 = 0.386225

= 0.386
/ 0.56] 067
~z= 0.614 x0.386(50+ 48)
X
50 48
— 1041 1011
= 1 x = 23.226392
0.237004 98 2400
2400 ——

10.11-71.1181691= ] 1.118

=,.0983751
Absolute value =1.118

Decision:- zcal = 1.118; ztab = 1.96; zcal < ztab. We ackkpt It
implies that the proportions of the two troops deatl unfit for further
exercises are not significantly different.  Italeans that the observed
difference, i.e. apparent difference, may be dusatapling error.

Example 4

An educational research organization dewdo an instrument called
Standardized Students Laboratory Interest Scalel§Sfor use in senior

secondary schools. In the manual, it was recondeckthat for effective

use of the instrument, it should be revised eviewyyears. In the second

year of its use, a school administered the instnirae a randomly selected



students offering sciences and numbering 150. siuments were asked to
indicate their opinion about the test. 0.65 ofshelents indicated the test
was very good. After five years i.e. in the seheygar of the use of the
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instrument, the school again selected 100 scigmncests randomly and
administered the instrument on them. The studepision showed 0.70
indicating that the test was very good. Do youltthis instrument needs
revision?

Solution:

Ho = There is no significant difference betw#em proportions of the
students who indicated that the instrumevds very good in the
second year and in the seventh year.

Ps=0.70. R = 0.65. B = 100, m = 150

! !
z= \pd N+ N P=1\pq N+N = (150 Xg.65)+ 100x0.70)
B B

150 100

—hA+ N—— N+ N

B

97.5+70-6825

— 15000 15000

= 0.455

.-.q:l\fP:1—0.455:o.545\/

0.70] 0.65 0.05
.~z = 0.4550.545(150+ 100) = X

0.2479 250
\ 158 100 250
0.05

— 0.05

61.99375 =,.247975
250

0.05-0.1004074

049797
08

0.101
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Decision: zcal =0.101 ztab = 1.96

Since zcal is less than ztab, we accept that ikare significant difference

between the two proportions. It implies that thetiament does not need
any revision yet.

Activity 3

Given the following as the result of a researchiedrout by Post graduate
student of a University:

Sample A, number 120, proportion 0.63.
Sample B number — 80, proportion = 0.75.

Are the two sample proportions signifidan different? (compare your
answer with the one at the end of the unit).

4.0 CONCLUSION

Having successfully learnt this unit, yowan now handle any type
research which needs to employ the use of thetZ-t¥®u can be sure you

are ready to learn the next unit which is goinpewon t-test. They are very
powerful tests in research and statistics.

5.0 SUMMARY

In this unit, you have learnt the remaining andatoding part of the Z-test.
In this, we have gone through how to use the Zvidsin we have to find
the difference between population and sample ptaps.  We have also
discussed how to find the difference between sashpleportions. You
will remember that we said that variables in tm# are those that have
values that can be dichotomized either naturallgroficially.

6.0 TUTOR-MARKED ASSIGNMENT

The proportions of male and female learners from@es’ sizes of 75 and
66 respectively from a distance education institutvho are addicted to
the use of coffee as a stimulant for reading arergas 0.35 and 0.24
respectively. Are these proportions significamtifferent? (P< 0.05).
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1.0 INTRODUCTION

In the last two units we discussed the z-test amtlisis a parametric test

which can be used when the number is large. #uhit, we shall look at
the t-test which is a more versatile parametrit tebhis is because, like the
z-test, it can be used for:

(@) the significant difference between popolati mean and sample
mean

(b)  the difference between means of two matchegbkzam

(c) the significant difference between meand two independent
samples etc.

The t-test applies in all situations where z-test be applied; like in large
numbers as well as when the number is not largs (fean 30). However,

if the number is too small (less than 10) t-testasreliable. Before we go

to the applications of the t-test, let us spediky dbjectives of this unit and
look at the origin of the t-test.
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2.0 OBJECTIVES
At the end of this unit, you should be able to:

I List the assumptions underlying the use of t-test

. Calculate the t-test for the significant differermmtween population
mean and sample mean.

iii. Test the difference between means of two matchexglss

iv.  Verify the significant difference between meansvad independent
samples

3.0 MAIN CONTENT
3.1 Origin of the t —Test

The t-test was developed to ensure minimum errdetermining the trend

of distribution if small samples are valved in experiments or studies.
Some of the times small samples mag hvrongly considered to be
normally distributed as the population they werandr from. In this case,

the ttest would be introduced to avoithe error which would have
occurred.

The t-test was developed in 1915 by a consultiagssician. William S.

Gosset who was working for Guinness Breweries iblDylrish Republic.

This time, he published an article in which he vearlout the equation of a

distribution statistics called t-distribution oudent’s t to determine the

nature and scope of distribution whose populatiamewice is not known

and therefore a non-normal distribution. Gosséliphed his work under

the pseudonym ‘student’ because the brewery heemddidr prohibited its

staff from publishing any works. Todaythe statistic is referred to as
student’s t-test or simply t-test.

3.2 Assumptions of the t-Test

Now that you have known the origin ofhe t-test, let us look at the
assumptions. The basic assumptions heme those conditions which

should prevail or be guaranteed if d&osions are to be wvalid. The
assumptions are the same with those which you @ in the z-test.

These assumptions are:

I The population from which the sample idrawn is normally
distributed.
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. The population variances as estimated by the sawplgances are
homogeneous

1 The samples are independently and randomly draswn the target
population.

iv.  The variables yield continuous values.

V. The sample size may not be large but not lesstdran

3.4 Difference between Population and Sample Means

CXImni D
This is given by the model t-test G \/ =

X 0O or
S nl1 4 X+ ( X)
n
Can you compare this formula with that of z-test?

Example 1

A psychometrician made a standardized test foroduBecondary School
students in Lokoja Educational Zone. He came otlit avresult saying t

hat the mean for Lokoja zone is 52%. Using a sampl=200, X =49.5
and S = 12, verify his claim.

Solution
1. Propose a null hypothesis that there 1 significant difference
betweenrthe poputation mean and the sample mgar at05.
G’man-that: = KX =49.5,S =124 =52%, p <0.05.
!
N 011 J
X 0=XI{ o -
S nl1 S
t= (49.5] 52) _ 25 199

S 4199 122 __

= 2.5x14.106736 35.26684-2.9389033
12
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You will recall that to take your decision, you Wikve to compare the t-
calculated (tcal) with the t on the table (tcalsing the degree of freedom

n-1 and the confidence level or alpha level of 0.0thereforettab at (199.

0.05) =1.96, tcal = 2.94. Since tcal is gredtanttab, we reject the null

hypothesis and accept the alternative othgsis H that there is a
significant difference between the population maad the sample mean.

Activity 1

A Technical Drawing class in a Comprehensive Cedllliegated in Jalingo

zone of Taraba State had 25 studentsThe teacher gave them an
examination which, based on years of use, had le@nn to have a mean

of 80. The result showed a mean of 84 and startkarition of 10 on the

test. Is the difference between this class medrttapopulation mean so

significant at 0.05?

3.5 The t-test for the difference between two means

When you draw up two samples randomly and/or inddeetly from a

normal population; if the variances othe sample as estimates of the
population variance are homogeneous or do notrdifgmificantly, then a

sample of the differences between means of passdi samples has a t-
distribution.  In other words, the estimated Vaitity of the differences

between the means of two random samples that carpdeeted due to

chance factors can be determined using t-testetovbether the observed

difference between the two means is likely to Ihenation of chance or not
t-statistics can be given by

— -
X1

1

t= w1 5 ,TO

XX( 1

where X, and X.are means of the two samples.
n and n are the sample sizes or numbers
mX,] X, isthe standard error of the difference between
means.

But it is not easy to get théM.  Therefore;-we convert the above
1

:J X1xt
formula as follows: t=3[(n [ 1)S+ (n | S  +n
! o2 )
+ I 2 n.2
(n n

r2m)()
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where S=" (X X)
nl 1

2
X

butifm>=nthentisgivenbyt='s s
1+ 2

n
n, ’

The most widely used formula is where the t-teshisulated directly from
the ra\\fv sores and it is given by

l
X%
t=  [4X ] (4«X x l@x n 1 1D
1 2 2)2/ ]
2 n n
+n ]2 ! !
N2
« ] 2 Iii
Where S= (X X)
nl 1
J— 1,

N \/

E‘/Jtifm:m:nthentisgiven byt=S+S —

1 2

n n
The most widely wused formula is wherthe t-test is calculated
directly —from the raw sores and it igiven by t =

!
X1 X
) . no1 1
4xX 1 (4 + 4X | (4X N
[ X yin] ) .
1 1 2 2)2/ ]
2€n n
+n ]2 ! !

N2

Where X] X, = the difference between the two means
2

4 X = the sum of the square of each X-scoreoug |
2
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4 X, = the sum of the squares of each X-scoreanm?2.
2

(4 X) = the sum of the raw scores in group 1 squared.
2

(4 X) = the sum of the raw scores in group 2 squared.

N = number of cases in group 1

N2 = number of cases in group 2.
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Example 2

Some researchers are interested in finding outffieet of two methods of
motivation on the learning outcome of students.eyltiecided to use two

randomly sampled groups of students from a pomnadf SSI students.

One sample group received motivation wadth A and the other group
received motivation method B. After a period ofi¢i, the two groups were
compared using a set of achievement tests. THudtseare as indicated

below:

S/N X 1 X2 Xa2

1 18 324 14 196

2 16 256 12 144

3 15 225 10 100

4 14 196 9 81

5 12 144 8 64

6 11 121 4 36

7 10 100 5 25

8 9 81 4 16
9 7 49 3 9

10 5 25

| 117 1521 71 671

w10 79

Solution:

i. Find the squares ofvand % scores.
i Find the sum of squares = :
T <X, and

ii.  Find their meansX, and X, X
Iv. Using the formula for t-test, we have

2

!
hn 11

1 X1 X
X
XXX )y + O
t= [a 2
2yl ]

+n ]2
N2
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11.70 7.9
\/ 1 il T 11
-V1521 (10 671 (9) 9
10
10+9 2
3.8
(15 ; 19
\ ¥
21
+
- 1368.9)+ 5690
] (671 0.
17 1)(
3.8
19
= \/(15 1190y
2117 O.
+ 9)(
J 3.8
3.
8 —
= 263(0.21111) = X
17 15.470588 2111
3.8 3.8

5.2659959 1.0072067

t=3.7728105 =3.77

If the null hypothesis H is that there is no significant difference between

the means of the two samples that received theypeas of motivation;
degree of freedom (df) =i -2=10+9-2=17

alpha level = 0.05
tcal = 3.77 and ttab = t(14, 0.05) = 2.110
therefore the decision will be:

since tcal >ttab we reject that there is no sigaifit difference
between the two samples.
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Activity: 1

Two groups of pupils in a primary school took atitape test and the
results are as follows:

Group 1 |40, 35, 45, 25, 30, 20, 15, 18, 38, 29, 30, 41
Group 2 32,40, 22, 38, 25, 31, 37,41, 29, 15,19, 14

1. Find the t-value
2. Determine if the two groups are significantly dréat.

3.5 Difference between two matched sample means

In the previous section, we considered researahestin which the two
samples are independently drawn from their respeg@ipulations.  But
sometimes research studies are concerweith two samples which are
related to each other. These can be as a res@peéted measurements

design, in which case, it could be pre-test, pest-dlesign or using the

same subjects in a sample under different treasr@ntonditions. It can

also be a case of matched pairs design in whiah tb@sindividuals in the

two samples are matched on one or more variabhelgriconsideration.

The formula to be used Ts/Lt.I_l where” d= the mean of the
= d

S
difference in scores between pairs of matched\/ulaﬁens.i

2

2
S = standard deviation ¢ | (4 d)
n d
n
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Example 3

15 students were given two tests, one in hlaiatics and the otherin
Technical Drawing. The results are as shown. Rihdther the two scores

are significant]y different.
N X X d d

1 48 40 8 64

2 25 30 -5 25

3 36 28 8 64

4 17 21 # 16

5 43 40 3 09

() 45 46 -1 01

¥ 34 30 4 16

8 33 29 4 16

9 29 27 2 04
10 22 25 13 09
1n 26 18 8 64
1p 10 08 2 04
1B 17 19 12 04
7 09 07 2 04
1b 24 18 6 36

4 _ 32 363
32
dz .
1I — L

Solution:

I Propose a null hypothesis like: there is no sigaiii difference
between the two sets of scores from the students.

i, Find the d = difference (linear) betweenatd X in the Composite
table.

i Find d = mean of d4 d =21

iv. _
-n

Find < d =336
V. Find S £ standard deviatijn using

4 > 2 I
4 X = =
n x (X)) = 15336 1024 4.225
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Vi. substitute for t :d"g '

_ 7\/1_ 2.1x3.7416574
= 4.225

14
4.225

7.8574805 1.859758698 1.86
4.225

Decision:

tcal = 1.86. tcab at t(n-1, 0.05) = t(14, 0.05).£45
tcal is less thanttab. Therefore, we accepg,Hineaning that there is no

significant difference between the two sets of esor
Activity: 2

Given the two sets of scores generated in an grgetiby 20 studentsinag

classlas follows:

SN|1 2 3 4 5 6 7 8 9 10 1118214 15 16 17 18 19 20

X 55,20,31,48,18,15,22,42,19,25, 32, 45,50,3814339, 42, 51, 11
Y 65,42,46,60,25,20,20,40,20,30, 38, 50,50,36285 41,45, 55, 10

Find out if the two set of scores are significamtifferent.

4.0 CONCLUSION

We have said that for small samplespme statistics exhibit sampling
distributions that depart from normality in varioways. The student’'stis

a small-sample statistical test. It can be usqulace of z-test for large

samples. Itis defined like the z as the ratia diviation from the mean or

other parameter in a distribution of sample statisto the standard error of

that distribution. You can therefore use the t-tessmall samples and in

place of z for large samples.

5.0 SUMMARY

In this unit, we have said that the t-test was bigax to ensure minimum

error in determining the trend of distition when small samples are
involved and even large samples. Recall thaydor conclusions to be

valid there are some assumptions that should begiesed. It is used in all
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situations where the z-test can be used and everewhcannot be used
like when the number is small.

6.0 TUTOR-MARKED ASSIGNMENT

Pretest [1015372940332516201115 % 8

Post-test 6042 61 37 3558 44 37 50 15 35 10 45

Test whether the post-test is significantly diffarecom the pre-test.

7.0 REFERENCES/FURTHER READINGS

Ali, A. (1996) Fundamental of Research in Educatiwka, Onitsha.
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MODULE 5 ANALYSIS OF VARIANCE (ANOVA)
Unit 1 Introduction to Analysis of Variance

Unit 2 Applications and Uses of Analysis of Variance

Unit 3 Two-way Analysis of Variance

Unit 4 Analysis of Co-variance (ANCOVA)

Unit 5 Prediction and Regression

UNIT1  INTRODUCTION TO ANALYSIS OF VARIANCE
(ANOVA)

Table of Contents

1.0 Introduction

2.0 Objectives

3.0 Main Content
3.1 The Analysis of Variance (ANOVA)
3.2 The Sum of Squares
3.3 Mean Squares
3.4 TheF. Ratio

4.0 Conclusion

50 Summary

6.0 Tutor-Marked Assignment

7.0 References/Further Readings

1.0 INTRODUCTION

Through out the last module, you learnt the Z-éest the t-tests statistics.
You noted that these tests are used to test théisance of the difference
between the means of two random samples. In otbats, these tests are
used to decide whether there is any relationshipbequal to or not equal

to, greater than or not greater than, between samphns and the samples’
population mean or two populations’ means, in witiake we use their
samples means as estimators. You can see thathnog these cases only

two groups or two means are compared. But masteofimes, in research
studies, more than two samples can be involvedor ifstance, there are
experiments where three or more treatment grougsb@anvolved. This
means that two or more treatment levels and a @lostrangement, or even
three or more different treatment groupmay be involved in
experiment. This means that there are three oe m&ans to be compared.
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In this case, Z or t-tests are ruled out. Thereftre appropriate technique
or test to use is called Analysis of Variance (AN&YV In this unit, we

shall discuss some of the uses and applicatioANGIVA in relation to
educational researchers.

2.0 OBJECTIVES

At the end of this unit, you should be able to:

I Explain the concept of Analysis of Variance.
. Describe the sources of variances in ANOVA
iii. Explain the sum of squares

V. Explain the mean squares

V. Define the F-ratio.

3.0 MAIN CONTENT

3.1 The Analysis of Variance (ANOVA)

In the last unit, you learnt the uses and appbeoatiof the t-test and you

noticed that it can only be used with only two ngean The analysis of

variance which is also called one wagnalysis of variance (one-way
ANOVA), like the t-test can be used in a two-sangteation. When it is

used with only two-sample means, it is mathemadsieguivalent to the t-

test. So, you can wuse it in thelacp of ttest. But ANOVA is most
commonly used when there are three wowore samples. It is a more
versatile statistical technique than thetest. In fact, most statisticians
prefer to use it even when there are only two sampllt is one of the most

widely used statistical tests. It is used for canmy the significance of the

differences between two or more indepahdemeans. The underlying
assumption is that the independent meamse bound to be different.
Therefore, ANOVA enables us to determinehether such variances or
differences are due to chance alone or samplirng errindeed as a result

of the effects of the independent variable on #ygethdent variable. This is

very effective especially if the studys a true experimental study that
involves two or more groups. Now, think of a sttaa where you have six

groups and you decide to use t-test, it meangithiag it pair wise would

be cumbersome as you may have to do it severastini® avoid this, we

can use the ANOVA especially to test whether argeoled differences

between groups or error terms are significant or no

Note that the general rationale for the usekANOVA is thatthe total
variance of all the scores or data in an experiaiettdy can be separated
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and attributed to two sources. These sourcesvar@hce between groups
or variance among groups’ and ‘variance within gu

I Variance within groups reflects the spread of ssa@redata within

each of the number of groups. It presents differences among

subjects that have nothing to do with the indepahdariable in the
experiment. It is sometimes called error variance.

. Variance between groups reflects the magnitudaetiifference
between the number of group means. It may bealtleeteffect of
the independent variable or just a function of cean

You will remember that we have said earlier thatpkrpose of ANOVA is

to establish whether the variation between grospg&ely to be a function

of chance or not. There are three types of ANOV&dels. These are the

random model, the fixed model and the mixed modddgcause the fixed

model is the one which is most widelysed in educational and
psychological researches, our descriptions heleo@ibased on the fixed

model. Again, the mathematical considerst and derivations of the
statistical technique and formula are considergwihe the scope of this

course. So we shall only touch a small aspedti@pbssible application

and uses of the ANOVA statistics.

3.2 The sum of Squares

The sum of squares is the basic ingredients oAN@VA procedure. Itis
the measure of variability which is analyzed herdt is the total of the
squared differences or the deviations between af sedlividual scores and
a mean. Look at this notatigiXzor> (X - X)2. What does it represent?
You will recall that it represents sum of squaresn ANOVA, sum of
squares are not represented like that, rather byesdion the symbol SS is
used to represent sum of squares. Now let usdotie various types of
sum of squares as are used in ANOVA.

i. Total sum of squares: This is represented by the symbol SSt. It
refers to the sum of squares of theeviations of each of
observations from the grand mean. The mean d¢halécores taken
togetheras a group is called the grand means régresented by the

symbot- X However, the total sum of squares is given by=SS

>(X- Xt )2 where SSt = total sum of squares
- X = an individual score
Xt =the mean of all the scores (grand mean).
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i Sum of squares within groups: This is also symbolized by SSw
It is a component of the total sum of squaras ¢hn be calculated.
It is a basic component of the error term.  has related to any
difference in treatment. It can be found by calting the deviation
of each individual score in each group from the mefats own
group and then squaring and adding up the squanadtmns. Itis

X1 %2 (b I
given by SSw S ( — XXy +T(XX): +
S(XI X)2..3( X1 X)2 where SSw = sum of square within,

X, =the mean of the first group,xz = the mean of the second

group, X. = the mean of the third group etc.

X. = an individual score in the first group
X. = an individual score in the second group

X. = an individual score in the third group etc.
n = number of groups.

ii.  Sum of squares between groups:This is the variability from
group to group represented by SSb. It is alsonaponent of the
total sum of squares. It is the varmtibat may be due to the
experimental treatment which is sometimes calledtinent S§ It
IS got by computing the sum of squares of the diewia of each
separate group mean from the grand mean. It idiyeghe formula

! ! [ )s...toall the
S M KX)2 +nXX)2 +nXX

groups, where

SSb = sum of squares betwegkthe mean of the first group.
X1 = the mean of the first group

X. = the mean of the second group

X, = the mean of the third group etc
m_ = the number in the first group,
e = the number in the second group, etc.

X=the mean of all the scores.
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Activity 1

I What is the analysis of variance?

. What are the two sources where in edrmental studies are
attributed to?

iii. What do the following mean? SSt, SSw and SSn

Answers to Activity 1

I Analysis of variance is a versatile ttesvhich is widely used for
comparing the significance of the differences betwi&vo or more
independent means. It helps us to determine wh#tkerariances
or differences are due to chance alone or sampliray or as a result
of the effects of the independent variable on yeethdent variable.

i, Variance between groups and variance within groups

iii. SSt = total sum of squares
SSw = sum of squares within groups
SSb = sum of squares between groups.

3.3 Mean Squares

The sum squares between and within can be usesstwide estimates of
the population variance in ANOVA. These are theedito verify the null
hypothesis. If the SSb and SSw are divided by #ygpropriate degrees of
freedom in order to obtain the estimates of vaeahat are needed, the two
variance estimates are called mean squares. syimbolized by MS. Just

as we have SSb and SSw, in the same way we haveeidue square for

within groups and for between groups. What do tynk will be the
symbols?

i. Mean square within groups: This is the estimate of the variance
derived from within groups’ data. It is given by:

BV gy
MSwW = g = I
N K
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Where SSw = sum scores
of squares within K = the number of groups

roups
Jrotp N -You will have to note that N-K is given as the nuenbf degrees of

total number of freedom associated with the within-groups sum obses because
the degrees of freedom for the separate groupsuanened up. So if
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the number of degrees of freedom for each grouapliand for K
groupsthen(n —1)+(n —1) +....+ (nNk=1)2n-k=N-K
degrees of freedom.

il Mean square between groups. MSb: This is thmate of the
variance between groups. It is given by the foemul

S

MSb =4, =«SD] 1 - where

SSb = the sum of squares between groups
K = the number of groups.

Again, you will have to take note that K-1 is thewber of degrees

of freedom associated with the between-groups dusquares. This

Is because there are K means and 1 degree of freisdost by
subtracting the grand mean from each group meais pbssible to

add the degrees of freedom for boththe witlmd the between
groups in order to make it significant. Thus, N=-IN — K) + (K —

1) i.e. Total Within + Between.

3.4 The F-Ratio

In the last sub-unit 3.3 you learnt about the negrares = MSb and MSw.
M.

F can be defined as the ratio of gy

The number in this F-ratio can be influenced bydhserved differences
between the groups, while the denominator repregbeterror term since it

is derived from variation within groups. This F-ratio is used for the
comparison of the estimate of the population vasaserived from the

sample between-groups data MSb, to testimate of the population
variance estimate derived from the sample withimugs data, MSw. Note

that as the difference between the groups’ incsedke F-ratio increases.

In this test, ANOVA, the null hypothesis that igified is that the sample

means being composed with the F-ratisze anot different from what is
expected from random samples from theames population. It means
therefore that if the null hypothesis is true, tiles variance estimate based

on the differences between groups and the variestb@ate based on the

difference within groups will tend to be about #@me. This is because

both of them are estimates of the eantommon population variance.
Therefore, any difference in the two mean squa@ddvbe the result of

random variation. You will thus expect the ratidSb/MSw to be about
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I. When there is a genuine difference betweemgtbaps, the MSb or the
variance estimate derived from the variance of gsaneans around the

grand mean is markedly greater than the mean sgutii@ groups or the

variance estimate derived from the variation ofresavithin each group,

and F will be considerably greater than I.  Asdifeerence between the

mean squares increases, the F-ratio increasefamidbability that the

null hypothesis is correct, decreases. It is ovilgn the values of F are

greater than | that they would be considered adeene against the null

hypothesis. Before we continue, let uysause so that you can do
activity. Do not proceed until you are throughhwiit

Activity 2

I The ratio which is used to test hypothesis in NOM#écalled.....
. What is the mean square?

iii. What is the symbol of mean square?

iv.  What are the two types of mean square?

V. What is the formula for F-ratio?

Answers to Activity 2

I F-ratio

. Mean Square: the division of the SSb and SSw iy #ppropriate
degrees of freedom in order to obtain the estimataesh are called
mean squares. It is symbolized by MS.

iii.  The symbol of mean square = MS

iv.  The two types of mean square are

a. Mean square within groups MSw and
b. Mean square between groups MSw
MSb

The formula for F-ratio igisy
4.0 CONCLUSION

In this unit, we have treated the analysis of var@awhich is widely used
statistical test. This is because it is appropriat testing hypothesis about
means in a variety of experimental situations.cat be used with only two

groups as well as with more than twgroups. It is therefore a
versatile test than the t-test.
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5.0 SUMMARY

In this unit, you have studied the analysis of alace (ANOVA) otherwise
called one-way analysis of variance. You have s$eahit is used to test

the statistical significance of differences betwesrans when more than

two groups are involved in an experimental resear¢he total variance of

all the scores or data in an experimental studybeaattributed to two

sources. These are variance between groups aiade@within groups.

The sum of squares involved in ANOVA are total sefisquares SSt, sum

of squares within groups, SSw and sum of squaregkea groups SSb.

You also learnt about the mean squares which cavitban and between
groups, MSw and MSb. The F-ratio which is the testiypothesis in the

ANOVA is given by F = ‘MSh. In the next unit, we shall be applying all

MSwv
these in some calculations involving ANOVA.

6.0 TUTOR-MARKED ASSIGNMENT

I What is the full meaning of ANOVA?

. Where does ANOVA apply?

iii. What is the sum of squares?

iv.  What are the 3 types of sum of squares?
V. What is the mean square?

vi.  What are the 2 types of mean squares?

7.0 REFERENCE/FURTHER READINGS
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UNIT 2 ANALYSIS OF VARIANCE — USES &
APPLICATIONS
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1.0 INTRODUCTION

In the last unit, you learnt that the analysis afiance has to do with
variance of population as estimated by the sampkagance. You also
noted that the purpose of ANOVA is to establish thbethe variation
between groups is likely to be a function of chaocaot. We looked at
the variances — total variance, variance withirugsoand variance between
groups. As you know variance of a populationamgle is calculated
based on sum of squares: total sum of squaresptaquares within and
sum of squares between groups. You also learnitabe F-ratio which is
used to test hypothesis in ANOVA. In this unit, sfell try to apply and
use the ANOVA test. This will enable you master #ipplication.

2.0 OBJECTIVES
By the end of this unit, you should be able to
I Explain the computational formula for sum of sqsare

. Calculate the F-ratio w hen given the data
iii. Verify hypothesis involved with ANOVA
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3.0 MAIN CONTENT

3.1 Computational formula for Sum of Squares

In ANOVA, calculation of F-ratio involves only getg the sum of squares

total, sum of squares between groups and sum afssjwithin groups.

From these, we can obtain the meanuarsq between, the mean square
within and finally the F-ratio. You do not needfitod the deviation scores

as this will waste a lot of time. stead, we shall introduce a simpler
method which involves dealing directly with the ragores. Now let us list

the steps to follow.

I Calculate the total sum of squares (SSt) using

SSt= 4 _ x-4 XY
N
where N = the total number of observation ti"s+...nk = N)

. Determine the sum of squares between groups giyen b

2 (4 X 2
SSb A X+ 4 X2l X2l X+ X )
-
n, n, n, n, n, N
where < X,= sum of the first group. 4 X=sum of the
second

group etc. n= number in the first groupz & number in the second

group etc. 4 X=sum of all the scores. N = total number of ssere
i n™"s..+ nk.

Determine the sum of squares within groups given by

4 X,) ) (4 X,)? . X, )

SSw =4« 21 +4 2
X, X, 4 X

n, n, N

You may not need to use this formula becausedtniger, except to

use it as a check or verification formula, but an&mple short cut

to this formula is to use SSw = SSt - SSb. Thiamsehat once you

compute the total sum of squares and the betweaarogsquares,

you then subtract: SSt — SSb or get the within etisguares. Note

that the null hypothesis to be tested is given by =0~ 0, wWhile

the alternative hypothesis is that na@ll means are equal (

(0, O, o).

2]
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3.2 Calculations for illustration

A teacher in his research study set out to findeffifiect of group projects,
class project and individual project works on |leéagroutcomes of students.
He used Technical Drawing for his experiment; atehd he generated the

ata below:-
BP=X1]115013 112 14 10|18 40 19 11|9 _ 7113119204815 16 18]20
CP=X2|120016 1811 1618 12 14 15|191011 4 _|ep 2|O 14 1319
IP=Xs 1015191014 13161711121814179 57 1141103

In this experiment, the teacher wanted to findibtitere are any effects of
these projects on the students’ performance beitliree samples belong
to the same population.

Solution

i. Propose a null hypothesis. ThushHi, =0, =0 H =07, 0, 0O,
3 1

. Complete the composite table by adding the squares.
iii. Find the sum of squares.

() 4 X= 271+267+255= 793

(i) < X= 4185+ 4091+ 3511=11787

v Find the total sum of squares. It is given-b

SSt= < (4 X)2 =11787] (793)°
xi N
117g7] 628849
_ 60
117671 10480.816671306.18333

v. Find the sum of squares between
2 2
A )_(ex_?, <« (4 |
( Xt + 2y (X7 X
SSb = n, n: n, N
27 267 255 793
+7__ +
20 20 20 60

4

= 1 10487.75]
= 2 3672.05+



10480.8166%=  6.933
3564.45+  3251.25] 10480.81
667
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= 13.55 13.35
X 12.76 2 2
2
X XK:Ks
X, X, X

1 13 20| 10J225 40Q 100

2 14 16] 15|169 254  22%

3 14 18 19144 324 361

4 14 11] 10J196 121 100

5 1 16] 14j100 25 196

6 14 18] 13|324 324 169

7 20 12| 16}400 144 256

8 19 14| 17|361 | _ 194 289

9 11 15 11j121 229 121
10 09 19 12| 81 | _ 361144
11 0] 10[ 18] 49 109 324
12 13 11 14]169 123 196
13 19 04] 17|361 1p 289
14 20 06[ 09}400 3p g1
15 04 09 05] 16 8IL 25
16 04 02 07] 64 Op 49
17 04 20 11 25 40Q 12}
18 1 14| 110|256 19¢ 100
19 14 13 14|324 169 196
20 20 19 13400 361 169

< 271 267 255 4985 4091 3511

Vi.

Find the sum of squares within

SSw = Total SS — Between SS = SSt — SSb = 130631883033 = 1299.25003 =

1299.25
S -
6.9333 6.9333
. . = = 2 3.46665
vii. Find the mean square between MShl4 |
3 1——
viii.  Find the mean square within groups
NS?’:( _ ;229: 129 55 7938 =27704
MSw = ' 59
5 5
! 57
60 3
MSwv  22.795
ix  Find the F-ratio =M3-3,46665



0.152079403% 0.152

X. It is a convention to show the result of the ANOWa summary
table. This is done below:
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P
Source of Variation | _Sum of squareg_ df | Mean of square| F
Between Groups 6.933 2 3.467
Within Groups 12.99.250 57 122.784 0.152 | 0.05
Total 1306.1833 59

You will note that

i. The sums of squares in the @lumn are divided by the degrees of

freedom df in the 8 column to get the mean squares ihe t
4incolumn. To get the F-ratio, divide ethmean square between

groups by the mean square within groups.

. The final step is to take decision. Do you rementbat we said
about F-ratio being less than 1.  Now, our F-rafi®.152 is less
than 1, so it is not significant, we do not needado the table. It
means therefore that whenever the F-ratio is lems 1, we accept
the null hypothesis and conclude thahere¢ are no
significant
differences between the means of the treatmengpgrou

So from the composite table, you see that meanditieeent yet the
differences are not statistically significant.

3.3 Another illustration

You have worked through the illustration in subtR where there are
three groups. Now let us use the result of a rekaa which four groups
were invplved.

GP™ (108 [7 [6 |9 |5 (109 |8 |6 [4 |3 |2 |7 [5
GP%:°9 10107 819 |5 1914 |3 |8 |5 |6 |3
GP3=X8 9 10107 5 6 7 8 105 7 3 9
Gps 48 7 9 2 4 103 2 1 5 3 8 9 10
Solution:

i. Propose a null hypothesi$l= 0= 0= 0= 0O
. Complete the composite table as shown.

iii. Find the sum of squares:

(@) OX= 994104+116+86= 405
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(b) O X=739+ 804+ 836+ 632=3011

\Y Find the total sum of squares

: 4 16402
(O X) (405) 3011l 64025
SSt=0Ox] N =3011] 60 = 60
= 3011] 2733.25277.25
V. Find the sum of squares between groups

@OXKOX Yox yox ° 0O °
SSh= ' + 2 4+ 3 1+ 4 (X)

n, n, n, n. N

o9 104 116 8 , 403
+ + 1

+

15 15 15 15 60

653 721.067+897.06 493.067] 2733.75 = 30.851
4+ 7+

Vi. Find the sum of squares within groups
SSw = SSt-SSh=277.25 — 30.851 =246.399

vi..  Find the mean square between group MSb

30.8 308 K1
= = 10.283 —_—
51 51 -~
! 3 —
4 1
vii. Find the mean square within group. MSWI _
B N K
246. _ 246. _
399 = 399 = 4.399982143F 4.400
! 56
60 4

IX. Find the F-ratio =M%-10.283 2.337
MSw 4.400
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2
Al XX 5 X X4 X X

ixla— 1101008 64 |2 |04 |5 [25

2 8 [64 19 |81 |8 |64 |8 64

3 |7 149 | 10| 1009 811 7] 49

4 16 136 1101 10010 100 9 81

5 Q |81 |7 | 49| 10[ 1002 04

6 5 12518 | 4]l 7| 49] 4] 16

Z 10 1100 of g1 5 | o] 1 10

8 lo [a1 |5 [25 [ (38 |3 |00

a 18 laa la (81 |7 (40 |2 |oa

1016 364 | 16] 81| 64] 1 01

11 14 16 1 3 |09 |10 | 100|5 25

12 13 100l 8 |laa |5 |25 |3 |09

13 12 [oals |25 |7 149 |8 164

14 |7 |40 ]l 6 |36 |3 |09 |9 |81

15 15 [ 2513 (09019 (811101 10

< 99 739 104 804 116 836 86 632
X Presentthergsuttina summary-tabte
Setree-efvaraton—1-Suref-saquares —Mean-satare—— P
Between-Groups 36-85% 3 16283
YWhathimrGroups 246-399 56 AAG0—2-337F 065

Total 277.25 59

Decision
For Ftab, go to the table for F-ratiounder d.f(4-1) = 3, go down
this

column until you get to the row entry of (60 — 4%6. That is, the point of
intersection of 3 and 56. The top value is fos0ahile the value under is
for 0.01:
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Activity 1
—Given the following results _comuplote the {ablANFON A 5
Source of variation | _Sum of squares  d-f| Mean square F
Between Groups P 0.05
Within Groups 3129.50
Total 3480.12 41
I What is the between groups sum of squares?
. What is the within groups degree of freedom?
iii. What is the mean square between groups?
\2 What is the F-ratio?
V. Is the F significant at the 0.05?
Ancwar tn Actinatnvys 1
LLRE=AA A IS I_\ULIVIL] ==
Source of variation | Sum of squares f Mean square¢ F P
Between Groups 35-.62 2 175.31
Within Groups 3129.50 34 80.24 12.18 | 0.05
Total 3480.12 41

I SSb =3480.12 — 3129.50 = 350.62
. Within group d-f =41 -2 = 39
li. ~ MSb=2350.62|2=175.31
. MSa = 3129.50139 = 80.24
v.  Feraio= "= 175312.18482053&  2.18

MSw

80.24
V. Fcal =2.18
Since Fcal is less than Ftabthe F is not significant at 0.05.

4.0 CONCLUSION

You have seen the computational formula for gettivegF-ratio. You have
also seen the illustrations and calculations ofRftest. The onus is on you
to apply them in your experimental researches.
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5.0 SUMMARY

In this unit, you learnt the simplest method ofca¢dting the F-test. This
involves:

Xy

i. calculations of the total sum of squares uS&g= 0 X N
ii. determination of sum of squares between usiBg §

H—=
X, Xy o X ( X)
[
[
n- n? - n«x] N

iii. Determination of sum of squares within usf@§w = SSt — SSb.

These have been illustrated for you to study. #lso learnt how to find
the E MSb and how to verify the result from the F table. islis one-

usingusw
way analysis of variance. In the next unit you wé studying the two-way
analysis of variance.

6.0 TUTOR-MARKED ASSIGNMENT

Using the data below determine whethéne means are significantly
different.

X1 10,9,8,7,12,10, 11, 12,9, 8,5,4,6, 3, 7.

X2 4,6,4,8, 6, 4, 5, 7, 10,11,9, 3%,5.
Xs 5,2,8,7,10, 2, 1, 4, 3, 4, 8, 12

7.0 REFERENCES/FURTHER READINGS
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UNIT 3 TWO-WAY ANALYSIS OF VARIANCE
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1.0 INTRODUCTION

You have studied the one-way analysis of variamckiis applications and

uses in the last two units. You learnt that anslg§variance (one-way) is

a widely used statistical test used with two or enaumbers of groups. Itis

used mainly to investigate the effectf @®ne independent variable on a
dependent variable. But you know than nature more than one
independent variables may affect the dependerdbari In such research

studies, where multiple effects of variables ondependent variable are

studied may require a more complex analytical toothe treatment of the

data obtained from such studies. In this unitdfoge, you will be learning

the Factorial ANOVA and the computations involved.

2.0 OBJECTIVES
By the end of this unit, you should be able to:
I Explain the two-way analysis of variance

. Identify situations in which a two-way ANOVA is u$e
iii. Calculate F-ratios in a two-way ANOVA problem.
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3.0 MAIN CONTENT

3.1 The two-way Analysis of Variance

This is a technique employed to test the presenogherwise of some

treatment and interactions effects in eskpents where two treatment
variables are involved. In other words, each stbjethe study is exposed

to one of the levels of one of the variances, arallevel of the other.

There are some true experimental designs whichveube use of more

than one level of independent variable and to aqunsatly investigate their

respective effects on the dependent variables.anyiresearch, where the
investigation of the multiple effects of variabtas the dependent variables

are involved require a more complex analyticalistigal tool for treating

the resulting data from such studies.You have to note that any
experimental design study where the ingason of two or more
independent variables are involved is called aof#tdesign and the data

obtained through the use of such design and treeatdained through the

use of such design are treated by nseaof Multifactor Analysis of
Variance, otherwise called MANOVA. Now let us givere explanations

in the next sub-unit.

3.2 Factorial ANOVA

You have now known that one-way ANOVA is used talfout the effect

of one independent variable on a dependent variabBut you know that

the effect of a single independent variable alar@ot be the same with

the effect when interacting with anotheindependent variable. Let us
consider one example. You know that the effecegsrof a given teaching
methodology can depend on a number of other vasablThese variables

which can contribute to the effectiveness includeivation level, sex of

the students, ability level, the size of the clésaching materials or aids

and even the personality of the teacher. Thisigsghat two independent
variables in combination may have an effect whigdymot be accounted

for by the effect of the two independent varialtden separately. When

two independent variables are combined, they pr@dmnceffect which is

called INTERACTION. Some of the timeswot or more independent
variables can be manipulated at the same time sodetermine (a) their
independent effects on the dependent variable [@nithé interaction effects

of the variables in combination. There are soyradvantages of these
combinations. These include:
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0] In one experiment, you can investigate independamables which
would ordinarily require two or more separate ssdi You would
also get the measure of the interactiamf these variables which
would not be possible if the analysis is done ipesate experiments

(i)  Inany experimental design with two indepenteariables, these
may be manipulated in the experiment anly one may be
manipulated and the other used as antr@ variable. Take for
instance, where such variables Ilike seage, home background,
intelligence, family status, geographicalocdtion, experience etc.
can influence the independent variable, they camdmporated in
the study as an independent variable thereby ggasra control
measure. This control function is an advantage.

In an experimental design of this naturthe independent variables are
called factors. The statistical methodsed for the analysis of the
independent and interaction effects of these indgget variables or factors

is called Factorial Analysis of Varianceor Multifactor Analysis of
Variance. In more complex designs having mora the independent

variables or factors where each variable has twoare possible values,

such possible value of the independent variabtalied a level. Take the

case of three methods of teaching and two leasitngtions. It means that

we have 3 levels for the first factor and 2 levfelsthe second. That means

3 x2designs. Where the subjects are furtlessdied into male and

female, then we have 3 x 2 x 2. Now, let us gthéocomputations and

illustrations.

3.3 lllustrations of two-way ANOVA

A teacher wused four groups of randomkelected samples in his
experimental study. Group one was taught Techilcaving with project

method and class evaluation, Group two was projthod and group

evaluation, Group three has talk and chalk methitidl elass evaluation

while Group four has talk and chalk method withugr@valuation. The

following results were obtained:
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Class Group
Evaluation Evaluation -
Project |I 12 2 10 0 X= 72,% =10.286n= 7
Method X1 10 11 _ _
0 X,= = =
11 9 62, % 8.857n, 7
12 X, 7 0X=51,X= 7.286,n=
9 5 | OX=60X= 8571n=
10 125 Xr=72+62=134
80 72 8
Takand |3 4 [ 62 Xr=134|14= 9.571
Chalk 6 4 10
O Xr=51160=111
Method 5 11 | 7 | 3
Xs 7 9 | Xr=111 |14= 7.929
8 Xa 10 Xc= 72+51=123
10 8 Xc=12314=8.786
1551 7|
26D xc= 62+60=122

XCc=

1 YTAtal

134
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122 |14= 8.714

X (grandmean) = 8.75
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After getting the totals and the means shown abibneenext step is
to get the sum of squares as in ANOVA.

2

Xl Xlz X2 o
12 M40 100 0 X’= 754+ 584+ 411+ 540= 2289
10 100 11 121
11 121 9 81 2 ’
O0X? 245 60025
12 144 7 49 —( ) S = 21435
9 81 5 25 N
10 100 12 144
— 8 — $4—8 — 64
OX=72 [OIX, =764 | O X— 52 [1X, — 538/
Xa X 2 X4 X 2
4 1p 10 100
6 3p 11 121
5 2b 9 qd1
7 4b 10 100
8 5] 8 q4
10 100 7 49
—11 — 121 —5 — a5
0 X= 51 0 Xz2=411 0 X= 60 0 X.=540
0
( X)2 -
. = 2289 214 145.2
ind SSt= 0 Xy ! 3.7 5
* o > 0 ° O O 2
2
OX) (x) (x) (x)2 (X)
FindSsb=, + , + n + p | N
72 62 51 60 245
+ +
+ ] -
7 7 7 7 28
= 740.571+549.1 371_571+514.286I 2143.731.821
43 + =

Find SSw = SSw = SSt — SSb = 145.25 — 31.821 #13.429

Find SSbc = sum of squares between columns

@OX ?* 0OX

2

2

2



Ay (O X) 12 12z  24&
= m * n ! N =14+ 141 28
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= 1080.643+1063.143] 2143.75= 0.036
Find SSbr = sum of squares between rows

'('E—X_)—Z —@—X— > 2 2 2
1 2 )0 X) 134 111 245

= * n. I N ===+ 14 ] 28
- 1282.571880.071] 2143,718.892
+ 5=

Find SSrc = Interaction sum of squares
= SSrc = SSb=(SSbc + SSbr) = 31-8@1036 +
18.892)
= 31.821 — 18.928 £2.893

Find the degrees of freedom

df for between columns=c-1=2-1=1

df for between rows sum of squares =2 — 1 = 2=11

df for interaction=(c-1)2-1)=(2-1)(23+41

df for between groups sum of squares = (K — 1)=14=3
df for within groups sum of squares¥n — 1) = (77— 1)+(7 —
1)+(7-1)

df for total sum of squares =N -1 =28 - 127

Find the mean squares. Each of the three suntpafes is divided
by the correspondence df to get the MS. ——

i. MSc = Mean square for columns ~— $3c-0.0360-036-

df 1
i MSr = Mean square for rows SSr-18.892 18892
df 1
i.  MSrc = Mean square for interactionS¥¢-12.893 12.893
df 1
iv. MSw = Mean square within
S_ 1 _ 113.429
S 14 24
w 3.
N 41
23
I K 07
!

28
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Source of Variance Sum of sq df |Mean sq F| P>0.05
Between columns 0.036 1 ]0.036 0.008
Between rows 18.892 1 ]18.892 3.997
Columns by rows(Inter) 12.893 1 [12.893 2.728
Within groups 113.429 24 4,726

Total 145.25 27

NB: For F-ratio, we use:

i For columns @MS-0.036 0.008
MSwn 4.726

i. For rows MS-18:892~ _3.997

MSw 4.726

i For interaction =MSc-12.893 2.728
MSw 4.726

For Decision: Look for the F-table under 1 and~2db at (1,24;0.0

5)=4.49

It means that only at 449 and abowan any of the F-ratios be
significant. None of these is significant.

Activity 1

Given the following data, complete the analysisaiance and set up
the Jummary table. Test the null hvpothesis &.0.0

A A A A
10 5 15
9 4 14 6
5 5 13 7
B1 6 5 2B 12 5
7 4 11 9
8 3 10 4
10 2 9 3
10 4 8 9
9 3 7 8
8 2 6 6
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Answer to Activity 1

STISTICAL

A1 ‘ A2 Y —
A
10 109 5 28 1 A=82,A = 82, =10
9 4 16 —
81 5 q50A=37,A= N =10
5 0 A= =37 =
25 n,
6 5 257 o= 105A= 105 10
B: |36 4 16_ _68,A ,n, 10
7 4 3 do- A -
—38 — 64— 6.8,n,
a2y, +o—2 AT =—82=82+37—119
10 100 A ]lﬁ =
A 82=105+ 68 173
9 3 doo A:” =
81 82,= 82+ 105187
8 6F 2 4o A37+68=1056 ——
0 82 700 37 149
As As A4 A
15 225 8 O Atotal =82+ 37+ 105+ 68= 292
14 19664 0 A= 700+ 149+ 1185+  461=
— — —6 @ — 2495
36
13 ! OA 292 85264
169 49 () = a0 = ug = 21316
12 5 N
144 25
11 9
121 81
10 4
100- 16 -
9 3 -
81 09
8 0 9 _
64 81
7 8
49 64
6 6
36 36
105 1185 68 461
Find SSt = ( Ap =2495] 216 = 363.4
|:J AZI N 2 231

2
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FindSSb= [+ nt Lt N

8237 105 68 292

10+10+ 10 + 101 N = 672.4+136.9+ 1102.5462.4] 2131.6242.6
+ =

Find SSw = SSt — SSb = 363.4 — 242.6 =120.8

(O A0 A 2 ’ ’
2 )(0 Ay(187 105 292
FindSsbc= ,, + pp, I N =20 + 201 40
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= 551.25 2131. 168.

1748.45+ ! 6= 1
2 2 2 2
O A,1)2
( coa @A) 119 173 202
Find SSbr= na 2] N =20 + 20 | 40
708.05n. 213 72 _
= + 1496. 1.6 9
45] = = | + =
! +

Find SSrc =Sb (SShc  SShr) 242.6 (168.172.9) 242[ 241=1.6

Find the degrees of freedom

df for between columns =2 — 1 = 1. df for betweans =2 -1 =1
df for interaction =(2-1)(2-1) = 1. df for betwegroups = (4-1) = 3
df for within groups sum of squares =

> (n-1)=(10-1)+(10-1)+(10-1)+(10-1)36

df for total sum of squares =N -1 =40 - 139

Find the Mean Squares:-

SSc
i. MSc i 1 168.1

i, MSr = SSr-72.9- 72.9
ngN 1 120.8 120.8

iii. = = = 3.36
MSw =] K1 36
iv. — 404 L
SSt.1.6-
MSrc = R - S —
Find F-ratios
MS_72.9
i. For rows = MSw 3.36 21.70
M = 1681

ii. For columns =MSw 3.36 50.03

iii. For interactions MSc-1.6- 0.476
MSy 3.36
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Sources of variation Sum of squales df | Mean Squpre H>>0.05
Between columns 168.1 1 168.1 50.03
Between rows 72.9 1 72.9 |21.70
Columns b rows(Interagtion) 1.61 1.6 0.476
Within groups 120.8 36 3.36

Total 363.4 39
Decision

Fcal = 50.03, 21.70 and 0.476
Ftab at (1.36 ; 0.05) = 4.11

This means that the F-ratios for the columns aedalwvs are significant.
That means that there is no significant differeincéneir means. But the F-
ratio for interaction is not significant. That nmsathat for the interaction

we accept that there is significant difference.

4.0 CONCLUSION

The two-way analysis of variance, popularly catled-way ANOVA is an
extension of the simple or one-way ANOVA which y&iudied in Units 14
and 15. In an experimental situation, the two-W&OVA involves two or

more independent variables manipulated kaneously. This is a
technique which enables you to determine the miéets of interaction
between the variables. In a single peexnent therefore, you can

accomplish  what would ordinarily requirdwo separate studies, and in
addition study the effect of the variables in conmaltion. In this case, you

may get some information that may bef practical and theoretical
importance to humanity especially when is concerned with research
dealing with human beings. You have now seenitl&not always good

to restrict studies to one variable which leadsh&over simplification of a

complex situation. This is because the effect whr@able may depend on

the presence of another variable orvariabledt is forthis reason that
factional designs involve two or more factors whach very appropriate

for research in education and the social sciencBsis development and use

of multi-factor analysis of variance has brougbhtendous advances in
educational research. You may be required totuseyour dissertation. |If

SO you need to study it very well.

5.0 SUMMARY

In this unit, you have worked through the two-waglgsis of variance in
which you have noted can be used in an experimbidhwnvolves the
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manipulation of two or more independent variabtastiieir effect on the
dependent variable. You have seen that the comipuiaf this factorial or
multi-factor ANOVA is similar to that of one-way ADVA except for the
fact that there are more sources of variationstodnsidered. You have
seen how to compute the total sum of squares S8s stim of squares SS
is divided or partitioned into four parts. These: SS for each of the
independent variables; sum of squares for inteva@nd sum of squares
within. You have also seen that three F-ratiosoftained by comparing
the mean square for the variable X, variable Y iatetaction between X
and Y, to the within mean square in each case. sd keratios will test the
significance of the two main effects and the intéam effect.

6.0 TUTOR-MARKED ASSIGNMENT

The data below show the results of @axperiment conducted by a
researcher. Compute the analysis of variance @ingpsthe summary table.
Test the significance at 0.05.

A B
X: |10,9,8,7,12,10,11,12| 9, 8, 13, 10, 12, 9, |10, 11
X2 528710, 2 1, 4 3, 4 10, 7/, 6, 8 5 6
X3 4,6,4,8, 6, 4, 5 |[r10,11, 9, 10, 8, 7, 9, 6
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1.0 INTRODUCTION

In the last three units, you have worked throughAhalysis of Variance

and the Multifactor Analysis of variance (ANCOVA&GMANOVA). You

have learnt that these ANOVA tests are used faarpatrically comparing

the means of two or more groups, ®&/enor observations investigated
through experimental design procedures. ou Y will have to note that,
traditionally and in most of the studies in theiabsciences and Education,

research studies have restrictions imposed on th&hese restrictions can

be as a result of the sampling olbjects, pretesting subjects and
manipulation of research conditions or no choicallah working with the

subjects in his own direction or the direction of lresearch design. The
researcher may therefore have to depend on a nwhbeFasures which

the net effectwill be the imposition of armore complex method of
analysing data. This is because of the prefest, test design and the

realities of sampling.  One of the appropriate soees to be used is the

Analysis of Covariance (ANCOVA). In this unit, weall be discussing

the Analysis of covariance and its uses and agmice.  But before we

continue, let us define what you should be ablkectueve at the end of the

unit.

2.0 OBJECTIVES
After carefully working through this unit, you sHdwbe able to:

) Explain the term analysis of covariance.
1)) Describe the uses of ANCOVA.
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3.0 MAIN CONTENT
3.1 Analysis of Covariance (ANCOVA)

You have learnt that analysis of variance is maudgd for comparing the
means of two or more groups which are investigatethe experimental

procedures. Elsewhere, you will read about theessgon analysis which is

a method used for making predictions of cootes based on survey or
observational data. We can say thehat t analysis of covariance
(ANCOVA) is a statistical tool or teahne which is Dbasically a
combination of the linear regression and analyBimdance. In fact, itis a

more complex extension of both. The applicatioANCOVA is a very

complex procedure, but we shall try tpresent it simplified and non-
technical, to enable you understand it well. Wallsiow discuss it based

on situations drawn from observational and expentaledata. In other

words, we shall use situations which are very feamivith you.

ANCOVA generally involves three sets of variabledaxtors. These are:

0] The qualitative experimental variables a@ll the independent
variables;

(i)  The inbuilt, otherwise called inherentor incidental quantitative
variables which are not usually manipulatéd lithe independent
variables, are referred to as the concomitant bbasa and

(i)  The quantitative dependent variables.

In nature, most of the times it is not easy totosatment and control

groups that are equivalent or approxitlgateequal in terms of some
concomitant variables. You remember that we haigthat a concomitant

variable is that which influences or determinea targe extent the values

of the dependent variables whether tlegualization is done by
randomization or not. As a result, aeessher may decide touse the
groups as they occur, naturally, situationallyiocuumstancially. In other

words, a researcher can decide to use an intagpgvghout any deliberate

effort to equalize them. In this case, ANCOVALs tappropriate test that

can be used to determine whether there is anyfsigni difference among

the means of the groups. Now let us look at tles w$ ANCOVA.

3.2 Uses of ANCOVA

You have learnt that the ANCOVA is a statisticalltosed for analysing
differences between experimental treatmeahd control groups on the
dependent variable based on pretest — post teaghdmsd under a situation
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where subjects were selected or used as intacpgrouln this situation,
ANCOVA serves two broad purposes:

It is used as a technique for colfitrgl extraneous variables and
contaminations as well as a means of increasingdher of the analysis
done using it. For example, if you want to condustudy where it may
not be possible for you to do any randomizatiothefsubjects or have the
research conditions and assumptions in place, gaid af the subjects are
pretested, you do not need to go to find out hounedent the subjects are.
ANCOVA does that very well for you. It removestimitial differences
between groups so that the selected or pretestegbgican be correctly
considered as equated or equivalent. ANCOVA doissy removing
score differences in the pretest performance agsgps. The scores so
corrected by this method is called residuals onstéd scores. ANCOVA
helps us to find out the significance of the diéiece between the pretest
and post test scores called covariates. Letmsrguise the major uses
below.

) It increases precision of data obtained from aregrgental study;
i) It removes bias which may result from using in@ctups whose
equivalence on certain measures have not beendeés;

i) It removes the effects of intervegin variables or stabilizes

independent variables to the point that their ¢ééféave not been
unduly influenced by intervening variables;

iv) It allows for certain trends to be observable frd@scriptive data so
analysed; and

V) It increases the power of statistical test merglydalucing within
group variance error.

3.3 lllustration of ANCOVA

Let us wuse the experimental study af researcher who compared
methods of evaluation of students leayninoutcomes, to illustrate the
application of ANCOVA. The pretest, post test tesaf three groups of

students are given below:

Gl| X [3,97,98,53,60,7,8

Y: |17, 16, 18, 9, 20, 12, 15, 14, 13, 19
G2 | X2 |8,5,7,8,6,9,4,9,3,6

Y2 |14, 11,9, 15, 12, 10, 14, 13, 7, 12
G3 | Xs17,4,4,9,8,5,9,6, 3,8

Ys 13, 10,6, 12,8, 11, 14, 9, 10, 10
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| I | I | |
X172 212 T 2 T2 1R 2 12K 2 | ! ! ' ' 7 XY |
Y2
17 81| 14| 7] 13| 51 112 91 91 289 64| 196 | 49| 169
16 51| 11| 4| 10| 144 55 40 | 81| 256 | 25| 121 | 16| 100
18 7 91 41 6 126 63 24 4P 3324 49 81 [16 B6
9 8 | 15| 9| 12 81 120 108 8L 8L ¢4 2p5 [B1 144
20 6 | 121 8] 8 | 160 | 72 64 | 64| 400| 36| 144 64| 64
12 9 1101 51 11| 60 90 55 | 25| 144 | 81| 100 | 25| 121
15 41 1419|114 | 45 56 126] 9| 22% 16| 196 | 81 | 196
14 911361 9 84 117 541 34 196| 81| 169 | 36 | 81
13 3 71 3| 10 91 21 30 4p 149 P 49 9 100
19 6 | 121 8| 10| 152 72 80 o 361 $6 M4 164 100
65 153 5 11763 103 994 778 672 467 2445 461 1425 441 1111

In order to find the F — ration here, we will staytforming a composite
table.

1. Calculate total sum of squares for X, SS%4X2 — (€€
N
(467 + 461 + 441) — (65 + 65 + 63)
60
1369 — 37249= 1369 — 620.82 = 748.18
60

2. Calculate sum of squares between for X, 534X)2 — (44X)2
n N

= (4XV2 + (4X22 + (4X32 — (44X)’
o] rn ns N
(65) + (65) + (63) — (193)
10 10 10 60
(422.5 + 422.5 + 196.9) — (620.82) = 1041.9 — 820
421.08

3. Calculate sum of squares within for X = SSXSX%

= 748.18 - 421.08 = 327.10

4. Calculate sum of squares total for Y, SS¥4Y2 — (44Y):
N
(2445 + 1425 + 111) — (153 + 117 + 103)
60

4981 — 2318.8167
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= 2662.1833
5. Calculate sum of squares between for Y = SX4Y)2— (44Y):
N
= (AY 22 + (4Y22 + (4Y 32 — (44Y):2
n rn s N
= (153 + (117» + (103 — (193}
10 10 10 60

(2340.9 + 1368.9 + 1060.9) — (2318.8167)
4770.7 — 2318.8167 =
= 2451.8833

6. Calculate sum of squares within for Y = SSY= SSY — SSY%
= 2662.1833 — 2451.8833 = 210.30

7. Calculate sum of squares total for the cross prioofux and Y
= SSPXYt = 44XY — (44X 4eY)
- N
(994 + 778 + 672) — (193 x 373)
60
2444 —1199.8167
1244.1833

2444 — 71989
60

8. Calculate sum of squares for X and Y between = SGPX
= (€ X)( Y4 — (44 X) (44
n N
(65 x 153) + (65 x 117) + (63 x 103) — (193 x B73
10 10 10 60
994.5 x 760.5 + 648.9 — 1199.8167
2403.9 —1199.8167
1204.08

9. Calculate sum of squares for X and Y within, SSRXY
SSPXY = SSPXYX — SSPXY%
1244.,1833 — 1199.8167

44.3666

10. Calculate sum of squares adjusted meaniSSY
= SSYh + (SSPX Y2 — (SSPXY:2
SSX SSX
2451.8833 + (44.3666) (1244.1835)
327.10 748.18
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Mean sum of square (1) for adjusted mean

F — ratio

Now let us put the

STISTICAL METHODS I

2457.901 - 2069.0102
= 308.89

Calculate sum of squares error S®Yror.

SSYw — (SSPXY/ ~ 210.30 — (44.3666)
SSX 327.10
210.30 - 6.018
= 204.282
=SSYn 308.89
df 2
= 154.445
(2) forerror = SSY:
= 204.282
df 58 = 3.522

mean sum of square, adjusted mean 154.445
mean sum of square error 3.522

43.85

result in a summary table below

Square of Variation | Sum of Squares| df | Mean Squares F P
Adjusted Means 308.89 2 154.445 43.85| 0.05
Error 204.282 58 3.522
Total 60
Decision:
Ftab = F(2:58.0.05)= 3.17
Fcal = 43.85
Fcal > Ftab we reject the null hypothesis.
Activity 1
Calculate the F — ratio using the data below:
X113,9,7,928,3
Y1 | 10,12,9, 14, 10, 8
X214,3,5,6,3,2
Y2 |8,7,9,10,6,5
X3 12,3,35,2,4
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Ys 9,8,7,10,6,5

ANSWar 10 ACtvity L >
SIN K1 127273 B 1 1 2 273 3™ 1 Y 1° X2 Y2
1 31101 4| 8 2 9 30 32 18 9 100 1p 64
2 91 12| 3 7 3 8 108 21 24 81 144 ! 49
3 7 9 5 9 3 7 63 45 21 49 81 45 g1
4 91 14| 6| 10| 5| 10 129 6 50 81| 196 36| 100
5 8 1 3 6 2 6 8 18 12 | 64 | 100 9 36
6 3 8 2 5 4 5 24 10 20 g 64 4 2b
4 39 63 23 45 19 45 431 186 145 293 685 99 355
1. Calculate total sum of squares for X, SS%4X2 — (4«
N
= (293 + 99 + 67) — (39 + 23 + 19)
36
= 459 - 182.25=  276.75
2. Calculate sum of squares between for X, 5SX =4(4X)2 — (44X)z
n N
= (4X22 + (4X22 + (4X32 — (44X’
n rn ns N
= (39) + (23) + (19 —(81)
6 6 6 36
=  (253.5+88.17 +60.17) — (182.25 = 219.59
3. Calculate sum of squares within for X = SSXSX
= 276.75-219.59 = 57.16
4. Calculate sum of squares total for Y, SS4Y 2 — (44Y):
N
= (685 + 355 + 355) — (63 + 45 + 45)
36
= 1395 - 650.25
= 744.75
5. Calculate sum of squares between for Y = SI4Y)2 — (44Y)2
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(63) + (45) + (45] = (153)

6 6 6 36

= (661.5 + 337.5 + 337.5) — (650.25)

= 1336.5 — 650.25 = 686.25
6. Calculate sum of squares within for Y = SSYSSY — SSY%

= 744.75 — 686.25 = 58.50
7. Calculate sum of squares total for the crosdymbof X and Y

= SSPXYt = 44XY - (X))

N

(431 + 186 + 145) — (81 x 153)
36
762 —344.25=  417.75

8. Calculate sum of squares for X and Y between = SGPX

= (4 X)(_YH — (44 X) (44
n N
(89 x 63) + (23 x 45) + (19 x 45) = (81 x 153)
6 6 6 36
409.5x 1725+ 1425 -344.25
300.25

9. Calculate sum of squares for X and Y within, SSRXY
SSPXY = SSPXYX — SSPXY%
417.75 — 300.25

117.50

10. Calculate sum of squares adjusted meaniSSY
= SSYh + (SSPX Y2 — (SSPXY:2
SSX SSX
= 686.25 + (117.5Q) (417.75)
57.16 276.75
= 927.79 — 630.59
= 297.20

11.Calculate sum of squares error S®Yror.

= SSYw— (SSPXW ~ 58.50 — (117.50)
SSX 57.16
= 58.50 — 241.54 = 183.04

12. Calculate Mean sum of squares (1) for adjustedn
(2) for error = SSY¥
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df
Mean sum of square (1) for adjusted mean =SSY» =297.20
df 2
= 148.60
(2) for SSY = 183.04
error= df 34
ABSOLUTE VALUE = 5.38
13. Calculate F — ratio
F — ratio = mean sum of square, adjusted mean 148.66
mean sum of square error 5.38
27.62
14. Draw the summary table for the results.
Square of Variation | Sum of Squares] df F P
Mean Squares
Adjusted Means 297.20 2 148.60 27.62] 0.05
Error -183.04 34 5.38
Total 36
Decision:
Ftab = F(2:34 . 0.05)= 3.28
Fcal = 27.62
Fcal > Ftab we reject the null hypothesis.

It implies that the F — ratio is significant fron28
4.0 CONCLUSION

You have now seen that when you have the difficoltysing intact group
instead of subjects selected through random sampli randomization,

you can rely on the use of ANCOVA to solve the peaband increase the
power of your test. Although it is more complexe@nms of computations

but the advantages outweigh the disadvantageis alviable alternative

when randomization is not used.
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5.0 SUMMARY

In this unit, you have worked through the analgdisovariance which we
have described as a statistical tool used for aimadydifferences between
experimental treatment and control groups on tipexdeent variable based

on a pretest — post test design especially wheawtigroups are used. You
have seen the uses and applications of the ANCOWAthis unit, you have
seen only the raw score method which is very siraptk short.

6.0 TUTOR-MARKED ASSIGNMENT (TMAS)
) What is ANCOVA?
1)) What are the uses of ANCOVA?

7.0 REFERENCES/FURTHER READINGS
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UNIT 5 PREDICTION AND REGRESSION
Table of Contents

1.0 Introduction
2.0 Objectives
3.0 Main Content
3.1 Prediction
3.2  The concept of Regression
3.3 Regression Equation
3.4 Linear Regression Equation: Example
4.0 Conclusion
50 Summary
6.0 Tutor-Marked Assignment (TMAS)
7.0 References/Further Readings

1.0 INTRODUCTION

The provision for predictions and the most exactesj of any hypothesis

in statistics is a very important benefit of scitoinvestigation. You will

have to note that statistical reasoning applieslttypes of predictions in

the behavioural sciences. Statistical ideas gusd® frame statements of a
predictive nature; to say something d&fin about how trustworthy our
predictions are and about how much rerrave should expect in the

phenomenon predicted. In some researstudies, you may wish
investigate the relationships between two or margables or to establish a
basis for making predictions. In thisinit therefore, we shall look

prediction and regression, the regression equatoithe coefficient of
regression.

2.0 OBJECTIVES

After working through this unit, you should be atde
) Explain the concept of prediction.

i) Describe the concept of regression.

iii)  Explain regression towards the mean.
iv)  Use regression equation to calculate the coeffisiehregression.
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3.0 MAIN CONTENT
3.1 Prediction

In your course EDU 701: Statistical Meatho |, you treated correlation
coefficients. You have seen that two variableslmasaid to be correlated.

If this is so, it means that we can make estimatgsedictions about what

an individual’s score will be on one variable givea score on the other

variable. In other words, when we talk about tkistence of a functional

relation between two variables or variable quasditive mean that they are
connected by a simple formula. It means that thiéhe value of one of the

variables is specified or given, the correspondialge of the other variable

got through substitution in the formula. For im&te, if we say that there is

a positive relationship between 1Q and achievememtes of students, then

we can predict that a student, who is an averagkest as regards 1Q,

should have an average score in the achievemént t&ut some of the

times, we are not perfect in our predictions. & say that there is positive
correlation between 1Q and scores in achievemetd, ik does not mean

that every student who is above average in 1Q sugst above average in

the achievement test. Some of the times, in thedsystem we use some

subjects in the junior secondary schools predictors of students’
performance in their senior schools. If we anegiscores in Integrated

Science as a predictor variable to students’ perdmices in the Sciences at

the senior secondary school Ilevel, thestudents’ performance in the
sciences is the predicted variable. You will htvaote that the predictor

scores cannot ensure that every student will perés predicted.

Except in cases where the correlation betweenblagas known to be

perfect. It can however provide a reasonablenasé which can then be

used as the basis for action. This implies thatitcuracy of our prediction

depends in part on the strength ofe thcorrelation. If the correlation
between the variables in question is perfect, wetlbkan make perfectly

accurate predictions. In the sciences, we haws paassociated variables

which have perfect of functional relasbips and that many of such
relationships are linear. But in education anda@ciences, variables that

have functional or perfect linear relationships\agy rare.

3.2 The concept of Regression

It may interest you to have an idea of the histdrizigin so as to help you

understand the regression equations whiale shall discuss in the next
section. The idea of regression was introducedrbeforrelation followed.

It all started when Sir. Francis Galton making sastudies of heredity
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looked at the relationship between heights of caiidand heights of their
parents. He plotted the first scatter-diagranthis he did in order to put
parents and children on a common measuring scate transformed all
heights to standard z - scores corredlipg to certain fixed parents’
heights. He also used the raw scores and foundhi@aneans of columns

fell along a straight line trend. He was struzkbte that the means of
offspring height did not increase as rapidly as¢éhof parents’ heights.

The mean heights of offspring deviated less froeirtheneral mean than

the heights of the parents from which they cam&he ‘falling back’ of

heights of offspring toward the general mean has lwalled the Law of

Filial regression.  This is more generally knoverr@gression toward the

mean. It is a good illustration of ienfect correlation. When Galton
wanted a single value which would express the amaiutiis regression
phenomenon in any particular relationshiproblem. But Karl Pearson

solved the problem with the formula which you haeen in the Pearson’s’
Product Moment Correlation Coefficient.

3.3 Regression toward the mean

Regression is an interesting phenomenon whichtisetbwhen there is

less than perfect relationship between the vargibeolved in prediction.

Regression effect is the tendency for students nvake extremely scores

high or extremely low scores on a test to makedgs®me scores or scores

close to the mean on a second administration oddhee test or on some

predicted measure. Regression refers to thehatthe predicted score on

a variable will be closer to the mean of the santipde is the predictor

score. For instance, if you select a numberwfestts in your class and

these students are all alike on the variable, you wil find that these
students will tend to be closer to the mean orvérable Y than they are to

the overall mean on the X variable. Now let us as example. If you

select a number of students who are superior diCatest, you will see

that while most of them are also above averagedass performance test,

say in mathematics, only a very few will be asdbove average in the

performance test as they in intelligence. At thes time, if you select a

group of students with low 1Q scores, you will fitlchit as a group, their

scores on the performance test will lie closehtrhean than did their

intelligence test scores. Therefore, smletwo variables are perfectly
correlated, there is a tendency for a group scatraygiven level above or

below the mean on the first variable to be closgheé mean on the second

variable. The effect on the scores ialled regression effect while
regression towards the mean of the second varigblealled regression

toward the mean. Regression is an inherent paotesfiction. Predicted Y

scores are closer to the mean than the X scord® eXtent of correlation
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between two variables determines how much regnesgilboccur. If the
correlation is perfect, P = +1.00 or — 1.00, theerg measure in the first
distribution is paired with another with the sarakative positions in the

second distribution and there may be megression. Remember that
regression occurs only when two variabldsave less than perfect
correlation. If the correlation is highbut not perfect, there is a slight

tendency for the mean score of a group selectatefirst variable to

move toward the mean of the second variable. elfctrrelation is low, the

tendency is for a more pronounced mam@m toward the mean of the
second distribution. If the correlation is zetegre is complete regression

to the mean.

3.4 Regression Equation

The main use of regression equation fts predict the most likely
measurement in one variable from the known measemem another. If

we have the correlation between X and Y varialddset perfect, then we

will make predictions of Y from X or of X from Y.The errors of prediction

would be zero. You know that if the correlatiorzeso, predictions would

be futile. It means that betweenthe twinesmes of perfectand zero
correlation predictions will be possible with vargidegrees of accurately

so, the higher the correlation, the greater theraoy of prediction and the

smaller the errors of prediction. Note that pcédns or estimations are

special forms of regression equations.Most of the times, variables of
measurement are not expressed as degatidrom their mean. In  our
discussion therefore we are going to use the ranesaovhose variables are

denoted by X and Y. To this effect we have:

Y-Y -r(X=X)
(y (x

where [y and [x are population’s standard deviation of the vadab r is
the Pearson Product Moment Correlation Coefficidrihe two variables.

Y = [y r(X=X)+Y
This can be expanded to be in the form Y = MX + Then we have:
Y = ([ yr YX+(Y-ryrrx)
(x ( B
This means that for X, we have X= ([ yr )Y + (X=ryrrY)
(y (y
From these equations we can say, let [F'y-r X) = Aoand+ (v r) =
A1
(y (y
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so the regression equation obtained is  YiX A Ao.  Similarly if we
say let
[X—ryrY)=and+ (yr) =hithen X =hY + ho

(y (y

You will have to note that regression equationsadntained from samples’
scores by the calculation of samples’ means, sangti@ndard deviations
and samples’ correlation coefficient. The resoftthese can be used to
calculate Aand A or n and h. Now let us reason that the required line
has the equation Y =1 + Ao; where Y is the predicted value. If Y is the
observed value, the error Y — Y and Y +XA- Ao. But thiserrorY —Y =—
(Y — AiX — Ao) could be-positive or negative. So to removesttfiects of
negative values, we square both Y — Y and YiX A Ao so as to get (Y —
Y) = (Y — AX — Ad=. For all such squares, we hal@ — Y)* = 4(Y —
AX-=Y)2. From all these equations, we come out withdigrévative
which are simply put:

Al = 4XY — (€X) ( Y)n while Ao = Y — AX
€X? — (€X)’/n

On the other hand&  4XY — (4X) ( Y)/n
4Y2— [€Y)2,
while o = X — Y

But 4X2-4X2—(4X)2/n anddXY = (4X) (4Y)/n

Where X =X - Xandy =Y - Y thereforet AdXY

4X2
There are two main methods of getting the coefliisief regression. The
first is the equations given above. The methddh@vn as method of least
squares. But the second method which uses theahequnation of the line
of best fit is given astY = (Ao)n + AidX and @XY) = AodX + A14X2.

These equations will result to having:

Ar = nd XY-(€ X)) = 4 Xo—=(Y) XY
Y) Ao X2 — (4X)2
ndX2 — (4X)2
Activity 1

) What is the relationship between prediction andetation?

1)) What is the relationship between regression anekladion?

i) Regression equations are obtained frosamples by
what?

calculating
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The two main methods of getting coefficients ofresgion are:

Answers to Activity 1

) The relationship between prediction andorredation is that the
accuracy of our predictions depends dhe strength of the
correlation. If the correlation betweewariables is perfect, the
predictions will be perfect and accurate. But wherrelations are
less than perfect, predictions are good estimatber than exact
predictions.

1)) The extent of correlation between twoariables determines how
much regression takes place. If the correlatiqgrersect, there will
be accurate prediction and no regression, but wiervariables are
less than perfect correction, there will be regozss

lii)  Regression equations are obtained by calaudgti) samples’ means
(i) samples’ standard deviations and i) (iisamples’ correlation
coefficients.

3.5 Linear Regression Equation example:

Using the following data, develop prediction eqoas.

SIN| 1 2 3 4 5 6 7 8 9 10 _ 1112

X |110] 15| 8 5| 18| 12 6| 16 1y 1 11 13
Y | 13| 9| 10| 11| 12| 8 7 6 1 2 3 4
1. Complete the composite table as follows:
X =X Y -Y
S/N X Y X2 Y2XYX Yy X2 Y2 Xy
1 10 | 13| _100| 169| 130 | -2.25 5.87 5.06 33.99 -13.21
2 15| 9 | 225 | 81 | 135] 2.75 1.83 7.56 3.35 5.03
3 8 10| 64 | 100| 80 | -4.25 2.83 | 18.06| 8.01 -12.03
4 5 11| 25 | 121 | 55| -7.25 3.83 | 52.56 | 14.67 -27.77
5 18 | 12| 324| 144 214 5.75 483 33.06 23.33 27.07
6 12 | 8 | 144 | 64 | 96 | -0.25 0.83 0.06 0.69 -0.21
7 6 7 36 | 49 | 42 | -6.25 0.17 | 39.06| 0.03 1.06
8 16 | 6 | 256 | 36 | 96 3.75 -1.17 | 14.06 [ 1.37 -4.39
9 17 1 | 289 | 01 | 17 4.75 -6.17 | 22.56 | 38.07 -29.31
10 | 12 | 2 | 144 | 04 | 24 | -0.25 | -5.17 | 0.06 | 26.73 1.29
11 11| 3 | 121 | 09 | 33 | -1.25| -417 | 156 | 17.39 5.21
12 131 4 | 169 | 16 | 52 0.75 -3.17 | 0.56 | 10.05 -2.38
< 147 | 86 | 1897| 794 | 976 194.22| 177.68| -48.94

157



EDU 804

METHODS I

X
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= w =
12

Calculate the correlation coefficient.

n 4 XY—(«€ X)(« Y)
>[n4X2 — («€X)2] [ndY2— €Y)z

= 12 x 976 — 147 x 86

~[12 x 1897 — (147%) [12 x 794 — (86)

= 1171212642
~[22764 — 21609] [9528 — 7396]

= — 930
~[2462460]

— 930
1569.22
—0.5926501 =

Calculate the standard deviation.

S« = [ 4Xo— (4 X)y
N

N

= ~>_[1897 — (1472)/12]
12

= ~>[1897 — 21609/12]
12

= -[1897 — 1800.75]
12

= ~[96.25]
12

= ~>[8.0208333 ]

12.25 Y =

STISTICAL

7.17

= —0.59
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S = -] €X2—=(4__X)y§
N

N

= ~_[794 - (86)
12

= >[794 - 7396/12]
12

= -[794 — 616.33]
12

- fazzen]
12

=  ~-[14.8058333] =  3.8478349 = 3.8

4, Calculate A
X = Lyrxy = Syrxy
(x S
= 3.85 X —-0.59
2.83

= —2.2715

2.83
= —0.803

5. Calculate A
= Y —Srxy X
S
= 7.17 —3.85X —0.59 x 2.83
2.83

= 7.17-(-6.428)

2.83
= 7.17+22715
= 9.4

Remember that Y = AX + Ao = - 0.8X + 9.44.
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4.0 CONCLUSION

You have learnt that prediction and resgion are very important in
statistics. You have seen that these can be depending on the extent or

degree of correlation of the two variables concgrneYou have seen the

relationships between correlation and pmtesh and correlation and
regression. You can now calculate the coefficien¥u can apply them

now.

5.0 SUMMARY

In this unit, you worked through prediction andresgion. You learnt that

you can wuse a simple formula and Isubstitution get the value of a
corresponding value of a variable if the valuehaf other variable is given.

You have known that we can predict perfectly if toerelation between the

two variables is perfect. But if there is no ctat®n we have regression.

You have seen that the first man to work on regoessas Sir Francis

Galton and you have learnt what we mean by regressivard the mean.

The regression equations are given by YiXA Ao and X = hY + bo

With this we conclude our discussions on inferestiatistics. In the next

units, we shall be looking at how tdest hypothesis using the nor
parametric test, such as the chi square.

6.0 TUTOR-MARKED ASSIGNMENT (TMASs)\

Given two sets of scores X and Y lobe calculate the coefficient of

regressidn.

SINl 1 2 3| 4] 5 6 7 § 9 101112}3 14 15
3

X |5]111p1181 9 19 15)25 17 8 [12 201422
Y 1512 8 9 1113 9 8 9 14126 11 5

I~
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Module 6
Chi — Square tests

Unit 1 Introduction to chi-square
Unit 2 The chi-square test
Unit 3 The chi-square — a continuation

UNIT 1 THE CHI — SQUARE (X*) TESTS:

Table of Contents

1.0 Introduction

2.0 Objectives

3.0 Main Content
3.1 General features of Chi square
3.2  The basic nature of Chi square
3.3 Test of significance

4.0 Conclusion

50 Summary

6.0 Tutor-Marked Assignment (TMAS)

7.0 References /Further Readings

1.0 INTRODUCTION

In the previous units on inferential atdtics, you have learnt
compute statistical tests from representative sasngé estimates of the
corresponding population parameters. These titatitests are known as
parametric tests of significance. Can you resathe of the tests?  You
remember the t — test, z — test and the F — ralf@'u will also remember

that these parametric tests are based on cersumasions regarding the
parameters. Now, let us remember some of thessergtions which are
implicit in the use of the parametric tests. Thase

how

0] That the data represent population irtheo words the data

interval or ratio;
(i)  That the variable has a normal or near nordistribution in the
population; and

(i)  That the sample statistic provides arstimate of the population

parameter.
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But some of the times there is a need to test Imgsid with data which are
ordinal or nominal or even with intervadata which are not normally
distributed or which fail to meet the necessaryiagsions for the use of

parametric  tests. Therefore, non-parametiiests which require fewer
assumptions than the parametric tests camubedin a wide variety of
situations where parametric test cannot be useldesd non-parametric tests

are used for testing hypotheses involving nominardinal data. In this

unit, you will be working through one of such noargmetric tests which is

called chi — square (pronounced — Kai square).

2.0 OBJECTIVES
After working through this unit, you will be able:t

) Explain the features of chi square;
1)) Calculate the chi square one variable method; and
lii)  Take decisions about the null hypothesis ugimg chi square.

3.0 MAIN CONTENT

3.1 General features of Chi — Square

The chi — square which is symbolised byiXa procedure which is used to
test hypothesis about the independence fofquency counts in various
categories. In other words, it is used with datthe form of frequencies or

data which can be easily transformedto infrequencies. This includes
proportions and probabilities. Chi — square hay wraportant features, one

of which is its additive property, which makes pbksthe combination of

several statistics or other values in the same test

3.2 The basic nature of Chi — Square

You have already learnt about the z score, whiehstandard score or
measure in your EDU 701. Recall the formula fading a z score. If you
have done this, then note that the fundamentat@atuchi — square can be
very simply or completely explained on the basithefz score. The chi—
square is identified with the square of z, i‘avkaen there is one degree of
freedom. Therefore the mathematical relation of-céquare Xto squared
z score zwith one degree of freedom is given by:

Xo=z=(X-[F

(‘2
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where X is any measurement in a normally distridygepulation[] is its
mean and( is its standard deviation.

Now think of a situation where we have a samplitggsion in which there

are k mutually independent measures xf We also have k mutually
independent z values and k mutually independeniakies. Then, a most

useful property of Xis that a sum of k mutually independent chi — sgua

values is also a2{with k degrees of freedom. If we put this stadetrinto

equation, we shall have that:

X2 = 4z 4dX-F
{'2

This implies that if we have some values of X sash X2 %3, oo Xn
then we should have that:

X2(n) =  (Xi—O+ X0+ Xe=[F ....... (X =
([ ([
= 4 [X1— :
e [
You will have to recall thatSwvhich is variance is given by:
S 4 (X =X)2 B
n-1 - -
This implies thal (X = X)2= (n—1)SorS=X—-Xe = 4dX-=-X) =
nS n-1

Note that the above is just to givgou an idea about the

relationship

between the z and the.X It may not be necessary for you to dwell or spen
most of your time onit.  The next section will liemmense interest to
you.

3.3 Test of Significance

Earlier, we have said that the chi- square is tedfeisdependence and it is

used for analyzing data that are in the form afjdiency counts occurring

in two or more mutually exclusive or discrete vhlés being compared. It

is used for comparing the significancef the difference between two

proportions that are actually observed d arexpected. The observed
frequency is data obtained from the ualct frequency count while the

expected frequency is data that are eebwd when equal numbers of
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response to the same variables equally. This nteabhshe larger the value
between the observed and the expected, the highehi — square value.

The calculated chi — square value is compared afjaigiven critical value

from the table to determine whether it is significa Now let us use some
examples to illustrate the use of chi — squaretastaof significance.

Example 1

Etiti U.C.B. Ventures is an organisation which hasny business outfits.

A section of this business venture has producggeaaf pomade, which

they want to push into the market. They wantnad fut first which colour

of the pomade best appeals to ladies. The orgamdaas contracted a

research fellow who used the process of randomizat select 600 ladies

who are interested in the pomade. Each of thd&flés are given the

three colours of pomade. The ladies ar&edto indicate their colour
preference for the pomade. They are asked to tyeolgective and honest

in their indications. The data showingreferred colour are shown as
follows:

Colour of Pomade White Blue Pink

Number of Ladies Choosing 150 350 100

In this type of problem, you will note that chi gusre tries to determine

the difference between the expected which is thieateand the observed

which is the actual values, and theefoenables us to test the null
hypothesis. Here, the expected for all the colawsld be 200 i.e. 606

3.

The null hypothesis would be: There is no sigafficdifference between
choices made according to colours.

Colour of Pomade White Blue Pink Total
Expected Choices f 200 200 200 600
Observed Choices f 150 350 100 600

To test the null hypothesis, we use the formula:

X2 = 4(fo— 1
£
X2 = (150 — 200 + (350 — 200+ (100 — 20)
200 200 200
= _50 2 ’
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200 200 200

= 2500 + 22500 +
10000

= 200 200 = 175
200

125 + 1125 +50

The degree of freedom is given by Kk 1 where K is the

number  of
categories. In our example K = 3 so the degrdeeetiom is 3 — 1 = 2.

Decision: To take decision on the null hypothegtsto the chi — square
table and check the critical value under df 2 dptalevel of 0.05 (given).

X*cal =175, Xtab = 5.991

Since X cal> X* tab, we reject the null hypothesis. Note that tiipe
Xz test is often described as a goodness of fit igcen This is because it
permits us to determine whether or nat significant difference exists
between the observed number of cases falling iath eategory and the
expected number of cases based on the null hypsthésow look at the
example above. If there is no significant diffeze in colour preference,
then we would expect 200 ladies to choose eadheotdloured pomades.
Note again that the example we have given represkatcalculation of X
one variable case. Butin most research studissarchers are concerned
with the interrelationships between and among béega we shall look at
this in the next unit. Meanwhile let us give arastexample.

Example 2

A random sample of students in Okigwe EducationeAwas conducted by
a__researcher based on lamguage praferece the | school system The

guestion given was based on wihether French sheubsimgulsory in all

classes of the secondary school system. The sem@ltas follows:

Opinion Agree  Undecided Disagree Total
Number of Ladies Choosing 300 50 650 1000

) Propose the null hypothesis.

1)) Find the expected value under each category.
i)  What is the chi — square?

V)
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Solution

Ho = There is no significant difference between the
observed and the expected frequencies in the apinio

of the students from Okigwe Educationon& on
making French compulsory in the school system.
The expected value under each category would be:

1000+ 3 = Agree = 333.33, Undecided = 333.33, Disagr883:33

X°_= (300-333.33) + (50—-333.33) + (650 —333.33)
333.33 333.33 333.33
= 1108.89 + 80258.89 + 100298.98
333.33 333.33 333.33

= 3.327 + 240.801 + 300.927
= 545.055
df = K=-1= 3-1 = 2

Decision:
X*ca; = b45.055.Kan (2.005) = 5.991.
Since % cal> Xz tab, we reject the null hypothesis H

Now do the following activity.

Activity 1

Using the table below, calculate the chi — squarcktake a decision on the
Ho at 0.05 level.

Opinion B.A. A N D S.D. | Total

Frequency 200 250 100 150 100 800

Answer to Activity 1

You may have given the answer below.

1.

Ho = There is no significant difference between the mpis
expected and observed.
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2. Frequency Taple

Opinion B.A. A N D | S.D.|Total

Frequency Observe¢d 200 | 250 | 100| 150 10Q 800

Frequency Expected 160 160 160 160 160 800
The expected frequency in each category is-8@&3= 160.

3. X2_= (200-16Q)+ ((250-160) + (100-160) + (150-160) + (100-160)

160 _ ___ 160 _ 160 160
160
— 402 2 2 2 2
160 160 160 160 160
= 1600 + 8100 + 3600 + 100 + 3600
160 160 160 160 160
= 10 + 50.625 + 225 +0.625 + 225
= 106.25
Decision:

X*cal = 106.25, Xtabat(4:0.05) = 9.488
~ We reject that there is no significant differeiacel accept that there is a
significant difference.

4.0 CONCLUSION

You have now seen that most of the times you camas-parametric test

to verify your hypotheses especially in data treathwhere the data are

discrete and also when the study involves opinabserved and expected.

Therefore, if your research data do nobeet the requirements and
assumptions in the parametric tests, the chi —reqadhere as one of the

useful tests to employ.

5.0 SUMMARY

In this unit, you have learnt that the chi — squara test of independence

used for analyzing discrete data in the form ofjfiency counts occurring

in two or more mutually exclusive variables, beamgnpared. It is used for

comparing the significance differences Iletw the observed and the
expected frequency especially in studies invohap@ion polls. You have

learnt how to calculate the one variable method.thé next unit, we shall

be looking at the contingency table.
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6.0 TUTOR-MARKED ASSIGNMENT (TMAs)

Use the table below to calculate the chi — squadetake a decision on the
Ho

Colour Preference Blue Brown | Black Pink | Total
Frequency Observed 50 50 50 50 200
Frequency Expected 60 45 48 47 200
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UNIT 2 CHI — SQUARE: A CONTINUATION
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1.0 INTRODUCTION

In the last unit, you worked through the introdantto the chi — square test.
You learnt that a wide class of non-parametricstéatl their basis in the

chi — square distribution. Some of these testsméde the ANOVA tests in

a vague way and offer a non-parametradternative to testing in
multivariable situations. A common situation whiften arises in multiple
classification studies is one in whicleach individual of some (finite
population can be categorized into exactly one ofildually exclusive

categories. The problem of interest here is terain whether or not the
frequencies observed fit some preconceived proliabihttached to the

categories. In other words, we try to find ouhé differences between the
observed frequency counts and the exgectieequency counts are
significant or not. In this unit, you will contieuto work through the chi —

square especially in the area of test of indeperwland the contingency

table.

2.0 OBJECTIVES
After working through this unit, you should be atde
) explain the meaning of contingency table;

i) calculate the chi — square using the contingena$aand
i)  describe the restrictions in the use of the-€kquare.
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3.0 MAIN CONTENT

3.1 Testof independence

In the <chi - square test, most ohe t times, investigations involve the
frequency distributions of various categorieslasses of two variables

exhibited by or associated with some group of iidligls. Each of these

two variables may be dichotomized, tricimised or polychotomised
according to Ogomaka (2004). It may be posshu the two variables

may not have equal number of categories classes. Generally, data
collected from such investigation are presentezbimingency tables or

cells. Before we continue, let us look at a ruwd®f the procedures you

will follow when applying the chi — square testioflependence.

) You will propose a null hypothesis to state tha&t tivo variables are
independent of each other; that is HKedge of an individual’'s
classification on one variable would woate nothing of his
classification on the other variable.

1)) Draw a random sample and classify the subjectstimboor more
variables.

i)  Set up a contingency table with the varialbledicated in the rows
and columns of the table.

Iv)  Record the observed frequencies in the proper aetlsdetermine
the marginal totals.

V) Derive the expected frequencies from the obseratal d The sum of
the expected frequencies will equal theum of the observed
frequencies.

vi)  Calculate the chi — square and compare it wittctiteal value on
the table at a predetermined level of significaacd with degree of
freedom (rows — 1) (columns — 1).

vii)  If the calculated X value equals or exceeds the value in the table,
the finding is significant and the null hypothesfsndependence is
rejected. You then conclude that the two variablesdependent or
related at the given level of significance. Huhe calculated X
values is less or smaller than the tabled valweentll hypothesis of
independence is accepted or retained. The conadlusithat there is
no sufficient evidence of relationship betweentthe variables.

3.2 Contingency Table

You would have noticed that the concegbntingency table has been
appearing in our discussions of the chi — squdret us explain it in some
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detail here. A contingency table is a planned gaving m rows and n

columns. It has m x n cells and is therefore régem@s m x n contingency

table. The number of rows m, is always given fistore the number of

columns, n. Note again that m mayt nbe equal to n. The word
contingency itself means “by chance”.  So in aticency table we are

basically interested in examining whether the festpies we observe in the

cells of the table are more or less what we wonfieet by chance. This

implies that we want to find out if the two classdtions are independent.

3.3 lllustrations
Example 1

In a recent poll conducted by a teacher in a stteol system trying to
find out the opinions of the students on the iniicichn of one uniform
system of dressing in the secondary schools istte. He used a sample
of 1000 students randomly selected from all thallgovernment areas of
the state. The results classified according éar #ges are given below.
Test the claim that opinion is independent of ageig at 0.05.

Age / Opinion Yes No Undecided

Under 13 106 186 41

13-16 156 120 57

Above 16 152 101 80

Solution

1. Complete the obseryed contifgency taple.

Age / Opinion Yes No Undecided Totdl
Under 13 106 186 41 333
13-16 156 120 57 333
Above 16 152 101 80 334
Totals 414 408 178 1000

2. Complete the expected contingency table. Tipeaed frequency
in each cell of the table is given by column totabw total

overall total
Expected Contingency table.
Age / Opinion _Yes No Undecided| Total
Under 13 i) 137.862] _ii) 135.86{tiii) 59.274 | 333
13-16 Iv) 137.862 | v) 135.86f wvi) 59.274 333
Above 16 vi)138.276 | vi) 136.272] ix) 59.452 334
Totals 414 408 178 1000
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137.862.

135.864.

59.2.74

137.862.

137.864.

59.274.

138.276.

136.272.

59.452.

Forcelll = 414 x 333
1000

For cell 2 = 408 x 333
1000

For cell 3 = 59.274 x 333 =
1000

Forcell4 = 414 x 333
1000

For cell 5 = 408 x 333
1000

For cell 6 = 178 x 333
1000

For cell 7 = 414 x 334
1000

For cell 8 = 414 x 334
1000

For cell 9 = 414 x 334
1000

3. Computer the chi — square.

STISTICAL METHODS I

You will note the formula X=4 (O — Ej can best used in a table

when there are many cells to treat. E

S/N Observed Expected O-E (O—E) | (O—E)}e
1 106 137.862 -31.862 | 1015.187 7.364
2 186 135.864 50.136] 2513.619 | 18.501
3 41 59.274 - 18.274 333.939 5.634
4 156 137.862 18.138 328.987 2.386
5 120 135.864 - 15.864 251.667 1.852
6 57 59.274 - 2274 5.17 0.087
7 152 138.276 13.724 188.348 1.362
8 102 136.272 -34.272 | 1174.570 8.619
9 80 59.452 20.548 422.220 7.102
52.907
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4. Find the degree of freedom=(c-1)(r—-1) =-@B (3-1) =4
5. Decision:
Xzcal = 52907 Xtabat(4:0.05) = 9.488
We reject the K
Example 2

In a recent survey carried out in one of the conométowns in Nigeria on
whether the number of cars owned by individualsedéls on the income
yielded these results.

No. of cars / Annual income Undgr 50,000 — 100,86 200,000 Above
in Naira 50,000 | 1000,000] 250,000 | 500,000 | 500,000
One 130 330 110 140 80
Two 60 145 60 80 55
More than two 30 45 40 50 60
Test the independence hypothesis at both 0.01.@5d 0
Solution:
1. Complete the olfserved table.
No. of cars / Annual Under | 50,000 —| 100,000 | 200,000 -|{ Above
income in Naira 50,000 1000,000 - 500,000 | 500,000
250,000
One 130 330 110 140 80 79
Two 60 145 60 80 55 0
More than two 30 45 40 50 60 40
“Totals 220 520 210 270 195 0
22
5
2. Complete the expected frequency table.
No. of cars / Annual Under | 50,000 —| 100,000 | 200,000 - Above
income in Naira 50,000| 1000,000 — 500,000 | 500,000
250,000
One 122.83 290.32 117.24 150.74 108.87 79
0
Two 62.19 147.00 59.36 76.33 55.
More than two 34.98 1 82.69 33.39 42.93 12
Totals 220 , 520 210 270 31.
4 01
19
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3. Complete the chi — square.
S/IN Observed Expected] O-E (O — EJ(O]—- EJE
1 130 122.83 7.17 51.41 0.419
2 60 62.19 -2.19 4.80 0.077
3 30 34.98 - 4.98 24.80 0.709
4 330 290.32 39.68 1574.50 5.423
5 145 147.00 - 2.00 4.00 0.027
6 45 82.69 - 37.69 1420.54 17.179
7 110 117.24 -7.24 52.42 0.447
8 60 59.39 0.64 0.41 0.000
9 40 33.39 6.61 43.69 1.309
10 140 150.75 -10.75 115.56 0.767
11 80 76.33 3.67 13.47 0.176
12 50 42.93 7.07 49.98 1.164
13 80 108.87 - 28.87 833.48 7.656
14 55 55.12 -0.12 0.01 0.000
15 60 31.01 29.99 840.42 27.102
62.455
4. Find the degree of freedom=(c-1)(r-1) =-® (3-1) =8
5. Decision:
Xzcal = 62.455 Xtabat(8:0.01) = 20.090
X’tab at (8 : 0.05) = 15.507
X2 cal is greater than2¢ab at both 0.01 and 0.05 so we reject the
null hypothesis at both levels.
Activity 1

A random sample of teachers classified accordirtggdevel of their
schools and asked about their opinion on unionisthe school system, are
as follows:

Elementary | Junior Sec.| Senior Sec.| Teachers Coll.
Yes 10 20 25 30
No 30 20 15 10

Are the differences statistically significant adDlevel.
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Solution:
1. Complete the opserved frequency table.
Elementary | Junior Sed Senior Sec.| Teachers Coll.[ Totals
Yes 10 20 25 30 85
No 30 20 15 10 75
Totals 40 40 40 40 160
2. Complete the expected frequency table.
Elementary | _Junior Sed Senior Sec.| Teachers Coll.[ Totals
Yes 21.25 21.25 21.25 21.25 85
No 18.75 18.75 18.75 18.75 75
Totals 40 40 40 40 160
3. Complete the Ehi — square table.
S/N Observed Expected|] O-E (O-Ep | (O-Epe
1 10 21.25 -11.25 126.56 5.956
2 20 21.25 -1.25 1.56 0.074
3 25 21.25 3.75 14.06 0.662
4 30 21.25 8.75 76.56 3.603
5 30 18.75 11.25 126.56 6.750
6 20 18.75 1.25 1.56 0.083
7 15 18.75 -3.75 14.06 0.750
8 10 18.75 - 8.75 76.56 4.083
9 21.961
4. Find the degree of freedom=(c-1) (r-1) =—-®(2-1) =3
5. Decision:
X?cal = 21.961 Xabat(3:0.01) = 11.341
The differences are statistically significant &level, so we reject
Ho
4.0 CONCLUSION

You have seen that some of the times the datatady do not meet the
parametric assumptions. In such cases, variety of descriptive
inferential nonparametric procedures can be usgkis chi — square which

you have just studied in this unit is one of then¥ou will find it very

interesting to use especially in your survey regear
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5.0 SUMMARY

In this unit, we have looked at the chi — squara aontingency table. You
have learnt that the goodness of fit chi — squaesed to establish whether
observed proportions differ significantlyromn the expected or a
hypothesised distribution. When subjects aregoateed on the basis of
different classification variables, the chi — seugst of independence tests

the null hypothesis that the variables are independf each other.

6.0 TUTOR-MARKED ASSIGNMENT (TMAs)

1) What is the number of degrees of freedom in thievohg types of
contingency tables?

@2x2 (b)3x5 (c) 4x2 (d 3x2 (e&hx3.

2) Calculate the chi — square in the data given:

Gender / Opinion Yes No Undecided Total
Boys 25 30 15 70
Girls 40 15 20 75
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1.0 INTRODUCTION

You have worked through the previous two units whee discussed the
chi — square as a strong nonparametric test usesting hypotheses in

survey researches involving observed and expectedéncies, or opinion
polls. In this unit, we shall be concluding the €lsquare test as well as

the course, by Ilooking at the nonpatame tests, their advantages
disadvantages and the assumptions underlying thefushi — square.

2.0 OBJECTIVES
After working through this unit, you should be atde

) explain what is meant by nonparametric tests;
1)) give the advantages and disadvantages of suchdesks

iii)  describe the assumptions underlying the usthefchi — square test.

3.0 MAIN CONTENT
3.1 Non-Parametric Test of Significance

In the statistical methods I: EDU 701, you treatehy of the descriptive
statistical tests such as the mean, mode, stad@ardtion among others.
There are many more which you have not treatedes&mclude the sign
test, Wilcxen, rank test, the median test, Manrtndyi u — test, Kruskal —
Wallis ANOVA by ranks phi — coefficient among oteer Most of these
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tests would be treated in a course called paracretid non-parametric

tests. But note that non-parametric statistiesdgstribution free tests of
significance because they make no assamptabout the shape of the
distribution tested. Unlike the parametritatistics which are statistical
tests which make use of the normal probability nhedeh as comparison

involving setting up of confidence limit,degree of freedom, and also
determining whether the obtained statistical valuthe calculated value or

the value on the table and accepting or rejectistaged hypothesis. You

would have noticed that the chi — square, thougbraparametric test,

involves all these rigours. That is why it is a goful non-parametric test

of significance. Before we look at the assumptiohthe chi — square, let

us look at the advantages and disadvantages oairemptric tests.

3.2 Advantages and disadvantages of Non-Parametric Test

There are a number of advantages derived from ukangonparametric

tests. Usually, there is the ease in calculatiomease in presentation as

tables and the ease in interpretation.They describe and give clearer
pictures about events, results, observations &ecause most studies use

or entail the wuse of non-parametric angdhich use nominally scaled
variables, the use of parametric tests will be tessful and more confusing.

But the nonparametric tests have the disadvantbigetdeing rigorous

tools for describing and testing data. This isdose when we use them on

data, we lose some information e.g. the mode oianedThey do not give

us the exact size of the scores involved.

Activity 1
Answer true or false.

) The chi — square is most appropriate for the arsabfsdata which
are classified as frequency of occurrenseithin categories or
nominal data.

i) The chi — square is usually preferred when analydata at the
ordinal or interval level.

i)  The chi—square is a parametric test of digance.

Iv)  Non-parametric statistics are distribution freg¢ges

V) Mann whitney — u test is a parametric test of digamnce.

Answers to Activity 1

) True
i) False
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i)  False
iv)  True
V) False

3.3 Restrictions in the use of Chi - Square

Although the chi — square is a nonparametric, erigal statistical test, it is
not free from assumptions. Ogomaka (2004) listexh fssumptions as:

Q) Most times the working out of expected freques@re based upon
approximated probabilities. These approxedatprobabilities are
assumed to follow the multinomial rule. It isbi®re necessary
that each and every observation categorized shmulddependent
of each other observation. This is to say that-céguare test is not
appropriate to use when there are dependent olisgrva

(2) When the degrees of freedom for a chi — sqtemtais greater than
one, the least expected frequency in each cellldhmni be less than
five. However, for chi — square test with one @egof freedom, a
minimum expected frequency of 10 per cell is s#tfan otherwise.

3) When a chi — square test involves two categdrizalues of two
variables, there are joint-observations, d arthe resulting joint
frequency table must be complete. This implies ¢élaah of all the
observations made must belong or fall into oneanig one cell or
joint-event  possibility. In other words,each distinct observation
made or that is possible must be identified withvithout doubt
belong to one and only one row, and one and ondyomtumn. It
must inevitably belong to one and only oneell ofthe resulting
contingency table.

4) Finally or indeed the whole idea of chi — seutast rests upon the
randomness of the observations or sample and ihiegpecification
of the categories into which observations will falChi — square test
rests upon random sampling. It also demands lieatdategories of
the variables with which the observationare identified must be
chosen or specified in advance. It is therefatesound to pool
frequencies together after the observations hage beade or after
the data have been seen. This last note is vgygriant considering
the assumptions stated above.

4.0 CONCLUSION

You have seen that the chi — square, though natanpetric test, is a
procedure used to test hypothesis abdbe independence of frequency
counts in various categories. There are many othieparametric tests
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which are not covered in either EDU 701 or EDU 7020u will get those
ones in statistics textbooks if you need to usenthdn these courses, we
have tried to discuss these tests which you wéldnacluding some you

may not need in your projects.

5.0 SUMMARY

In this unit, you have worked through the conclgduart of the chi —

square and indeed the concluding part of this @urgou have looked at

the nonparametric tests, their advantagaad disadvantages and the
assumptions underlying the use of the chi — squeesh include that the

data must be categorized or at the nominal levéltiaat in a contingency

table, no cell should contain less than five freguyecounts.

6.0 TUTOR-MARKED ASSIGNMENT (TMAs)

1) What are the advantages of using non-parametti. tes

2) Mention one disadvantage of nonparametric test.

3) What is the minimum number of frequencies requicedse the chi
— square test?

7/0 REFERENCES/FURTHER READINGS

Ary, P. and Jacobs, L.C. (1976). Introduction tatiStics, Purposes and
Procedures. New York. Chicago .. London, Sydnéiolt Rinehart
& Winston.

Ogomaka, P.M.C. (2004). Inferential StatisticsRasearch in Education
and Social Sciences. Owerri, Peacewise SystemB idmis.

Olaitan, S.O. and Nwoke, G.I. (1988). Practicaldzesh Methods in
Education. Onitsha: Summer Educational Publishargdd.

181



