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INTRODUCTION

Edu 701 statistical methods | is a one semestasedar all post graduate students
pursuing masters’ degree in education at MNwtional Open University of Nigeria
(NOUN). It can serve as a reference material fiwdents in other schools or doing

research in other fields. It is a threeedd course which is compulsory for all
education students at the masters’ level.

The course will consist of 13 units whichclude the nature of data/scientific
observations, basic concepts in statistics, atissical  notations/shorthand,
measurement scales, organisation and presentaif data, graphical representation

of data, measures of central tendency, measwf variability/dispersion, shapes of
curves, some measures of association anderagré and the standard scores. The
material has been developed to suit learners ieiNdidy using examples from the

local environment.

The course is designed for people who haaned a professional qualification in
education. Most of the teachers would have besrhirg for some time or would

have been aspiring for leadership positions, iir treious places of work. Others

would have been in management/leadership ipositas HODs, principals,
supervisors etc where they will be expected to:

i. Read, comprehend and interpret technical papepsyts or records,

ii. Go beyond records of raw scores assigried students scripts or answer
papers in test situations

iii. Present, interpret and discuss the génediaaracteristics of students from
records of their performances given in numeriagifes,

iv. Compare two or more groups of students

v. Predict outcomes and interpret/draw infereneeegones from large amount
of data.

WHAT YOU WILL LEARN IN THIS COURSE

The overall aim of Edu 701, statistical noeth | is to introduce you to descriptive
statistics. During the course you will learn theaming and types of statistics; types

of data, scales and variables; organisatiorPresentation and representation of data
using tables, graphs charts etc. you velso learn how to describe the data using
different methods or measures such as thetrate tendency, variability, association

etc. You will in addition learn the types of cosvand their properties; and how to

transform raw scores into standard scores.

Statistics as a course is very necessary for yoause there is nothing you will do
in education which does not require your knowledie. Indeed there is no human
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activity which is devoid completely of the knowlelgf statistics. It is important in

the home, in the farm, in the office in the marded in all aspects of life. This s
why you must take it with every seriousness dué to

COURSE AIMS

The main aim of the course is to introduce youdsctiiptive statistics and give you
the understanding of how to present and esggit your data and to describe your
observations in data form.

This will be achieved by aiming to:

* Introduce you to the nature and types of data

« Outline the importance of data and statistics

» Compare and describe large groups of data in asmstatistical language
» Predict statistical out-come from a number of staial observations.

COURSE OBJECTIVES

Each unit of the course has specific objectivestviare included at the beginning of

the wunit. You are required to read therafote you start working through the
unit.

You should always refer to them as you worktigioand at the end of the unit to
check your progress. However the objectives otthese are as follows:

On successful completion of the course you shoeldhie to:

Describe data and how to handle them.

Explain the concept of statistics and its imaoce.
Explain the types of statistics and their agtians
Organise and represent data using various means
Present data in tables, graphs, charts etc
Compare data using the measures of centralnegde
Describe data using the measures of dispersal
Describe data using the measures of association
Explain the properties of curves

10 transform raw scores to standard scores

11. Demonstrate how to compute using differdatmulae in descriptive
statistics.

©CoNOOR~WLWNE
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COURSE MATERIALS

These include: course guide, course materiekt books, assignment files etc. in
addition you should have a calculator, a matheralsiet, graph sheets and statistical
tables.

Study units

There are 13 study units in this course they are:

Unit 1 The nature of data/scientific observations

Unit 2 Basic concepts in statistics

Unit 3 Statistical notations

Unit 4 measurement scales

Unit 5 organisation and presentation of data

Unit 7 measures of central tendency

Unit 8 measures of variability/dispersion |

Unit 9 measures of variability/dispersion |

Unit 10 shapes of curves

Unit 11 some measures of association and agreement |
Unit 12 some measures of association and agreement Il
Unit 13 standard scores.

Some of them are deliberately long for easy flow.

The course is designed to last for 15 weeks ongster. It implies that each unit
should be studied in one week. The ref@erbooks are listed after each unit.
Statistics books are available in the markets aruk&hops.

Assessment
Assessment in this course shall be made up of bxs.p These are the

1. Tutor marked assignments TMAs which havetotal of 40%. At least six
TMA as should be submitted out of which thest four will be used for
assessment and grading.

2. Examination: the written examination whicthall last for three hours at the
end of the course will have 60%

Both the TMAs and the examination must be passad@himum percentage before
you can be successful in the course. The exaromatill consist of questions which
reflect the types of self-assessment exerciseshen@iMA questions
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You should use the time between finishinge thast unit and sitting for the
examinations for your revisions. Informatidinom all parts of the course will be
examined.

COURSE MARKING SCHEME

ASSESSMENT MARKS
Assignment 1-6 At least six assignments to be submitted, jout
of which four will be used. At 10% each
40% of course marks

FiTat exarmmaton B0% Of overall Course marks

Total T00% of course marks

How to get the most from this course:

Open and distance learning is not the same thirigcasto face learning. Therefore,

there is no lecturer in ODL. The self-learning enel has replaced the lecture. This

means that you can study the materials atir yown time and place. The self-
learning material can do every thing thetdesr can do for you, if you follow it

carefully.

Each of the units follows the same pattern. The&i ranges from:

i. Introduction
ii. Objectives

iii. The main body
iv. Conclusion

v. Summary

vi. TMA

vii. References

To work through without any hitch, follow the undested practical strategies.

Read the course guide thoroughly

Organise a study schedule

Stick to your study schedule

Assemble the study materials before you stading.

Go through the introduction and objectives befory unit

Work through the units in sequence as provided

Keep in touch with the study centre and youilitators

Do your assignments and submit as scheduled

Review the objectives at the end of eaghit to confirm that you have
achieved them.

S@eaoop
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j- On completing the last unit, review theurse and prepare yourself for
the final examination.

If you run into trouble contact your tutorial fhiztor at the study centre or contact

the course co-ordinator of the course at tHeadquarters of National Open
University of Nigeria, Victoria Island, Lagos. ob¢ that both the facilitator and the
co-ordinator are there to help you. Do not hesitatcall and ask them to help.

TUTORS AND TUTORIALS

Tutorials are provided in support of thisue. You wil be notified of the dates,
time and locations of these tutorials, togethehwhie names and phone numbers of

your tutorial facilitator and the course-co-ordoraés soon as you are registered with

National Open University of Nigeria at your studgntre. Do not hesitate to contact

your tutor or the course co-ordinator if you dd uoderstand any part of the study

units or the assigned readings; or you have diffjonith the self-tests or exercises;

or if you have a question or problem widn assignment, tutor's comments on an
assignment or with the grading of an assignment.

You should try to attend the tutorials regularlyThis is the only way you can have
face to face contact or interaction with tli&cilitator who is there to answer your
guestions.

SUMMARY

Edu 701: Statistical Method | is one of the two courses walliwork through
in your programme.

Edu 701 Is designed to teach you descriptive statistianupe completion of
this course you will be able to answer such questas:

* What is statistics

» What are the types of data dealt with in statistics
* What are the purposes of statistics

* What are the types of statistics

* Why do we use samples instead of population
* What are the measurement scales

* What are the variables in statistics

» How do you organise data in statistics

* How do you present data

» How do you re-present data

* How does bar chart differ from histogram

* What are the measures of central tendency

* What are the measures of dispersion
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* How does a normal curve differ from skewed curve
* What are the measures of agreement
* Why do you convert raw scores to standard scores

If you have completed the course successfylbu would have been equipped with
the basic knowledge of descriptive statistics. sTheans that you can answer even

more questions that are given above. You @®@eduipped to do some arithmetic

which you can do easily with your calculator.

We wish you success with the course, we ehgmu will find it very interesting.
Enjoy your programme at National Open UniitgrsNigeria. We wish you every
success in your future.
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Unit 1

NATURE OF DATA/SCIENTIFIC OBSERVATION

1.0 INTRODUCTION
Welcome to, perhaps, your first course iratistics and statistical methods.
This first unit introduces you to raw maakriyou would be working with,
data, how they are derived and how they aeed in our daily lives.
The
relationship between data and statistics and thieustypes of statistics are
then introduced. @ The approach to the sizdis methods course is then
presented.
2.0 OBJECTIVES
At the end of this unit, you will be able to:
1. define statistical data and statistics;
2. conceptualise how data are derived from nagativ
description/information;
3. state the purposes of statistics and statistiethods
4. identify various types of statistics
5. distinguish between statistical methods and &titutal statistics
6. appreciate the importance of data in our everyita
3.1 THE CONCEPT OF DATA/SCIENTIFIC OBSERVATION
The raw material of all statistical works is dathether you are looking at the
enrolment figures in our school system, thamber of participants from
various states in a national conference; thanber of successful candidates
in a public examination or the salaries of teacheysu are presented with a
large amount of information, often in the form efmerical figures.
These figures are referred to as data (from simgldeum). In a world that is
increasingly demanding for evidence to suppddcision making, the
provision of numerical data, or what is stimes referred to as empirical
data/evidence, help to strengthen your case.
In the sciences, all observations are predundescribable either
guantitatively or qualitatively.  Qualitativ@bservations, such as gender
classification, are sometimes represented lmgurds (such as o for female, |
for male) to make the record easy for psetwy. Thus, all scientific
observations are also referred to as data.
NOUN 12
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Let us quickly look at an example of how data isdug our daily lives.

A restaurant has prepared three different undar lunch for a group of
people attending a two day conference.

Day | There was jollof rice eba and fried yam atahtain. As part of the
preparation of the organisers for the grolymch, participants are
required to write their names and indicate one of three columns
their preferred lunch. By the time fullteatdance was taken, the
following observation was made:

31 participants indicated preference for jollokric
7 participants indicated preference for eba
18 participants indicated preference for fried yalartain

This observation can be translated into a table) table 1

Table 1 participant preference for lunch (day 1)

Jolof Rice Eba Ered-Yam/Plantain

Number indicating
preference

31 7 18

Table 1 represents data of observations on thissioe

Exercise 1.1
Identify two instances in which you have come asmeata today.

So the use of data is pervasive, we use data eegrin our life, although we
do not always describe them as data, ndot@t for brevity, we can use A, B
and C to represent the variety that was available.

A B C
31 4 18

If we want to know how many participants would hdhe restaurant, we add
up 31 + 7 + 18 = 56, thus 56 participants mustdiered for.

NOUN 13
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3.2

The supervisor can now make further decisiona the basis of this

information, such as how many attendants must bagsed to provide quick
services, and how many chairs must be engagdee poovided, the manner
in which we have handled this information so fareiferred to as statistics.

MEANING OF STATISTICS

Statistics is the science of handling infdiog particularly quantitative
information (data), it is the science of organisitggcribing summarising and
interpreting data to provide concise manageabiformation for decision
making.

Now let us consider further our example table 1, suppose the following
day, the same menu of three varieties A, B ande@8#ered and the choices
this time around are as follows:

Table 2 Participant preference for launch (day 2)

No of persons

>

B C Total

3.3

N
1

17 16 54

Now the supervisor has an opportunity to compaeewlo sets of data, Day 1

and Day 2. He can do so by again looking at thenaos of totals. He can

also compare the numbers eating the same fooe itwih days and make a

number of inferences.  For instance, he might itifat the two participants

who failed to turn up for lunch are dissé¢id with the services. He may
want to verify this by seeking further evidence.e ¢buld also infer that eba

has gained popularity and jollof rice hasstlopatronage. Again, the data
provides him a number of options.

So, in addition to its descriptive functiorstatistics enables you to examine
patterns and compare groups.

PURPOSES OF STATISTICS
From the foregoing, it may be concluded that diatihelps us to:

» present a large amount of quantitative information

e in an organised way, go beyond a meaninglessord of school test
results to a meaningful interpretation

» predict how likely an event will occur
» make inferences from observations

NOUN
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In addition,
and social

save us time and energy by condensing

concisely and conveniently in a table.

understanding.
statistics.

there

is hardly any disciplineday
sciences that does not requirmesdevel
Research

even
of statistics for

laageount of information

in

the arts
its

education,

reports in mostipliises are enriched by

Lastly, one requirement for higher degree in mastiglines is that you carry
out and report your own independent research.

School

make

managers are constantly faced withuasdns
inferences from observations,

school took a week’s attendance and found theviatig:

in which they have to
for instanthe proprietor of a private

Table 3: A week’s school attendance in school A.

WeeK days
Class Monday | Tuesday | Wednesdpy Thursdgy Frid ay In

Ctass
—Primary one—38 39 38 36 3t A0

Primary two 35 34 33 32 36 35
Pimary | ¢ 41 40 43 a0 |45
three
Primary 36 35 33 39 18 40
four
Primary a1 42 42 40 36 42
five
Primary six 28 26 29 21 2/ 31

If she makes similar observations over sdvesmeks,
deduce from these that there’s hardly full attewdan a school day, she may
also deduce that attendance is least toward thk sk

the proprietor can

You do not always know what type of research yduasirry out, whether it

is a documentary analysis, a historical

agialyor an experimental

study.

NOUN
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3.4

3.5

You will however find the knowledge of ssits most valuable in your
readings, conception design and analysis of youkwo

Exercise 1.2

Locate a copy of the latest scholarly journal imysubject of specialisation.
Read the first published articles in the journalntfy and write down every
statistical jargon you come across in that article.

You will find some of them esoteric and extremeiffficult to comprehend.
You should not worry, for we shall be comimcross some of them and
indeed learn to handle them in this course.

TYPES OF STATISTICS
The purposes listed in section 1.3 give rise tedhypes of statistics, namely:

i. descriptive statistics which refers to thmanner of presentation of
large amount of data,

ii. correlation statistics which allows you texamine patterns, compare
groups and predict future events from extrapolation

iii. inferential statistics which as the nammplies, allows you to draw
out facts that are not immediately availabtale from the data
presented.

THE NATURE OF STATISTICAL METHOD

You will notice that this course is described agistical methods as opposed

to statistics which we have been discussing indiwede is a complementary

statistical methods 1l course which you még required to take during the
second semester. They are so called in ordematw dttention to the fact that

the emphasis in this course is not to make yoisstaans. Rather, you are

expected to grasp the method statisticiane ts process information, the
circumstances in which one approach is used irepgate to another and the

limitation accompanying any so-called handistigal facts. You will be
expected to pay special attention to thecquare, rather than the theory of
statistics.

A distinction should also be made betweeatisgtical methods and perhaps,
the more familiar educational statistics. @hdas statistical methods is
concerned with the manner in which statistiaee derived, the latter is
concerned with school related statistics swuah enrolment, teacher to pupil
ratio, learning event, female/male participatiaurban/rural participation and

NOUN
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so on. This information is important to edticnal planning and
management.

4.0 CONCLUSION

In this unit you should have learnt the aapt of data, as the foundation of
all statistical analyses and how data areive® from repeated events,
information or scientific observation. You shoaldo have learnt to define

statistics, the purpose of statistics and typestadfstics.

The statistical methods course is concerned with tochandle data derived

in educational contexts clearly, several afchs contexts exist in education

and other social sectors. The statisticabthmds course is applicable in a
wide variety of disciplines. These contexasid related concepts shall be

examined in the following unit.

5.0 SUMMARY

In this unit, we defined data as the reductto numerical figures, a large
body of information and that data are the basallcdcientific investigation

and analysis. The decision maker who has data to back his/her claim is
unlikely to convince many listeners.  We oal$dentified three types of
statistics, namely: descriptive, co-relationahd inferential. We are aware
that not all users of statistics want to be statests, just like not all drivers

of motor vehicles would want to be repairersnow how the motor works

so that when you are faced with a problem, you @iéubw what to report to

the repairer and how to go about it. iSiaal methods are a “how-to”
course.

6.0 TUTOR MARKED ASSIGNMENT

What do you understand by the word statistics?
What are the purposes for your study of stat8ti
What are the types of statistics?

Briefly explain the word data in relation totstcs

PONE
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Unit 2
BASIC CONCEPTS IN STATISTICS
1.0 INTRODUCTION

In unit 1, we defined statistics as theesce of handling a large body of
numerical information (data). You also learnt thata may be derived from
several contexts and would be handled accorditiget@ontext.

2.0 OBJECTIVES
At the end of this unit, you should be able to:

i. Distinguish between population and sample

ii. Distinguish between parameter and estimatesatistics

iii. Distinguish between the concept of observatoi measurement
iv. Relate these concepts in statistical methods.

3.0 BASIC CONCEPTS OF POPULATION AND SAMPLE

We have already asserted that data are ftimelamental raw material of
statistics and data are usually numericalorimfition about objects, events,
etc. We cited the example of a school proprietoo wionitored and took a

week’s attendance in the private school, rfeghe proprietor can come to
some conclusion only for that week, from the obatons or data generated

in table 3. If she wanted to know the attendaticeighout the school term

or school year, she would have to take nddace every week during the
whole term of school year, as the case nmey Thus, the one week
attendance is only part of a large body mdssible information. When a
statistician deals with whole rather than tparformation about an object,
events or phenomenon he is dealing with @pufation, population is all
possible objects, beings, events incidences witséime characteristics that

are the focus of the observer.

We are all conversant with the national census. aMhthe principal focus or
objective of a national census exercise? e Tpopulation of a country, the

population of Nigeria in 1991 was ........ , actog to the National
Population Commission ( ).  This meansatthas of the time the national
headcount was done, there were .......... humaimgbe (males & females,

foreigners, rural and urban dwellers) in the paditientity called Nigeria.

Note that in this case we were looking only atribeber of human beings,
not animals or houses. Note also that human beagstill be categorized

NOUN 18
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as males and females, nationals and expatriates,aind urban dwellers etc.
native language speakers — Hausa, Igbo, Efik amer ¢dnguage speakers.

When a population is sub-divided into well defirgd@isses or categories such
as gender (male & female) or habit (rurald aurban) we say that it is
desegregated by the characteristic which definedldsses or categories.

Now, think if we are interested in takingecsions about objects (living or
non-living) events (such as school attendane®), it is not always very

important to first count all the possible jestts or events that is our focus.
For relatively small populations, it is pddsi to do a head count. But
for

large populations, it is impossible to do a heaght@very time we want to

know the population or some characteristics aktout i

In such situations we can make do with am@ge, a sample is a selected
group from the population. Any subset dfe t population may be called a
sample. For instance, the Igbo’'s are Naei meaning that the Igbo
language native speakers come from the populafibhigeria. However, not

all Nigerians are native speakers of Igbo. €lae other native languages.

Igbo speakers constitute a sample of Nigerigimilarly Yoruba and Nupe
speakers constitute two separate samples of Nigericuppose a point is to

be made about the Nigerian culture to someavho is unfamiliar with the
situation on ground in Nigeria, if the poins made only on the basis of
the

knowledge of the Nupes in Niger State of Nigefi&, point may be in error.

Why?

The point would be in error because althoudiie Nupe culture is Nigerian,
not all Nigerian cultures are to be found with Mgpes. If a point is to be

made about the Nigerian culture, then we must selechoose a sample that

would be representative of Nigeria i.e. one in Wwhadl the characteristics of

Nigerian cultures are present.

Statisticians make inferences from represematsamples. It is the task of
the statistician to find an appropriate mdthto draw its sample from a
population.

Exercise 2.1

1. State the populations which the following sarapkpresent.

I. Monday to Friday in the week
ii. All students in JS Il purple house in FGGC Aari
iii. The salary bill of teachers in a rural privaehool

NOUN 19
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3.2

NOUN

iv. Scores in WAEC School Certificate examioat in King's
College, Lagos
v. The height of 1,500 Birom men.

2. How would you improve on the representatimess of the
populations which the samples in 1 above represent?

3. What population does all SS1 students Government Day
Secondary, Kiye represent?

4. Why is it not technically correct to sayhe “population of my
school” is 4,400 when you are referring to theltstadents’ intake?
What would you suggest as a better altereatof describing all the
students in a school?

PARAMETER AND STATISTICS

The statistician is interested in samplesfepably representative samples,
when she cannot reach the population. Note howtbat whenever census

or voters registration exercises are beinghdooted, names of individuals
which are descriptions that identify the induals are written down. But
when reports about census or voters are ngiviliey are given as numbers
(numerical information). You have already leah@tthumerical information

or data are the raw material with which tisteians work. So, whether
the

statistician has access to the population aorsample from the population
he/she would always reduce the information thatsgher focus to numerical
information.  The statisticians would talk oab total number, number of
males allowed, maximum height of residential houbedy weights of a herd

of cattles, the waist circumference of 15 yeargitt, the scores in a test etc,

in all such cases, the interest is in themerical properties of the object
or

phenomenon that is the focus of the statisticiaresearcher and statisticians

and data-based researchers usually focus hmset characteristics of their
populations or samples that are measurable.

If the numerical property which is descriptivof the population is available
or measurable, then the statistician or mebea would say she has a
parameter.  Strictly speaking therefore, cendigures such as the total
number of households in a ward, are parameters.

We have already stated that we cannot alwesach a population. If a
decision is to be made from a representatbample, such a sample based
decision can only approximate the reality of popafa A sample is not the
population. It approximates a population. An @ppnate is as good as the

1 ) 1I'a o CNAracle O] a
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population are represented in a sample, the moeelgl decision made from
the sample approximate the true position of theufadjon.

For instance, suppose you visit a wall-fenckedarding girls’ secondary
school for the first time and at the entrance gamiconfronted with 20 girls

all wearing white blouse top over green skirt.ydfi have not seen any other,

you might conclude that “white blouse overean skirt” is the school
uniform.  In other words, you can make eacision/conclusion about the
school uniform from a sample of 20 girls.

Suppose that soon after you saw the gitte school bell rings for a break
and all the other girls are wearing whitéouse over brown shirt, you will
have to admit your error of judgement and change gonclusion.

It is extremely useful to ensure that samplere drawn in such ways that
would represent the characteristics associatedtheipopulation of interest.

The numerical properties of a representatsemple would give you a good
estimate of the numerical properties of tpepulation. Thus if we get the
average of take-home pay of principals ofefiFederal Unity Schools well
chosen across the nation you will get an amounthvisi approximately the

average take-home pay of all principals ofdéfal Unity Schools. If you
want to make a statement about average iecah principals of Federal
Unity Schools, you do not have to know tliecome of all of them. If you
take the average of the income of a representséingle of such principals,

the figure you get will be very near correct or @pgmate average income of

all such principals. Note that the empha@s “it approximates the
information you are seeking’.  So, the nup@r properties of a
representative sample are approximately the nuaigsroperties of its parent

population (i.e. the population from whichethrepresentative sample is
drawn).

When a statistician or researcher knows an aetermine a numerical
property of a sample, he/she says he/she dmasestimate of statistic.  When
you have several such estimates from asampte) sgy you have estimates

of statistics or simply statistics. So statisaes to a sample what parameters

are to a population.

Let us quickly distinguish between statistiegth capital letter S, which
defines the subject a science discipline dealing handling numerical data

and statistics with small letters, which amemerical estimates of a
population derived from its representative sample.
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3.3

MEASUREMENT

Measurement is a basic process in sciende,olaservations whether it is
qualitative or quantitative must be measured toesdegree of accuracy. |If

an observation is qualitative, such as would betesl by colour change at

the end point of a titration experiment in a chergitaboratory, the chemist

would like to know how much of the acid is titratedwhat quantity of base

before the change of colour. Note that the chafigelour is an observation

and that for our observation to be scientificakbgful it must be transformed

into measurement.  Similarly tailors would asere the circumference of
your waist line to make your trouser waist fits.ovirever, experienced tailors

can often estimate the trouser length ofirthdients by observation.  After
sewing clothes for a long time, you can obsergkeat and simply “guess”

his height and trouser length.

Note that different objects, events or phenomeqgaire different measuring

instruments or measuring scales. The taperuter is useful in measuring
lengths. The weighing balance is used to measarghts. The semester is

used to measure an academic year. Intensity éstos@easure the colour of

light. The degree of agreement is used to megmmeption or attitude.

Thus any object, event or phenomenon withsdentific study must have
some measurable property/quality. It is these oreasents that give rise to

the data which the statistician uses for his/halyais. Thus, performance in

a test is measured (scored) against the critefinedkin the marking scheme.

ERRORS OF MEASUREMENT

Tailors who are regularly involved in measnemts would tell you that no
two persons who measure an individual’'s trousegtlensing the same tape

would give exactly the same values, if thegally want to be accurate.
Similarly, two teachers marking an essay are uhlit@give the same score

to the writer even when the teachers use the sasnkdmy scheme.

Besides, if an individual measures the same thugg and over again using

the same instrument, he/she would begin ticen slight differences if you
take the record of your blood pressure under nosiagtion for many days

you are bound to find slight variation. tYegou could still be described
as

normal.

The slight variations are described as errofs measurement.  Errors in
measurement can arise due to:

i. Inaccuracy in the measurement instrument
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5.0

ii. Changing circumstance of what is measured
iii. The limitations in human judgement

Whatever the source(s) of error, scientistveh observed that every
measurement is fraught with some degree of ertarother words, scientific

data are only as accurate as the degree of eriohvgassociated with how

they were measured. We say there is a degreeceftaity associated with

every measurement. This concept would becomeinggrtant later in this

course, as we work towards using statistics forsitmt making.

Exercise 2.2

i. Using a measuring tape or ruler, meastine length and breadth of
your room and record them. Let the othemembers of your class
measure the same room and record them.

What did you observe?

ii. List all possible sources of the variatiowhich you may have
observed.

SUMMARY

In this unit, you should have learnt thenaapts of population and sample.
While population refers to totality of memberof a well defined group
(objects, beings things, events, measurement, phema) a sample is a part

there from. A sample is said to be repmnéstive of a population if the
sample has all the characteristics of itgepa population. = When numerical
properties of a population are known or st we say we have its
parameter. When numerical properties of a sampl&rown or derived, we

say we have statistics, as opposed to thsiptine of statistics spelt with a
capital letter S.

Parameters and statistics are derived from sontedfimeasurement, which

in turn gives rise to data. The process of meagutepends on what's being
measured.  We also learnt that measuremex®t imbuilt errors.  Although
errors can be minimized, they cannot be regti eliminated from
measurement. Errors are to be recognised.
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UNIT 3

STATISTICAL NOTATIONS/SHORTHAND

1.0

2.0

3.1

INTRODUCTION

In the two earlier units, you learnt a number ddited concepts. You learnt
about how scientific observations are transfornméd data for the purpose of

statistical analysis.  You also learnt thenaepts of population and sample
and the indication that are used to descrihe measurements made
therefrom.

Since you will be dealing with a lot of marical data, some of them may
have to be handled the way mathematicians handie.thin others, you will

quite often have to add, subtract, multipiyd divide large number with
notations/symbols or shorthand which statistisi use to describe the
operations that you may need to carry out withnilnabers. We shall restrict

ourselves to operation you may have to caogt with samples and their
estimates of statistics.

OBJECTIVES
At the end of this unit, you should be able to:

i. Recognise the symbols used most often for sitadioperations;
ii. Apply them in data handling;

iii. Interpret combined statistical operations

iv. Define the arithmetical mean of a set of scores

In statistics, you unavailably have to handbirge quantities of figures
coming from different sources. For exampls a class teacher you would
have handled examination results of your classapf® students in eight or

more subjects, namely, English language, ditee, history, geography,
mathematics, biology, chemistry, physics, agsgcience, similarly an
educational researcher may have to test his sanmpiasere than one area of

focus, such as in achievement, practical worlattitude, aptitude and
personality type. Each of these areas would pmduset of scores. In each

set, scores would of course vary. Each ebtscores is described as a
variable. A variable is any characteristic of d&feat or event which can be

measured.  Thus, length of an object isvaxiable, height, weight, time
colours and scores in examination are alliabées. Two different students
may not score the same mark in an Englishguage test. Scores in a
test

constitute a variable. If you want to diss or analyse the scores in an
English test, itis cumbersome to refer to “tberss in the English test” all

NOUN
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the time. Statisticians devise a shorthamdy of making this reference by
describing it as X. The letter X is therefore utedescribe a set of scores.

If you have another set of scores, it is importargnsure that the second set

of scores is not confused with the first.The letter Y is used to represent a
second set of scores or variable.

If you have a third set of scores, it will be desited with letter Z and so on.
Indeed any Roman capital letter may be usedlémote a set of scores from
one variable.

If capital letters X, Y, Z are used to denote 3afales, then small letters x, v,
z are often used to denote subsets (a small gtoegea) from X, Y, Z, (large
group of scores).

For instance, if X represents the scores 56f students in your English

class
test x represents the scores of 5 10 oy aomber of students chosen from
among the 50 students.

So in summary,

X denotes the set of scores in one variable
Y denotes the set of scores in another
Z denotes the set of scores in a third variable ar@hs

Likewise,

X is a subset of X
Y is a subset of Y
Z is a subset of Z

If you have more than 3 groups you can use cdpitairs, P, Q, R, S, T, U,
V, etc. In effect, you are simply assigning narneethe variables.

In many statistics textbooks you would find diffetréetters or symbols used
to denote a set of scores in a variable. Oncéwwe learnt one system that
is convenient to you, the best practice is to stickne system consistently.

3.2 You would find however that certain lette Roman alphabets are

consistently used by many authors to denote péatitypes of variable. For
instance, the letter N is often used to representdtal number of members

So if we have 50 students in a class, @an write N = 50 meaning

the
number of students in the class = 50.
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If, as we had learnt earlier, we want to lookhat $cores of 7 students only

out of the 50 in the class, we can write n=7 megmia are concerned with

n(7), a smaller number taken out of thegdar number (50) in the class
Statisticians often have to deal with samples aplfations. If N represents

the number in the population, then n is the sarsigie

Another letter that is commonly used is theter f. F is used to denote
frequency that is the number of times a particalanber has appeared.

If in a class of 50, six students earned the saroeessay 57, the frequency

(f) of the score of 57 is 6 (f=6). As you can s&e,are already beginning to

learn the language of handling numbers. \Afe learning to describe large
sets of numbers with which we may be confrontethftane to time.

3.3 Statisticians often carry out a lot of math8cseoperations:
» addition (+) that is add two sets of scores togethe
» subtraction (-) meaning take away one set of sdooas another
» multiplication (X) meaning take multiples of a sétscores and
» division (+) meaning take a set of scores and bitiako parts.
You are no doubt familiar with these operationsouYnay not be so familiar
with the square root operationN (): when you are asked to take the square
root of a number, say 25, it should be interpréteshean “what number do
you multiply by itself” to get 25? The sawer of course is 5, for 5x5 =25,
therefore the root of 25 = 5.
It is written asV25 = 5. Similarly the root of 4 is 2
N4 = 2
V9 = 3
N 4
V36 = 6
V49 = 7
V64 = 8
This process would prove helpful in this @  The reverse operation is
described as “take the square of “...” and it is t@rtwith the figure 2 as an
upper script to the figure you want to square, thu# = 49
6’ = 36
9’ = 81
10= 10
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Exercise 3.1
(a) What are the square roots of: 121, 100, 268, 39
(b) What are the squares of 8,11, 13, 19 and 57?

3.4 Let us now try to combine these concepts. tgften the statistician wants
to add one set of scores to another, as woultdédease when the continuous
assessment (CA) scores are added to the adndrear scores in English
language, in order to describe the overaflaryround performance of a
student in one subject. If the set of scoresénGi is denoted as X, the set
of scores representing end-of-year examinatinoay be denoted as Y. The
operation to add these sets of scores tegettan be denoted simply as X +
Y, X + Y means add the set of X scores (CA) todéeof Y scores (end of
year) scores.

Clearly, what needs to be done is brief and conciggerybody who handles
statistics would immediately understand what opemateeds to be done. |If
three sets of scores X, Y, Z, are to be added,denoted by X+ Y+Z.

Another very common operation is to add up theEstores in one variable,

if we want to know how much money in our hands oless, you would have

to add up what each and everyone has with him/fére procedure would be

to write down the names of everybody in tblss and against each name
state the amount of money with him/her. migirly, you obviously have to
add up the scores in each item of an exaton to get a total score for a
candidate in that exam, when the scores in a gobspores (a variable) is to

be added.

Symbol [, represents summation.

, Thus, OX reads as sum, means add up all the scores repeddey X, OY
means add up all the scores represented by Y.

Let us say X represents the set of the odonbers between 1 and 10
inclusive, that is 1,3,5,7,9 and Y represents #te@keven numbers (that is

numbers divisible by 2) between 1 and i@lusive, thus, Y represents
2,4,6,8,10

For convenience, you may re-write these numbi columns rather than
rows to make them conform with our customary orerfamiliar approach to
adding numbers,
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Thus,

X Y

1 2

3 4

5 6

7 8

9 —10
25 30

OX means add up all the scores under the column X
OY means add up all the scores under the column dame

L OX =25

gy =30

You can quickly see how the statistician has redarel can reduce a whole
page of figures concisely into a four owefi symbol summary. Note the
introduction of the symbol, which simply meansetisfore"” it should be read
as,

If X represents 1,3,5,7 and 9;
Therefore or ther,1X = 1+3+5+7+9=25

Similarly,
If Y represents 2,4,6,8 and 10
0y =30.
Note also, that between 1 and 10 inclusive, thexdige number of numbers
and no number has occurred more than ommilarly, between 1 and 10
inclusive, there are five number of numbesd again no number was
repeated,
We can state that n of x is 5

nofYisalso5

In this case, the value of n is the same in battailces. They need not be
the same.

Suppose, X represents 0, 1, 3,5,7,9
That is one set of scores starts and includesWpakl meaningfully be the
case if you are adding up cash-in- hand in yowss;lehere you are likely to

come across, at least, one person who has no matteisim or her.

Note thatd X still remains 25
But n =6, that is there are now six cases
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Note also that the frequency of occurrende amy particular score in the
group of scores (X) is 1

Thus, frequency (f)of 9 =1
Similarly frequency (f) of 7 =1

Exercise 3.2

Take the example X =0, 1, 3,5,7,9 write down tiegdiency of occurrence of
each scores (f) now takéF. What did you observe?

Frequently, a set of scores (Y) may have to beraoteid from a set of scores

(X).

Itis written as X-Y, meaning take the set efores in X and subtract
corresponding scores in Y.

Two sets of scores can be multiplied with eachrothi is written as X.Y

Here the dot (.) is used to represent the morelimmiultiplication sign, in

order to avoid confusing it (X) with the X- varigbbr set of scores. A very

special case of multiplication is when you multiplgcore by itself as in 4.4

=16 = 4. or a set of scores in which each score is midtigby itself, as in

X.X=X*Y.Y =Y? This form of representation of the process isigaarly

useful, when you want to multiply X by itself ahy itself, namely X, X, X,

= X® You must learn to distinguish betweeha$ in 3= 3x3x3 =27 and 3x

3 x which is x multiplied by a factorf a3, as in 3x3 = 9, 3x4 = 12,° 4

4.4.4 = 64. Similarly, X may be divided by Y andsitwritten as/,.
Exercise 3.3
(i) How would you interpret E(X-Y)?

Note that according to the rules of mathéraat operations, whenever you
see brackets in a combination of mathematiopkration, you must first
complete the task required in the bracket. Inst@e manner, the "of", "dot"

square or multiplication sign takes precedermeer other operations, other
than brackets. Division comes next in the ordgrretedence. The addition

and subtraction are done in that order of precezleridote also that the signs

which accompany a numerical figure or its repres@mt are determined by

what sign is the product with another.

Another very special case is when you také and divide bylF.

You would have observed thaf = N, total number of scores.

The combined operatiori$X/N, means add up all the scores in X and divide
by the total number of scordsX/N

NOUN

29



EDU 701
STATISTICAL METHODS!

The product of this process is described as th#adetical Mean or simply,

the mean of the scores. The mean has a speciicgce in statistics. Itis

the figure which is most often used to esent a large set of figures. You
would often learn, "what is the mean perfance of your class in a Maths
examination?" The mean gives a representativedfibaw each person has

performed.  What is the mean temperature® Thsponse gives an idea of
how hot or cold the environment is over the year.

What is the mean salary grade level of primary etteachers? (GL 05).

The mean of a set of scores(X) is represented pgrEnounced as x-bar.
Ox = X
N

Exercise 3.6
() TakeX=0,1,3,5,7,9whatis X?

(i) TakeY =2,4,6,8,10. Whatis Y?
(ii)ifX=1,3,579 }
and Y = 2,4,6,8,10}what i& (Y-X)/N?

4.0 CONCLUSION

Remember that our task is to learn to handle langeunt of numerical data

in concise meaningful ways, which all woulthderstand, statisticians have
invented all kinds of notations/shorthand /bgls that would enable you
describe data and what mathematical operationbeaarried out on them.

Next we can now take a deeper look at the natudataf types, the way they

are derived from measurement and the variousasurement scales that are
used. The nature of the object to be oeas dictates the type of
measurement that is done and the scale ihaused. The type of data
obtained determines the kind of statistical analyisat is appropriate.

5.0 SUMMARY

In this unit, you have learnt how to representteo$ numbers with letter X

and another set with Y. you have learhatttechnically multiple sets of
numbers can be represented by convenient Romilghabets, P, Q, R, S, T,
Or A, B, C, D, etc.
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However, some particular alphabets are comynoméed in textbooks to
denote particular concepts or processes. ofder to remain intelligible it is
important that you learn to adopt one style ands®that style consistently.

Regardless whatever style you adopt, theisstal methods involved, the
actual procedures for handling the data rem#ie same. The mean at all
times is the sum of all scores divided by the nunobescores. The sum of

the frequency of each score is the same as thentateber of cases or scores.

OF=N and OX =X, OY = Y
N N

6.0 TEACHERS MARKED ASSIGNMENT

1. What do these symbols used in statistics startd f

x. Of
xi. X?

Xii. X
7.0 REFERENCES, FURTHER READING AND OTHER SOURCES

Indira Gandi, National Open University (1999)
Statistical Techniques of Analysis. ES 333
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Unit 4

MEASUREMENT SCALES.

1.0 INTRODUCTION
All data are derived from some kind of measent. The scores in a
football tournament are measures of how mauoals are scored by
competing teams. At the end of the tournamenthatlyou see is a record of
performances
Such as: Lion 3 -2 Super Eagles
Enyinba 1 -2 Jets
Shooting stars 0-0 Abiola Babes
Katsina United O — 3, 1. Nationale
Note that these scores are really counts goals scored and that there is no
half - goal! Note also that we can talkouatb total goals scored in the
tournament and goal differences but we canmuiltiply or divide goals
scored.
Compare the scores in a tournament situatigth the scores of students in
your Physics class. Typically, students are scokeu a total possible score
(say 20) as determined in the marking scheme. tudesit who scored 3 out
of 20 may know the correct answers but has nooredgd according to the
pre-determined marking scheme.
This type of information, score, is obviously difat from the type we got in
the football tournament. It must mean that eaghadbevent or phenomenon
must have its own peculiar way of scoring it. Tinnst is concerned with the
various scales that are used to measure diffeseighles.

2.0 OBJECTIVES
At the end of this unit, you should be able to;
() Distinguish between the four measurementes;al
(i) Classify data/scores according to their meaguscales,
(i) Define a variable and classify a variableedgther discrete or continuous
(iv) Conceptualize what kinds of analyses gressible with what types of
data/scores.
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3.1

SCALES OF MEASUREMENT

Measurement refers to the assignment of nmnke object and events
according to logical acceptable rules. Thembers have many properties,
such as identity, order and additivity. If we cdagitimately assign numbers

in describing objects and events, then thepegrties of numbers should be
applicable to the objects and events. dt dssential to know the different
kinds of measurement scales, as the number of giegapplicable depends

upon the measurement scale applied to the objeetgemts.

Let us take four different situations for a clag8® students:

* Assigning them roll nos. from 1 to 30 in no partazymanner or on
random basis so long as no student has more tleanwnber;

e asking the students to stand in a queuepes their heights and
assigning them position numbers in the queue fram3D;

* administering a test of 50 marks to all dsnis and awarding marks
from 0 to 50, as per their performance;

» measuring the height and weight of students andngaitudent-wise
record.

In the first situation, the numbers have rbeassigned purely on arbitrary

basis. Any student could be assigned No. 1 wimijecme could be assigned

No. 30. No two students can be compared tbe basis of allotment of
numbers, in any respect. The students hbegen labeled from 1 to 30 in
order to give each an identity. This typé scale is described as a nominal
scale. Here the property of identity is applicainlé the properties of order

and additivity are not applicable.

In the second situation, the students haesnb assigned their position
numbers in a queue from 1 to 30. Here the numbésinot arbitrary. The
numbers have been assigned according to the hdfigine students. So the
students are comparable on the basis of their tegigh there is a sequence in

this regard. Every subsequent child is taller tti@nprevious one, and so on.
This type of scale is described as an ordinal scdlere the object or event
has got its identity. as well as order. As thdfedence in height of any two
students is not known so the property of additibnumbers is not applicable
to the ordinal scale.

In the third situation, the students have been d&ghmarks from 0 to 50 on
the basis of their performance in the test admanést on them. Consider the
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marks obtained by 3 students, which are 30, 204@rmespectively. Here, it

may be interpreted that the difference betweempénrmance of the 1st and

2nd student is the same, as between thdorpmnce of the 1st and 3rd
student. A student getting O marks canha& described as having zero
achievement level. No student who has agitech the test would score O
marks, since the scores are relative to a marldihgree.  Similarly, the 2nd

student cannot be said to have half the intelligesfche 3rd student, simply

because the 2nd has 20 and the 3rd has 40. Pei®fyscale is described as

interval scale. Here the properties of ftdgn order and additivity are
applicable. Note also that the scores can haetidral values.

In the fourth situation, the exact physical valpegaining to the heights and
weights of all students have been obtained. Heealues are comparable
in all respect. If two students have heights d ¢& and 140 cm, then the

difference in their heights is 20 cm and the heighe in the ratio 6:7. This
scale refers to ratio scale.

Exercise 4.1

Which of the four measurement scales is @eimsed in the following

examples:
a. Age of students of your school.
b. The roll numbers assigned to the students tdssc

The rank of students’ of SS Il of yowschool in the NECO
Examination.
The marks obtained by the students of JSS io Fech.
Year group of SSS students
Letter grades (A, B, C, D, E) in on essay Exaation
Amount of money with students in the class.
Nationality of participants in an Internatio@nference.
Courses in which students are registered.
Shoe sizes of JSS 1 students in a Federal GmeenGirls College.
Number of books on the shelves.
Enrolment of children of school age in a LG Area
. The size of a family.
Height of school children.

e

S3TRTTSe@~ e

3.2 TYPES OF VARIABLES

A variable is any characteristic or property ofcdoject event or phenomenon
that can take on different set of values qualities. We have used this
concept so far to describe anything to whiobhmerical figures  (such as
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scores in a test) or qualitative descriptiooan be ascribed (such as Low,
middle and high male/female).

Variables may be classified as qualitative or gjtzinte.

A qualitative variable is one which can Mkescribed by assigning names,
such as male or female. Class I, Il, Ili, V & VI Qualitative variables
usually take on finite sets of values, that you cannot associate fractions
with qualitative variables. The measuremert® discrete. Thus, discrete
data are associated with either nominal or ordinales of measurement.

A quantitative variable is one which can Ilmeasured, using an acceptable
scale and procedure, to assign numerical egalu Quantitative variables
usually take on continuous sets of value.e Tholume of water can be
measured using a measuring glass. Grains la measured using “the
mudu”. Body temperature can be measured usingnthreeters.

In all these cases, the values can havetidrs and the fractions are
meaningful.  Thus, continuous data are ugualksociated with interval and
ratio scales of measurement.

3.3. PARAMETRIC VERSUS NON PARAMETRIC STATISTICS .

You have now learnt that the type of dateu have depends on the type of
movement you have made. The type of measemt you make is itself
dependent on the characteristic or property oftgecd or event that is being

measured. If your "measurement” is about a@bject or event that is
described by counting, classification, catexgiron, "order of" degree of ™

or "extend to" we say you are doing qutiiea analysis and the data are
qualitative. A critical analysis of a historicalent is a qualitative analysis.

Qualitative data can be verbal, as in gender ¢leason male/female and in

the measurement of attitude to specification ofething; strongly disagree,

disagree, agree, strongly agree. Note te#tse qualities, male and female,
strongly disagree...strongly agree, can beveded to numerical figures for
instance, we can say male =1, female = 2.

So that, in an analysis where this conversion leas ldone for the variable of
gender, each time you see gender=1, we know wealkieg about males and
when gender=2, we know we are talking about fentdiese conversions do
not make them any less qualitative, because ircdse, you cannot add 1+2!

It is simply meaningless in this context.Furthermore, between 1 and 2 is a
1% gap. There is no 1% or 1.75. It égher 1 or 2. There’'s no number
before 1 and there are no numbers after 2.
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In short, we cannot do much mathematical ratpens with the figures
derived from qualitative data.

The statistical analysis which are associateith qualitative data are
described as non-parametric.

If, on the other hand, your measurement alsout an object or event that is
continuous, such as time, weights, heightspres in a test, temperature and
intelligence, then the data is continuous aihe statistical analysis is
guantitative. Most scientific experiments involmeasurements of attributes

which are continuous in nature; scientifictadaare therefore almost always
numerical and can be treated mathematicallyThey can be added or
subtracted, multiplied or divided. @ The &tial analyses which are
associated with quantitative data are describgrhesmetric analyses.

These concepts can be represented diagrammatsaibllows.

Varjables O
c
Q
=
w 8
z S
=
>
(04
Continuous Data
@
< Disetete Data
S e
(U =
£ S S
IS o8
2
Interval Ratio
Data Data
Non-parametric Data parametric

Conclusion

In this unit, you have learnt four types of measuent scales that give rise to four

types

of statistical data, namely:
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Nominal data recognized by name (from tReench which is nom) e.g.
names of staff.

Ordinal data recognized by order/rank bod magnitude such as academic
tittes and ranks (Professor, Associate ProfessSSenior Lecturers, Lecturers
etc).

Interval data recognized by the meanithgéss of part scores between units
and equality of units but no absolute zero (ele)rheter ruler.

iv. Ratio data recognized by the charactesstior attitudes associated with
interval data in addition to a nominal and ordidata,
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UNIT

5

ORGANIZATION AND PRESENTATION OF DATA

1.0 INTRODUCTION
So far you have been exposed to the various tyjpéata, you have learnt the
scales of measurement or the levels of measuremsedsin generating data,
we shall move forward in the handling oftadaby arranging and presenting
the data using different methods. This is a stef@tds the analysis of data.
Although we have always emphasized that statigiabout large amount of
data. We shall be using relatively smathoant of data in this course, in
order to enable you learn the methods vergll and to enable you do the
calculations conveniently by hand.
2.0 OBJECTIVES
At the end of this unit, you should be able to:
i. Arrange a given set of scores in a given order.
ii. Prepare a composite frequency distributiteble for both ungrouped
and grouped data.
iii. Represent a given data using ideograph/pictoy.
iv. Deduce some elementary characteristics aofcomposite table
containing grouped data such as class intervdl|inaits etc.
3.1 ORGANIZATION OF DATA
When a statistician is confronted with dathe first thing he does is some
kind of organization.  Organization of datavolves the arrangement or
grouping of data in order of magnitude occading to the
species/type/kind/form/ or pattern. Naturaltyata or scores collected from
observations are disorderly and not arrangedany manner. There is
therefore a need to organize the scores in an.order
When the number of data collected is small, sudh asclass of 5 students.
If they are given a test, the teacher wilt the names of the students
and
against each name he will write down their scord@$ie teacher can use the
scores to identify the highest, the lowest, thedieicbtc.
However, when the number of students involvedrigdathe simple listing of
names and scores will not make it easier for prapatysis. Sequencing can
be used.
NOUN 38



EDU 701
STATIST

CAL METHQDS!

Example 5.1 in a mathematics test given to 30 siisde a class, the scores
obtained out of a maximum of 10 were as follows:

7,5,3,95,8,4,7,4,2
3,2,5,6,4,8,6,4,7,6
57,6,8,5,4,7,3,5,6

These scores are not arranged in any ordefhey can be arranged in
ascending or descending order, as follows.

2,2,3,3,3,4,4,4,4,4
5,55,55,56,6,6,6
6,7,7,7,7,7,8,8,8,9

This is called sequencing; it simply meansgjaaizing the data in a logical
order, either in ascending order, from thmwvdst to the highest scores or in
descending order, from highest to lowest scores.

Activity 5.1

Given that a class of 40 students was given artésthnical drawing, out of
a maximum of 15 marks, the following scores wermaied.

5,10,8,7,5,3,12,14,9, 8

7,2,0,5,3,10,11, 12,13, 7
13,12,9,7,8,5,12,13,9,4
15, 14,10, 2,5, 6, 8, 11,4, 7

i. Arrange the scores in descending order

i. What is the lowest score? How many gleo earned the highest
score?

iii. What is the most frequent score?

iv. If the pass mark is fixed at 7. How many peopassed? How many
people failed?

3.2 FREQUENCY TABLE
In the last activity, i.e. activity 5.1, wiee you arranged the scores of 40
students in order, you noted that this methof organising data is very
clumsy, especially when the number of scoies the distribution is very
large.
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A better approach therefore is tallying ampdesentation of the scores in
frequency table. A frequency distribution & tabular presentation of data
showing how often each score or group obrex has occured. Now let us
form a frequency table using the scores given above

Example 5.2. Given the same set of scores asaimpbe 5.1 above, we are
required to form a frequency table with it.

LA LA
\4\8\‘\
x\f h

)
To present the scores in a frequency table:

i) k) H EH

i.  Organise the scores in order and put in a table
ii.  Every score that is lifted, is neatly cancelbet tallied
iii.  Each complete bundle of tallies has 5 tallies
iv. The tallies are counted for every scomed written on the frequency
column
v.  The table is drawn

Scorel Tallv E
2 | | 2
.
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Scores | Frequency

g Oy ol N WON
HWOlolo ol W N

Activity: 5.2

Present the data below in a frequency table
5,10,8,7,5, 3,12, 14, 9, 8,
7,2,0,5, 3,10, 11, 12, 13,7
13,12,9,7,8,5,12,13,9,4
15, 14, 10, 2,5,6, 8,11, 14,7

The type of data presented above is calledyrouped data. You will note
that most of the times data collected and recoedpecially from the social

sciences and education may be so many in numbérssuch a situation we

need to group the scores so as to organize andnprem. This is because

it is cumbersome to study or interpret large dathaut grouping it, even if it

is arranged sequentially. The data are therefianized into groups called

classes and presented in a table which githes frequency of each group or
class. Such a frequency table gives us a betabbwiew of the distribution

of data and enables us to rapidly understamgortant characteristics of the

data.

Example 5.3
The scores of a group of students from examination were recorded as
follows:

82, 56, 68, 74, 86, 80, 83, 91, 70, 67
76, 92, 86, 65, 81, 61, 63, 65, 62, 73
68, 66, 78, 66, 81, 82, 63, 55, 93, 71
62, 84,78, 72,71, 70, 76, 80, 61, 59
93,87, 71, 73,77, 88, 58, 70, 79, 55
70, 69, 68, 56, 87, 82, 67, 58, 87, 71
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78,68, 72,772,717, 86, 77, 80, 90, 69
71,75,76, 81, 81,48, 72,76, 78, 75

These scores can be grouped and presented ifrequency table using the
following tips:

Find the range: the highest score minus the $bweore. In this case,

itis 93-48 = 45

Decide on how many classes or groups ywwant. This depends on
the size of data, but between 5 and 20 groupsammmended. For

very large data, 10 to 20 groups are recented but for relatively
small size use between 5 and 10 groups.

The width of the intervals or class intervél.() is got by dividing the

range by the number of classes.

e.g. range =45

number of classes = 10 -

.. Class interval £/,,=4.5=5

The length of class interval preferred is

2,3,5,10 or 20

Group the scores and tally as usual.

S/Nol Graunor C 1 Tall, E

e FeHH-OH—o—- |I....., F
1 Q3 97 2
o leeop |l .

s leg g [N .
e |z |THIHI 2
6 68 — 72 l\t\Hl\I\Hl\‘\HH\i\l 20
 laagr |TTHIN 2
8 58 Q2 H\H| [

Q 53_57 4
10 48 - §2 | 1
N = 20
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Activity 5.3
Present the data below in a frequency table, udags interval of 5.

15, 8, 12, 18, 44, 30, 15, 18, 23, 6
23, 16, 20, 17, 21, 12, 12, 23, 25, 13
19, 17, 17, 28, 13, 17, 17, 28, 18, 16
20,7, 14, 8, 15, 27, 10, 19, 13, 15
18, 10, 8, 11, 16, 40, 18, 21, 14, 27
15, 32, 28, 22, 10, 9, 18, 12, 25, 25
18, 20, 21, 18, 18, 16, 9, 8, 21, 17
29, 23, 14, 14, 25, 15, 12, 10, 20, 16
24,19, 15, 11, 21, 12, 15, 8, 17, 19

3.3 COMPOSITE FREQUENCY TABLE

In both example 5.3 and activity 5.3, yowavé noted the frequency tables
have only two columns when you remove thalyt column. But from

frequency distribution we may have other opuis added for relative

frequency, cumulative percentage distributionWhen these are added the

table becomes a composite table.

Before we move to the composite table, let us explese terms.

i. Relative frequency: This tells us the proportadrihe total interval of
each score or group.

i. Cumulative frequency: This shows the numba&f scores which are
below the upper limit of each class interval.

iii. Cumulative percentage distribution:  Thiglls us the percentage of
scores which are below the upper limit cdcte class interval.  Now,
let us construct a composite frequency distion table using the
data in example 5.3

EXampic 5.4
S/INO| ClassTnt. | F| R.F. C.F. C%
T 93 =97 |2 T=0.025 2+ A+8+ 15+ 15+ 12+ 20+8+6+4+ 1= X T, = 100%
2 go — 92 47,4 = 0.050 4+8+15+12+20+8+6+4+1 ="78x ", = 97.5%
3 0o —of 8l = 0.100 8+15+12+20+8+6++4+1 =14 x T, = 92.5%
7 78 =82 [ 159, =0.180 15+12+20+8+6+4+1 2%6x ", = 82.5%
5 73—17 12 9s0 = 0.150 [2+20+8+6+4+1 251x **7,=63.7p%
6 68 — 72 20 Vg = 0.250 20+8+6+4+1 =39%/5ox " 1,=48.76%
7 63—-67  8%7,=0.100 8+6+4+1 =194 X
10 =23.75%
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8 58 - 62 6 T5= 0.180 B+4+1 =11 X
20 Z; _53/ 9,513.75%
i 4°/%,=0.050 4+1 =5y X %%,
= 6.25%
1Y,=0.125 1+0 =1g x 1,
=1.25%
N= 80
Activity 5.4

Present the data in activity 5.3 in a compositéetahving columns:

I class interval, ii. Frequency iii. Relativedueency iv. Cumulative
frequency and v. cumulative percentage frequency

3.4 PICTOGRAMS OR IDEOGRAPHS

So far you have learnt how to present data usinigsa Now, you are going

to see another method of presenting data. Thikadas called Pictograms

or ldeographs. It involves the representatioh groups of numerical data by
the use of some pictures or diagrams. This is dowcé that a single picture

or diagram represents a specified number of sciteess or objects.
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Example 5.5

Given that the population of some towns in Abia&tae as follows (this is
hypothetical):

own Aba Umuahia| Ohafla bBende Ukwa obingwa

Fopulaton 4,500,000 4,000,0 5,000,000 5,0, &,500,000 5,000,000

This table can be represented with ideographis way. First, we choose

a X

convenient and representative picture whichl wepresent a specified
number,  For instance, you can say Ietie%esent 1,000,000 people.
Therefo%jbihﬁ X x

Aba= ¥ ¥ ¥

Umuahia =

Ohafia =& X X . xR= )

Bendel = EEE}E Ukwa = _
Obingwa =

Example 5.6

('-‘.i\/1n the nunhber of schools in kome towmns in lnadeshs followd

Town Okigwe Owerri , Orlu Obowo Oru Onuimo Orsu
No.  of 80 100 / Nos 65 30
Sch.

A /\% Ae"/i%@fA PAVAN
M NN N D DN NANN

OwerriAAAAASAS S s s s
OrIuAAAAAS s s s s s

Obowo S S S
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Oru

Onuimo/s\/s\/s\ /s\
AvaAvA

Orsu

Activity 5.5
Present the following data in ideographs
a. No of houses in the following towns

i. Enugu 850,000.
ii. Kaduna 700,000
iii. Kano 650,000
iv. Onitsha 750,000
v. |badan 920,000
vi. Benin 680,00
vii. Port Harcourt 930,000
viii. Umuahia 800,000
iXx. Minna 540,000

b. No of palm trees in the plantations:

i. Erei=1,000,000 V. Ngbei = 450,000
ii. Ulonna = 950,000 Vi. lhe = 200,000
ii. Ada=800,000 vii. Nkwo = 325,000
iv. Zaki =500,520 viii. lhitte = 600,000

c. List the demerits of this method

4.0 CONCLUSION
In this Unit you have been exposed to thaious ways of organizing and
presenting your data. Since in education youléglinvolved in generating a
lot of numerical data from examinations, sesind research results, it is
expected that you will not be in a tighbrrer as far as handling the data is
concerned. You can decide to take any aotetho present your data for
analysis.
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5.0 SUMMARY

In this Unit you have seen how to arrandata in order either ascending

or

descending, this is referred to as sequencamgl it is called organization of
data. You have also learnt how to preseata in a frequency table, using
tallies in both ungrouped and grouped data. Fnecanplies the number of

occurrences in a particular group or set.  Intii$ too, you have learnt how

to group data using class interval which dgst by dividing the range by the
number of groups. Remember that the number ofpgr@idependent upon

the size of the data. For not too large size, BOtts recommended, but for

large number of data, the recommended number oaipgris from 10 to 20.

You have seen how to construct a composiguency distribution table to
include the class intervals, frequencies, tirda frequencies, cumulative
frequencies and cumulative percentage distribution.

Apart from sequencing and tabular presentationshyawe learnt that pictures
or diagrams can be used. Other methods of preseddita called graphical
methods will be seen in the next unit.

6.0 TUTOR MARKED ASSIGNMENT

The scores of 80 students in a technical drawin@mgnation were given as
follows:

68, 84, 75, 82, 68, 90, 62, 88, 76, 93
73, 99, 88, 73, 60, 93, 71, 59, 85, 75
61, 65, 75, 87, 74, 62, 95, 78, 63, 72
66, 78, 82, 75, 94, 77, 69, 74, 68, 60
96, 78, 89, 61, 75, 95, 60, 79, 83, 71
79, 62, 67, 97, 78, 85, 78, 65, 71, 75
63, 80, 73, 57, 88, 78, 62, 76, 53, 74
86, 67, 73,81, 72, 62, 76, 75, 85, 77

1. Group the scores with a class interval ®f and use the groups to form a
composite table.

Arrange the scores above in ascending ordemghitude.

What is an ideograph?

Given that the numbers of books in a local Library as follows:-

wmn
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+ SectionA 5,000
« SectionB 7,000
e SectionC 15,000
e SectionD 3,000
« SectionE 1,500
» Section F 6,300
e Section G 2,800
e Section H 3,500

Represent them using ideographs.

7.0 REFERENCE
Indira Gandhi National Open University, Schoof Education, Statistical
Techniques of Analysis (1999) ES-333. Educationalliation, New
Delhi.
Ogomaka, P. M. C. (1990) Descriptive Educwlo Statistics:- A guide to
Research. Owerri. Top books.
Ughamadu, K. A., Onwuegbu, O. C. and Osunde, A(1990) Measurement
and Evaluation in Education, Onitsha, Enba.
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TUNIT

6

GRAPHICAL REPRESENTATION OF DATA

1.0 INTRODUCTION
Data which are shown in tabular form as you haeen in the last unit, can
also be displayed using graphs. You wilbten that a well constructed
graphical presentation is the easiest way to shgiwem set of data. In this
unit the graphical methods of representing datatistics, such as bar chart,
pie chart, histogram, frequency polygon. GQlative frequency curve and
cumulative percentage curves will be explainediimstrated.
2.0 OBJECTIVES.
At the end of this unit you will be able to:-
i. represent statistical data using the bar graph
ii. construct a pie chart to represent statistitzdaa
iii. construct a histogram when given a set of data
iv. represent a given set of data in a frequendygom
v. produce a composite table and construct a cuimelftequency curve
vi. explain cumulative percentage curve
3.1 BAR GRAPH
You are familiar with graphs and their counstions. In your mathematical
lessons or science lessons in your secondatyool days, you were used to
plot graphs. The bar chart or bar diagram bar graph involves using
orthogonal reflections or shadows of bars or reméar bars of equal breadth
and different heights or lengths to representahéet Like every other graph
which you are used to, the bar chart ha® taxes, which are the frequency
axis or the vertical axis and the item axis orlihdzontal axis. The height of
each bar is proportional to the frequency.
Example 6.1
Given that Mr. Adewale’s farm has the following rauails:
Animals Cow Goat Big Rahhit Sheen  Doa
9 L 9
Frnqunnhy 25 50 0 150 120 10
Represent the data in a bar graph
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You remember that the frequencies are plotted ervéhtical axis. Therefore

note that the highest number on the frequency@s 1Since it is difficult to

divide the frequency axis into 150 units, we clmasuitable scale. Let us

take 1 cm to represent 10 units along fhequency axis. So we set up the
axes as shown.

160
F 140
120
100
80
60
404
20
0
Cow Goat Pig Rabbit Sheep Dog
e ——
Animals
In constructing a bar chart there are some veryitapt notes to take. These
are:-

i. Bars in a bar chart do not touch eactheo This is because
items or data represented here are discadinand have no
natural boundaries or common units of measurenmetmtden
one another. In other word the variable® aliscrete and the
classes are not comparable in terms of magnitusia: graphs
are used for presentation of discreet data.

ii. No bar can touch the lines of the frequencysaxi

iii. The unit of measurement on the horizbnxis is not
important. So bars are equally spaced and arqua evidth
on the horizontal axis.

Activity 6.1
Represent the following data in a bar chart.
A
CTOPS Yam Cassava Maize Potaioes  Fruits Vegedjble

Frequency oUU Kg 2000 Kg 90U Kg 150U Kg oUU Kg sUU Kg

b
colours red white Yellow Black Blue Browrny nki
Frequency obU 170 oUU ol 45U 20U SUU
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3.2 THE PIE CHART :

The word pie can be traced to the Britishicular pie dish or the
Mathematical pie. While the pie chart involvesngsa circular construction

to represent the statistical data, such ttte¢ data are placed in sectors got
using proportions that represent the frequencies.

Example 6.2

M DDI's livestocK Tarm has fie Tolloywing animals:.
Animals Cow Dog Goat| Pig RabOit Turkéyheep | Total
Frequency 15 {0) 90 45 150 106 102 o4

Represent the data in a pie chart.
To do this, you will follow the steps below:

i. Find the total number of cases or items or feeques i.e. 15 + 30 +
90 + 45+ 150 + 108 + 102 =540

i. Divide each frequency by the total fregoes, i.e. 15/540, 30/540,
90/540, 45/540 150/540, 108/540, 102/540

ii. Multiply the results above by 360 You know that a circle is made
up of 360 i.e. 15/540 x 360/1, 30/540 x 360/1, 9O5x 360/1,
45/540 x 360/1, 45/540 x 360/1, 150/540 x 360/1 etc

iv_ Complete the table as shown below:
ATiTTTat COWS | DOUS | Goaty— P103 Raptyits—1 urIJS'yleep Totat
Frequencies 15 o0 90 45 150 1056 104 540
Degrees 10 2U oU oU 100 (Z oo obU

v. Use a pair of compasses to draw a circle

vi. Use a protractor to measure and draw tle angles according to the
degrees obtained in (iii) above.

vii. Write in the groups or items into the secttirat represent them. This
is the pie chart.
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Rabbits

Activity 6.2

The table below shows the frequency distiilout of students offering some
subjects in SSCE in 2001/2002 session insegondary school in a state in
Nigeria.

Complete the table and use it to construct a paetch

Subject | Maths | English| Physics Chem| Geography T.| Agric | Total

Frequency 180 | 200 8O 50 90 Z5[ 60

Degree
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3.3 HISTOGRAM

You will recall from example 6.1 that barhacts are constructed with
rectangular bars of equal width and different hesgthich correspond to the

frequencies. The histogram is also representdunedtangular bars. But the

bars are not separated as is the case with thehber Can you guess why?

This is because the data here are continuousttiatafore, the continuity is

shown at the base of the rectangles. The histoggdherefore a bar graph
frequency distribution in which the bars are nqssated.

The histogram is constructed by plotting the fregpies against the scores or
class boundaries of corresponding class intervals.

You have noted the introduction of class bounddree. Class boundaries

mark the limits of a class interval or group. ther words a class interval or

group has two class boundaries:- the upplssc boundary and the lower
class boundary. Let us take the group B2f6r instance, the upper class
boundary is 67 and the lower class boundary is B2t in the histogram we

make use of the Real limits. So we hawe real lower limit and the
real

upper limit. In this case the real lower limitd$.5 and the real upper limit is

67.5. For you to understand it more, talkee number |, for instance.
The

Real lower limit or boundary is 0.5 and thHeeal upper boundary or limit
is

1.5. So |l can be described with its real limit§ras 0.5 — 1.5.

To plot the graph;

i. Draw the vertical and horizontal axes (it isiea use graph papers
where the lines are already drawn).

i. Mark the real class boundaries along therizontal axis or the score
axis.

iii. Mark the frequencies along the vertical axis.

iv. Construct the bars for each class boundwith a height
corresponding to the frequencies.

Example 6.3

Scores of 100 students in an introductorghmelogy test were grouped as
shown in the table below. Use the table to constthistogram.

NOUN 53



EDU 701
STATISTICAL METHODS!

Steps to follow:

i. Complete the composite table as shown
ii. Plot the points marking the bars and using the

frequencies against the real class boundaries ssitaple scales, lets use 2
cm to represent 3 units on the frequency axis.

S/No| Class Intervall Class Boundaries M. Ptor

Lower Upper Class M|
1 60 — 64 595 - 2
2 55-59 64.5 62 2
3 50 — 54 54.5 - 6
4 45 — 49 59.5 57 8
5 40 - 44 495 - 12
6 35-39 545 52 14
7 30-34 445 — 24
8 25-29 495 47 12
9 20—-24 39.5 - 16

445 42

345 -

JEL5 =============§§?==>

29.5 -

345 32

24 .5 -

29.5 27

19.5 -

24.5 22
10 15-19 14.5 - 4
N = 19.5 17 100

Scores

Points to note:-

NOUN




i.
axis otherwise
called abscissa

The horizontal jj.

represents the score

possibilities,
which may be
single scores or
class intervals.
In the

case of grouped
data, the
abscissa is
usually marked
off by the mid
points or the real

iv.

limits of the intervals.

Start on the left with the lowest valuemnd then proceed to the right
with as many internals as are necessary to indilldee scores. Do
not extend this axis to zero, unless scoofs zero or near zero have

been observed. By convention, leave an empéyval at both ends

to show zero frequency in those intervals.

The vertical axis otherwise called therdinate represents the
frequencies.  This axis is marked off witero at the bottom and
moves upwards to the greatest frequency.

The selection of the distance or scale alotigeeiaxis is arbitrary, but

it is a convention among statisticians to follow & high rule”. This

states that the vertical axis should be laidt such that the height of
the maximum point or highest frequency ispragimately % of the
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length of the horizontal axis. (Take noté this rule when ever

you
want to plot a graph in statistics).

v. A bar or rectangle is drawn above eadores interval on the
horizontal axis.  The width extends from thewer real limit to the
upper real limit of the intervals. Bars are adjade and touch each
other to show the continuity of the scorgs a continuous data.
Where there is zero frequency, leave an empty Spaicgerval.

vi.  The vertical axis should be labelled for freqog while the horizontal
axis is also labelled to show what is beingeasured (e.g. scores,
height in, weight in gms, time in secondsmperature in degree c/f
etc). Always put the descriptive title icdiing what the graph is
showing.

Activity 6.3

Given below are the frequency distributionsof grouped scores for a set of
students in a Geography test. Prepare mpgosite table and use it to

onstruct a Histogram.

S/No| Class Interval F

1 42 - 44 2
2 39 — 41 2%
3 36 - 38 4
4 33 — 25
5 30 - 32 9
6 27 — 29 12
7 24 — 26 21
8 21 — 23 15
9 18 — 20 10
10 15 — 17 ¢
11 12 - 14 3

12 9 - 11 1

3.4 THE FREQUENCY POLYGON

You have learnt how to construct graphs lbé graphs you have so far
constructed in this unit were bar graphsThe frequency polygon considers

the frequencies against the scores as in Hiogram, but this time the

polygon is a line graph which uses the frequenaggsnst the class marks or

the mid points of the class intervals. it a graph joining the points of
interception between the two points marked or shownXs or dots. These

points are joined with straight lines which are m&al rest on the horizontal

axis. It can also be plotted on a histogram, bigttakes time.
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Example 6.4

Consider the group scores obtained from a comsatence test by a group
of students in a school.

S/NO | Class Interval Mid pt X F
¥ 60 - b4 02 0
1 55 - 59 57 2
2 o0 - o4 52 2
3 45 - 49 47 6
4 40 — 44 47 S}
5 35 - 39 37 12
§ S0 — 34 32 14
7 25 - 29 2/ 24
<} 20 - 24 27 17
9 15 - 19 17 16
10 10 - 14 17 4
* 15} - 9 7/ 0

Steps to follow:

i. Complete the composite table with the daling columns as shown
above — class interval, class mark or mid pointfaeguency.

ii. Set up the vertical axis for the frequencied #re horizontal axis for
the mid points, with suitable scales.

iii. Add one interval with zero frequency each sfligt & right)

iV Mark the points of interception and join with sgfat lines
On the vertical axis, let 1 cm represent 2 units
On the horizontal axis, let 1 cm represent 5 units
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26

2%

27
20

13
16

14

1z

. |

Zr
11/
0
7 12 17 22 27 32 37 42 52 57 62 67
i Scores
Activity 6.4

Marks obtained

in statistics by a group students are grouped

Represent the scores in a frequency polygon.

in a table below.
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S/No| Marks F
1 85 — 89 1
2 ol - 84 2
3 75 — 79 6
! 70 — 74 10
5 65 — 69 15
6 60 — 64 25
7 55 - 59 38
8 50 — 54 20
9 45 — 49 13
10 40 — 44 5
3.5 CUMULATIVE FREQUENCY CURVE
You have learnt that cumulative frequency showsilmaber of scores which
are below the upper limit of each classemv&l. The cumulative frequency
curve which is otherwise called Ogive is gaaph of the cumulative
frequencies against the scores or the realcte limits of the class interval.
The points of contact represent the cumulativeueegies at the exact upper
limits of the intervals.
You will have to take note that the general trehthe Ogive is progressively
rising, there are no inversions or set backs. Ufwveard rise is not a straight
line. It usually takes the shape of alleha S.  While the upper branch
approaches its limit N gradually, the lowéranch approaches its limit of
Zero but not as gradually as the upper branch.
Example 6.5
Represent the grouped data below in a cumulatauincy curve or Ogive.
Frequency curve or Ogive
S/No| Class interval F
T 55 = 59
2 1510) - 51
3 45 — 43
! 40 = 44
5 35 = 3B
) 30 = 34
7 25 - 292
8 20 = 28
9 15 - 18
10 10 = 14 2
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S/INO Class Interval [F. U. L F. C. F
1 55 - 59 595 1 50
2 ol - o4 54.0 1 49
3 45 - 49 49.5 3 48
4 40 - 44 44.5 4 45
5 35 - 39 395 6 41
5 S0 - 34 34.0 4 39
7 25 - 29 295 12 28
<] 20 - 24 24.5 §) 1o
9 15 - 19 195 3 10
10 10 - 14 145 2 Z
N = 50

STEPS TO FOLLOW

Complete the composite table to includége treal upper limit (RUL)
and the cumulative frequencies (C. F.)

With suitable scales draw the vertical darhorizontal axes, with the
vertical axis having the cumulative frequesciewhile the horizontal

axis has the real upper limits

Match the cumulative frequencies againgteir corresponding real

upper limits and join with a smooth curve.

S/INOJT C. 1. |
1 90 — 99 Z
2 90 -94 4
3 6o — oY [§)
4 80 -84 10
o 5—19 14
6 (0—74 14
! o5 —bY 15]0)
8 o0 - 064 40
9 55-59 33
10 o0 —-54 o
11 45 - 49 §]
12 40 - 44 1
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For the scales: let us say 1 cm represent 4 uaitghe vertical axis and 1.5
cm represent 5 units on the horizontal axis.

Activity 6.5
Use the table given in the activity 6.4 twnstruct a cumulative frequency
curve.

3.6 CUMULATIVE PERCENTAGE CURVE
You have finished activity 6.5 look at theurve you have obtained. Recall
that you obtained the curve using cumulatifrequencies against the real
upper limits.  Now, if you convert the cumulativequencies to cumulative
percentages and then use the values agdiest exact upper limits, you will
get the same curve. So in some situations, may wish to use the
cumulative percentages instead of cumulative freges in the construction
of the curve. In this case the cumulative freqiemnare converted to get the
shallow S-curve. The advantage here is thae can very quickly
approximate the percentage of the total numbé cases which fall below
certain scores.
Activity 6. 6
Construct a cumulative percentage curve usingdhewing data.
SINO| Class Tnterval F
1 85 - 89 1
2 80 — 84 2
3 1) - 79 6
! 70 — 74 10
5 b5 - 69 15
§] ol — 64 25
I 25 - 59 38
8 50 - 54 20
9 45 — 49 13
10 40 — 44 5
4.0 CONCLUSION
In this unit, you have been exposed to tharious types of graphical
representation of statistical data, and thapplications in representing the
data. As teachers who generate data oftey can choose any of these
methods at any time, depending on what you wantpcesent your data for
easy interpretations.
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You can go through these methods again your practice and familiarise
yourself with them. Once again they arer Bzhart, pie chart, histogram,
frequency polygon, cumulative frequency curaed cumulative percentage

curve.

5.0 SUMMARY

In this unit, you have been able to gootigh with illustrations and
constructions, the graphical methods of reprsg statistical data.  These
are:

i. The bar graph, which involves constructing ragigar bars using the
frequencies against the items to represent the data

ii. The pie chart which involves using propoms that represent the
frequencies.

iii. The histogram which is a bar graph fregcy distribution in which
the bars are not separated because the aaa continuous. Its
construction involves plotting the frequenciegainst the scores or
class boundaries of corresponding class intervals.

iv. Frequency polygon which is a graph thainsiders the frequencies
against the class marks or mid points of the dlassvals.

v. Cumulative frequency curve which is otherwiskbechOgive is also a
graph, but that of the cumulative frequencies aiahre scores or the
exact limits of the class intervals.

vi. The cumulative percentage curve, which candsglilsometimes in the
place of cumulative frequency curves, involvesnverting the
cumulative frequencies into cumulative percentagebkusing them to
plot against the exact upper limits of tlass intervals. The points
are joined to get a shallow S-curve.

6.0 TUTOR MARKED ASSIGNMENT

The age distribution (in years) of a group of 20fividuals in a community
is given in a table below.

S/NO Class Interval F

1 1-10 3

2 11-20 10
3 21 —50 20
4 31-40 25
1S) 41 —°o0U 30
6 51 -60 43
! ol — /0 ol
3 ol -90 1o
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) ol —3Y90 4
10 91 -100 1

200

Complete the composite table

Use the table to construct a histogram

Use the table to construct a frequency polygon
Use the table to construct an Ogive

coow

7.0 REFERENCES
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Unit 7
MEASURES OF CENTRAL TENDENCY
1.0 INTRODUCTION

The measures of central tendency or locatame a set of bench marks or
typical scores which make precise and brnmesentation or description of a

set of data. There are basically three measuresnifal tendency which are

of interest to the statisticians. These are thannthe median and the mode.

This unit will therefore expose you to the methofikandling or calculating

them.

2.0 OBJECTIVES
At the end of this unit, you will be able to:-

i. Define the mean and calculate the mean fronvargset of scores.
ii. Explain the median and find the median fromiaeg set of scores.
iii. Describe the mode and locate the mode in amset of scores.

3.1 THE MEAN

You are familiar with the arithmetic average whistused to find the average
performance of the students in your class, tlee average performance of
students in deferent school subjects. This is#me with the mean which is

an interval statistics and which is generaliyost reliable, most stable and
most widely used measure of central tendency andwibhkes into account

every score in the distribution. It can heed in computation for more
sophisticated statistical analyses. It is equ#théosum of the scores divided
by the—number of scores. The symbol is x and the formula is x [BX/N
where X =mean

OF = Sum of

X =raw score

N = number

Example 7.1

Find the mean of the following set of scores:

10, 21, 15, 29, 22, 12, 11,5, 3, 2

Mean = X =0xN = 10+21+15+29+22+12+11+5+3+2 = 130

.- X =130/10 =13
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The example above is used when small number ofislgiaen. Most of the times,
data can come in a frequency table as in the exabgibw.

Example 7.2
Find the mean of the frequency distribution of ssdoelow.

STNO X F

1 10 3

Z 9 Z

3 8 4

q 7 q

5 §] 3

6 5 g

V4 4 4

8 3 Z

9 2 K]
SINO[ X F FX
1 10 3 30
Z ) Z T8
3 8 4 32
q 7 Z Z8
5 §] 3 18
6 5 q 20
! 4 4 16
8 3 Z 6
9 2 3 6

g = 29 174

Steps to follow:-

i. The formulais x #=1fx/0Of Therefore add the next column on the table
which is fx

i. FindOf=29
iii. Find Ofx =174
iv. -x _Of/Of ="Y,=6
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Example 7.2

Above is an llustration of ungrouped data.When the number of data is large

and
when the data are grouped the examples above t&remsed. So we will now go

to the next example jusing grouped data.

S/No | For Group Data Scores| F

1 55 -59 1

2 50 — 54 1

3 45 — 49 3

4 40 — 44 4

5 35-39 6

6 30 —34 7

7 25-29 12

8 20 —24 6

9 15-19 8

10 10-14 2
S/No | Group MidPtX | F FX
1 55 — 59 57 1 57
2 50 — 54 52 1 52
3 45 - 49 47 3 141
4 40— 44 42 4 168
5 35-39 37 6 222
6 30-34 32 7 224
7 25-29 27 12 324
8 20-24 22 6 132
9 15-19 17 8 136
10 10-14 12 2 24

0 50 1480

Steps to follow:

i. Find the mid points of the class intervals

ii. Find FX by multiplying the mid points with tHfeequencies
iii. Find theTGfx = 50

iv. Find thelfx = 1480

v. Find the x =0fx/0Of = 1480/50 = 29.60

The mean can also be calculated using anothethod called assumed mean or
deviation method. Let us take another exampléustiate this.
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Example 7.4
Assumed mean method or deviation method
S/No| C. T. F
T 55 — 59 2
2 50 -54 2
3 25— 49 §]
4 40 — 44 o
5 35— 39 T2
6 30—34 T4
7 25-29 24
3 20 =24 T2
9 15-19 16
TO 10— 14 Z
SING[ C. 1. TV | F X FX
1 55 -59 57 2 5} 10
2 50-54 52 2 4 8
3 75— 49 27 6 3 38
4 40 - 44 42 8 2 16
5 35— 39 37 T2 T T2
6 30-34 32 14 0 0
7 25— 29 27 24 -1 24
8 20-24 22 12 -2 -24
$) 5 — 19 T7 16 -3 -8
10 10-14 12 4 -4 -16
L] 100 3

Steps to follow:-
i. Prepare a composite table to include:

Mid points or class marks (CM)

Frequencies

Deviations (X) and F

X. Note that the deviation is coded positive\abthe assumed mean
and negative below.

coow

ii. Note the group which is centrally locatedr which has about half of the
scores. The mid point is taken as the assumed.méathis case, take 32.

iii. The deviation is coded O on the assumeean. Then above it we have
1,2,3...N, and below we have -1,-2,-3....N.
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iv.

V.

Vi.

3.2

Multiply the coded deviations with the frequés

Find the summation and divide by N

Use the formula for assumed mean = x = AM Hinfx/Jf) where x = mean,
AM = assumed mean, int. or | = class interval size.

X =AM + int (Ofx/0Of) =32 + 5 (%100
= 32 + (5x-.48) 32+ (bx - .48)
= 32 + (-2.40)
= 32 + (-2.40) = 32 - 240
= 29.60
Activity 7.1
Using the following grouped data:-
SINO[ C.T. F.
1 95 -99 2
2 90 — 974 q
3 85 -89 6
7 80 — 84 TO
5 75—-79 14
3] 0—=174 Tz
! oo — 09 o0
8 B0 — 64 70
9 00 —0Y 33
TO 50 — 54 8
11 45 - 49 [§]
12 40-44 1

a. find the mean using grouped data method
b. find the mean using assumed mean method

The Median: (X)

You have learnt that the mean is an arithmeticager The median is also
an average. Butitis a positional average. tlhésmiddle point in a scale of
distribution of measurement above which half or 58%he distribution falls

and below which half or 50% of the scores lie. Tila step in locating the

middle point or median is to arrange theores in order-ascending or
descending. You will recall that organisation afalor sequencing involves
arranging the scores in order.
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Example 7.5
Find the median of the following set of scores: 2D, 15, 30, 22, 12, 11, 6, 5,

3, 4.
Steps to follow:

i. Arrange in order =3, 4,5,6, I0, 11, 12,25, 22, 30.
ii. Find the middle score =11

This is possible when the number N is oddlf the number, N, is even, you
will add the two middle numbers and divide by two.

Example 7.6

Find the median of the following set of scores.
13, 15, 12,17, 16, 16, 19, 14, 20, 11

Steps to follow:
i. Arrange in order. = 11, 12, 13, 14, 15, 16, 1B, 19, 20.
ii. Find the middle score or scores. i.e. 15 and 16
iii. The median therefore s+162 =*/, = 15.5

Activity 7.2
Find the median of the following set of scores.
65, 48, 39, 57, 70, 49, 33, 72, 61, 42, 38, 6657545, 59, 60, 47, 55, 68

You have seen that the examples above usegrouped data. Median can
also be found in grouped data. Let usetaknother example with grouped

data.

Example 7.7

Find the median of the following groups of scores
SINO [C.T. F
1 o0 — 64 2
2 55 -59 2
3 50 — o4 5
) 45 =249 8
5 40— 244 TZ
6 35—-39 17
7 30—34 !
8 25 —-29 12
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9 20-24 16

10 1I5-19 4
S/No C. L F CF
1 00 — 64 2 100
2 55-59 2 98
S o0 — 54 §] 96
4 45 - 49 8 90
o 40 - 44 17 o’
6 35-39 14 70
4 ol — 34 24 ob
3 25-29 12 32
9 20-24 1o 20
10 1I5-19 4 4

N = 100

Steps to follow:

i. Prepare the frequency distribution tableoveing the frequencies
the cumulative frequencies.

ii. Find the total number of scores N = 100.

iii. Divide N by 2 ="/, =""7,=50

iv. From the cumulative frequency column, find wéé&0 lies. You can
see that it lies within the group 30-34 where thmglative frequency
is 56. This is the median class

v. Find the cumulative frequency before the mediass = 32

vi. Subtract it from', =50 — 32 =18

vii. Divide the result by the frequency within theedian class %/,,

viii Multiply the result by the class size
These can be summarized using a formula.

~

Median = X =L + {/, fTNCfb)i

Where L = the real lower limit of the median class
Cfb = cumulative frequency below median class
fw = frequency within the median class

[ = class interval size or simply class size

From the table above: L = 29.5, cfb =32, fw =245
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~

- X=L+(-Cfh)i =29.5+%%—32)5
fw 24

=29.5+(50-32)5 =29.5+18/24x5
o4—
=29.5+3.75 = 33.25

Activity 7.3
Using-the grouped-data below find the median
S/No Class Interval E
1 Q0 Q0 2
2 90 —94 4
3 86—38 6
4 80—84 10
-5 +6—40 14
-6 +0—+4 14
7 65—69 50
-8 60—64 40
9 55-59 33
10 50—54 8
11 45 -49 6
12 40 — 44 1

3.3  The Mode (X)
You have learnt that the median is a pwms#i average. The mode is
measure of popularity. It is defined as the pomthe scale of measurement
with maximum frequency in a distribution. n lother worlds, it is the score
value which occurs most frequently in a group afres.
Example 7.8
Find the mode in the following scores
10, 11, 9, 20, 17, 12, 20, 11,720, 9
Here the most popular score is 20. It has occutmexk times, and more than
any other score.
You can see that in the example 7.8 abowe, have only one mode. It is
therefore called unimodal. But sometimes ymay come across a set of
scores whichhas twomodes:
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Example 7.9
1,2,9,6,7,5,2,8,9,4

In this example, 2 and 9 appeared two timelsile others appeared once.
Therefore, the modes are 2 and 9. Thisbisiodal;, you may also come
across, some cases where there are more tlwan modes. This is called
multimodal.

You have noted that the two examples abowade use of ungrouped data.
When grouped data are given, the mode is the midt pbthe class with the
highest frequency i.e. the modal class.

Example 7.10

Find the mode of the grouped data below
S/NO | Class It F
1 o0 - 064 2
2 55 — 59 Z
3 50 -54 6
! 45 —129 8
S 40 - 44 12
6 35-39 14
! ol — o4 27
8 25-29 12
) 20—=2%

10 15-19

The mode can be calculated using [ )i

d+dz

Where L = lower exact limit of the modal class.
d, = difference between the frequency of theodal class and
frequency of

the class before the modal class.

d, = the difference between the frequency of the rhodas and
frequency of the class above it

i = class size
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The mode X = L + (d1/d1+d2)E ] di i
d+d

From the table L =29.5,1=5
N
o X =29.5 $4-1224-12+24-1)5==28.5+{/12+105
=29.5 +%,,=29.5+2.27 = 32.23
Activity: 7.4
Using the following grouped data, find the mode

S/NO C.L F
1 90 — 99 2
2 90 - 94 4
3 6o — oY §)
4 ol — o4 10
5 75-79 14
§ 0— 174 14
7 65 - 69 50
3 o0 — b4 40
9 55-59 33
10 oU —54 o
11 45 - 49 9
12 40 - 44 1

4.0 CONCLUSION

In this unit you have been exposed to the measidiresntral tendency which

are bench marks or typical scores which give peeaigl brief description of

a set of data. These are very importagpeets of statistics which you as a
teacher can not afford to toy with.

To make your data very precise for integien, you will need to learn
these measures of location very well.

5.0 SUMMARY

In this unit you have learnt that the measureseafral tendency are a set of

bench marks which make precise and brief presentati description of a set

of scores. The three basic measures oftrateriendency are the mean, the
median and the mode.
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The mean is the most widely used. — It dqual to the sum of the scores
divided by the number of scores. The symbol iac the formula i$1X/N or
>Tx. Or for assumed mean = AM + iriflfx/f).

>f

The median is the middle point in a distributioft.is a pgsitional jrage It

can be found in a grouped data using medlan X =tN/2
fw

The mode is a measure of popularity. 3t the point on the scale of
measurement with maximum frequency. In atridbution. It shows the
highest frequency in a set of scores. There cambrodal, tEnodal or

Multimodal. In a grouped data, it is found usingdeo X=L+

+
gl.o ¢ TUTOR MARKED ASSIGNMENT
Use the data below to find;
a. Mean
b. Meédiarand
c. Made
S/Nol Class Int E
1 7579 2
2 Z0 Z4 yal
2 6569 I
A a0 [avil 10
= 5559 25
8 5054 35
7 45— 49 20
L 8 40 — 44 15
9 35-39 10
10 30-34 5

7.0 References:-

Ogomaka, P. M. C. (1990) Descriptive Educwtlo Statistics: A guide to
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Ughamadu, K. A. Onwuegbu, O. C and Osunde, U (1990) Measurment
and Evaluation in Education. Onitsha, Enba.
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UNIT 8

MEASURES OF VARIABILITY/DISPERSION |

1.0 INTRODUCTION
The measures of dispersion or variability areasures which show the
variation or spread or dispersion of values scores in a given distribution.
The homogeneity or heterogeneity of the scoredeagstablished with these
measures. In this case, some or all the scoeesoasidered with a view to
determining the differences between the score§he measures which we
shall discuss in this unit are the rangbke tquartiles, the deciles and the
percentiles.
2.0 OBJECTIVES
By the end of this unit you will be able to:
i. Define and calculate the range in a given setofes.
ii. Explain and locate the quartiles in a distribatof scores
iii. Explain and locate the deciles in a set ofreso
iv. Explain and calculate the percentiles of a giget of scores
3.1 THE RANGE
This is the simplest but crude and unreliable mgttbfoestimating variability.
It is defined as the difference between the highadtthe lowest scores in a
given distribution. It is usually affectedy the presence of two extreme
scores. The greater the range, the greater therdisn or variability. There
are two types of range. The common type, most contyrused and simply
called the range is technically known as l&sige range. It is the highest
score minus the lowest score in a set obres. It can be found using
the
formula X, - XL = R where Xrepresents the highest score and X the
lowest Score.
Example 8.1
Find the range in the following set of scores.
66, 59, 72, 62, 57, 54, 66, 79, 14, 65, 64, 95, 59
If you look at the scores very well, you will reet that the lowest score XL
= 14 and the highest scorge X= 95. Therefore the range R. will bg-XX,
=95-14=81
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Activity 8.1

Find the range in the set of scores below
53, 59, 60, 48, 64, 72, 56, 34, 75, 52, 36, 93

Note that you do not need to arrange tleres in any order of

magnitude
before finding the range.

The other type of range which is not comiyomused is called inclusive
range. It involves subtracting the real dowlimit of the smallest score or
observation from the real upper limit of thHaghest score. It is called
inclusive because both the lowest score and thHeekigscore are included in

this arrangement. It is mostly used with groupathd

Findl the inclusive rafge in thg groupeld data bEelow.

Score 11-15 16-20 21-25 26-30 31-35 36-40 41-45 -5@6
Frequency 2 4 8 9 15 14 10 4

Lowest interval = 11 — 15, highest interval = 46-50
The exact limits are 10.5-15.5 angd 45.5-50.5
The smallest observation = 10.5, the highest olasiervis 50.5
Therefore the range is 50.5 — 10.5 =40
Note that
i. The inclusive range is always higher than thelesive range
by I

ii. When the range is not qualified in amgtouped data it is
conveniently taken to mean the more commonly kncange,
the exclusive range.

3.2 THE QUARTILES

In the last unit, you learnt that the Medidas a positional score, which
occupies the middle point on the score scale. hilxame way, the quartiles

are positional scores. When we count up frométoinclude the lowest,

or first, quarter of the cases, we find the poaitezl the first quartile. This is

given the symbol Q1. The first quartile the score point that sets off the
lower quarter or 25% of the group. In the same,w&yen you count down

from above to include the highest, or fourthuarter of the cases, we locate
the third quartile or Q3. In other words tHec@iartile is the score point that

sets off the upper 25% or quarter of the scorebe middle quartile Qs the

median score point. You will note that the quagtiQ, Q. and Q are points

on the measuring scale. They are division poieta/ben the quarters. We

may say therefore of an individual that e in the highest quarter or" 4
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quarter but not in a certain quartile. So the tileagrare points that divide a

score scale into four equal parts. These poimtdedocated in a distribution
scale.

Example 8.3

Loclte the Rand Qin the {lata givEn beloyv.

Scores 15 18 21 23 25 2/ 28 29 3

Frequency 1 1 2 3 6 5 3 4 3

Steps to follow:

I CompJete the table 10 inciude the cumyatveirency).
ST/NO Score F CF

1 32 3 28

i 29 L i

3 Z8 3 2T Qs
1 27 5 18

R [ D — |

6 23 3 7 Q
{ 21 z 4

8 18 I 2

9 15 T T

ii. Find the 25% or ¥ of the number of scor€¥z x */, = 7

iii. Count from below along the frequency woin until you get 25% of
the cases. This gives.Qlt is between 23 and 25 i.e. Qkz252 =
24

iv. Find 75% or % of the scores#q x /.= 21

v. Count from below along frequency columntilyou get 75% of the
cases. This gives,Q Itis between 28 and 29 i.e. Q3s=+ 292 = 28.5

3.3 QUARTILE DEVIATIONS

You have learnt that quartiles are points te score scale that divide the
total number of observations or scores indigtribution into four equal

groups. You can now locate the points, @ and Q  Then, note that the
interval from Q1 to Q3 contains the midd&)% or half of the scores in a
distribution.

It is called the interquartile range. Note alsattifithe interquartile range is
divided by two, we shall have what is adllehe semi-interquartile range or
guartile deviation. This can be found using thenidar Q - Q

2
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Example 8.4

Using the results from example 8.3 we cand fthe quartile deviation or
semi-interquartile range.

Q. =24,Q=285

.. Semi intequartile rangezQi2
=28.5-242=2.25

Example 8.5

Find the semi-interquartile range in the group deti@w
S/NO| C. O. F
T 55 — 59 T
2 50-54 1
3 15 —79 3
4 40 - 44 4
5 35 — 39 )
6 30-34 7
7 Z5—29 12
8 20 =24 o
9 15-19 8
10 10-14 2

= 50

Steps to follow:
i. Find"“/,=%/,=12.5

ii. Counting up the frequency column,
that if we count 2+8, we have 10 cases.

x 5 (5 is the interval size) = 2.08

iii. Add the result above to the

real

19.5 +2.08 = 21.58. This is Q1.
count from the top-down 125 cases. Agaie have
1+1+3+4 will give us 9. 1t means that we will née8 to make it up

iv. For Q,

to 12.5 cases.

have therefore 3.5/6 x5 =2.92

locatke 12.5 cases.

It mefaatswte need 2.5 out
of the next frequency, which is 6, to complete. ¥dg therefore 2.5/6

lowdmit of the class interval

It will be 3.5 out of the next treqcy which is 6. We

v. Since we are going down, we deduct 2.92 fronrélaéupper limit of
the class i. e. 39.5 -2.22 = 36.58. _This is Q
vi. Find the semi-interquartile Q, using . Q Q

=36.58 — 21.58 = 15.00=7.5

2

NOUN

77

You see

i.e.



EDU 701
STATIST

CAL METHQDS!

Note that the formula used in locating the mediam loe applied here

i.e. L (",-cfb) i
( fw )
In the case of quartiles, instead"bfyou will use"/, so we have Q =
L + ("/,-cfb)i
( fw)
Activity 8.2

Find the quartile deviation (QD) or semi-nopeartie range of the scores
from 65 students on the use of English examinatianschool.

SCOres 5Z-54 49-51] 46-49 43-4% 4U-4Y 37-3P 34-36-33148-30
Frequencies © 11 1o ) 9 ) 2 3 2
3.4 THE DECILES

3.5

So far you have learnt how to divide a given sefaafres into two equal parts

to locate the mid point or the median; you have Earnt how to divide a set

of scores into four equal parts to locatee tquartiles. This time we shall
move to another step. This is to dividetoi ten equal parts to locate the
deciles. Decile points are used to mark af distribution, thus indicating
points of dividing a distribution of scores intates. Thus there are 9 deciles

i.e. from 1 to 9 which divide a distribution intert equal parts. .0bs the first

decile and below Dliies the bottom 10% of the group. In the same @aig

the point in the distribution below which %80 of the cases fall. Like
quartiles, deciles are points in a distribution segments.

PERCENTILES

Percentiles are ordinal measures. They sgere points which divide the
distribution into 100 equal parts called percensagén other words, they are

points on the raw score scale below which givergrages of the cases in

the distribution fall. For instance, the"§ercentile is the point on the score

scale that has exactly 80% of the caseowbeit. Percentiles are symbolised
by the letter Px, with X denoting the peutar percentile.  Thus, the 90
percentile is written [ they are used for decision making whent paf a
population is to be selected because of its positithin the total.

Note that the median corresponds to th‘épﬁ]centile, B and 2 Quartile
Q.
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The £ quartile corresponds to the"28ercentile R
The 3' quartile corresponds to the"7jgercentile R.

You will recall that the formula for calculating aian is X=L + {/,-cfb) i.
fw
You also recall the formula for the quartiles £N/4 — cfb)i
fw

you can see that they are almost the same. Thwufar for calculating the
percentiles is the same and it is the adaptatidghisame formula. It is used
for specific percentile points. The general foraawhich can be used for any
value of Pxis Px L + (Pn - Cfb)i

fw where

Px = score at any given percentile

L = the lower real limit of the interval containirnige given percentile (Px)
PN = the desired percentage of'W,{

N = the total frequency

cfb = cumulative frequency below the interval camtzg the

percentile

fw = frequency within the interval containing thesited score

| = interval size

Now, let us illustrate this with an example

Example 8.6
Use the data below to calculate:
a. R
b. R
c. Poand
d. P
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Note: i ="%10= 2

L

1945

S/NO Class Interval
T 95 —99 T
2 90 -94 6
S 0o — oY o

4 80 -84 33
o (o— 19 40
§] 70—-74 50
[4 0o — 09 24
3 00 - 64 14
g 55 — 59 T0
10 50 -54 8
TT 15 —29 s
12 40 - 44 2

N = 200

Steps to follow

i. The steps are the same with those of mediargaadiles

C

a. For P95 =L +— *,x™) —cfb™ i =L+ (190 — cfb)i
Fw
fw
=845 +198—-485 5 = 845 + 5/8 x 5584+ 3.125 =87.625
8
i. ForP,=L+
l-200—50) | - -
irox b 11007 cfb) i
1100 62)
(0 fwe el b 5 )
4 )
L3 )
=695+ [ x5|= + = 733
69.5 3.8
iii. For P,=L +
L 200 40 )]
X
|((1oo 1—ICfb|||:L+L801cfb\ 6+ 1 |
|i (f 9. 5
i fuooyp 4w 150 )
14 )|
L18 )
=69.5+( x5 | + =
N 1 RO 69.5 1.8
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200 20 Ti=L+[40] ctb) +L 1 )
40 38
L X |1c o fwo i 64.J 24 |
iv. ForRo= | ) 1 ] \ S 5
1 )
00
L 2
:645+J x5 | = + - 64,917
24
) 64'50_417 =64.917
Activity 8.8
Using the data below, find the following percertile
a. Ps
b. P
G I:?ou
d' 90
e. R
C.l 91-99 82-90 73-81 64-72 55-63 46-54 37-45-3@8 19-27 10-18 1-9
Frequency 2 3 5 9 15 18 15 9 5 3 2

4.0 CONCLUSION

In this unit have gone through source ok timeasures of variability or
dispersion. These are the measures used stablished the homogeneity or
heterogeneity of a set of scores in a distribusicele. It is very important that

you study them very well as you will digga use them in the analysis and
interpretation of your data.

5.0 SUMMARY

In this unit you have been exposed to soofe the measures of variability
which are measures that show the spreadthef scores in a given
distribution. The measures you have seen so éar ar

i. The range:- which simply shows the differenc n the Righest
and the lowest observations or numbers.

ii. The quartiles are points which divide the diaitions or scores into

iii. four equal parts called quarters. The formisla+ "“/-cfb i
fw

iv. The deciles are also points on the distributtoat divide the
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V.

L+ (", -cfb)i
fw

The distance from Qo Q is called interquartile range while half of
this is called semi-interquartile range or quardidiation.

Percentiles: which are points on the scamle that divide the
distribution into 100 equal parts called dest or percentages. The
formula is

L+ (“/1oecfb) i or (/\-cfb) i+L
fw fw

The T quartle Q corresponds to the 25percentile, the "3 quartile
Q, corresponds to the 7percentile while the"2quartile Q which is
the median corresponds to the' p@rcentile and the"Slecile.

6.0 TUTOR MARKED ASSIGNMENT

Using the data below find:

a.
b.
C.

Q Q

RLO! F)501 PQO

QuartiE deviation

S/NO Class Interval =
1 oU — o4 Z
2 75—79 3
3 70— 7% 5
7 55— 69 0
) o0 — 64 10
5 55 =59 20
! ol — 54 S0
8 I5—749 75
9 10— 44 77
T0 35-239 T8
11 ol — o4 15
12 290 — 29 10
13 20—724 8
14 15-19 o)
15 T0— 14 7
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Unit 9

MEASURES OF VARIABILITY/DISPERSION I

1.0

2.0

3.1

NOUN

INTRODUCTION

In unit 7, you learnt the various measures ohtredtendency and you were

told that these measures are a set of bemehnks which make precise and

brief presentation or description of a sdt a@ata. You also learnt that the
measures of location are very useful in fgliog a concise index of the
average of a set of scores. But there isremto know about sets of
scores.

Variability is a universal characteristic any set of scores with which the
teacher, the psychologist or researcher mighte to deal. @ Some
distributions may have the same mean yet difféhénextent of variation of

the scores around the measure of central tendency.

Therefore, in order to describe a distributi@of scores adequately, we shall
need both the measures of central tendency aamdability. This is because
information concerning variability may be amportant or more important
than information concerning central tendencyThe measures of variability
provide a needed index of the extent ofiaten among the scores in a
distribution. You have seen the range, the qeadiviation, the deciles and

percentiles. We shall now look at the mean demmtvariance and standard

deviation in this unit.

OBJECTIVE
At the end of this unit, you will be able to:-

i. Calculate the mean deviation in a given disthitiu
ii. Calculate the variance in a set of scores
iii. Calculate the standard deviation in a givestiibbution

MEAN DEVIATION

Deviation of a score involves trying to findut how far that score is

away

from the mean. Look at the following set of scd@sinstance; 10, 15, 13,
12, 8. The mean % = 11.6. The deviation of 10 from the mean 118=
11.6 =-1.6.1n the same way, the deviation of dfthe mean =15-11.6 =
3.4 the deviation of 13 from the mean = 13-11.64€tc.

The mean deviation therefore is the averaie the numerical deviations of
the observation. In other words the mean deviat@rsiders the average of

a) aFa on 'a a nee a aYaWila¥a el la Y YaVlda aYaa a¥aWiaa¥a a
v
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the set of scores. It can also be sad be the average of the modulus

or

positive values of the differences between theviddial scores and the mean
of the set of scares.. In mathematical notatioram@eviation

= O(IX=X]) or Of(]X-X]) where |X-X] is the
N N

positive values or modulus.

Example 9.1

Find the mean deviation of the listed scores beldw27, 19, 9, 23, 31, 25,
28, 15, 22, 35.

Steps to follow:

i.  Find the mean of the set of scores. Itis XOx

n
ii.  Using a table find the deviation of the scoitesn the mean
iii. Add the positive values of the deviaton i.e.
16+2+6+16+2+6+0+3+10+13+3+10 = 74
74
iv.  Find the mean deviation M.D =
=6.727|
S/INo| X X-X D
1 41 41 — 25 16
2 27 27 -25 2
3 19 19 — 25 -6
4 9 9-25 -16
5 23 23 — 25 -2
6 31 31-25 6
7 25 25 -25 0
8 28 28 — 25 3
9 15 15-25 -10
10 22 22 -25 -3
11 35 35-25 10
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Example 9.2

Find the mean deviation of the set of scores below

SINO[ X F

1 20 2

2 19 3

3 18 5

Z 7 TO

5 16 15

6 5 g

{ 14 5

8 3 Z
SINO| X F FX X=X FIX=XT
T 20 Z Z0 3.76 7.52
2 19 3 57 2.27 8.28
3 18 5 90 T.76 3.80
4 17 10 1/0 0.7/6 /.60
5 16 5 240 0.24 3.60
] 15 9 135 1.24 11.16
7 Z 5 70 224 TI.20
o 13 2 20 3.24 0.40
T 51 878 54.64

Steps to follow:

Find the mean X = 828 = 16.24
51
Corqpletq the compo§ite table to include thaassoX, frequencies F,

FX, Ol Dand F 0 O [L
64.64

Find the total sum of F[{ | |
4g5e—

Find the mean derivation M.D = <f

= 64.641.27
51

Note that when you have grouped scores, youusélthe mid points of the
class interval as X.
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Activity 9.1

Find fhe megn deyjiation pi the 3et of Jcores Pelow.

41 27 19 9 23 31 25 28 15

N
9

T X

3.2

1.2

Z o 10 S 17 15 14 17 11 1 4

VARIANCE

You have seen that the deviation scores,chwhyou have studied in 3.1

above, provide a good basis for measuring #pread of scores in a
distribution. But, we can not use the sum of thasaations in order to get

an index of spread because this sum in any disioibwill be equal to zero.
This becomes a problem which we must overcome.dorthis, square all the

deviation scores. This is to remove allgateve scores and make all the

scores positive.  This is because all sguaseores will be positive.

these squared deviation scores are added to gneaaure called the sum of
the squared deviation scores which is simply callen of squares,

< )

o B
The variance therefore is a measure of variabiitich is derived from the
deviation of scores from the mean. It is definedhe mean of the squared
deviation scores. It is widely used forfenential statistics than for
descriptive statistics. = The population vatgnis symbolized by the lower
case Greek letter sigma (6) raise to the seconapiogv 6, while the sample
variance is represented b¥ Bor the purpose of this course we shall be using
S’ since the difference is not noticeably high.

Example 9.3

For listed scores; using 15, 14, 11, 10, 9, Fidd the variance.

SINo[ X | %X (X-X)
15 |5 |25
14 | 4 16
11 |1 1
10 |0 |o
1|1
9
3
8

Noah~hwNPE

~N R NO
1
w

o
)
[0ele)
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i.
ii.
iii.
iv.

Steps to follow-:

Find the mean of the set of score¥= 10.00

Find the deviations from the mean. (X-X)
Find the squares of the deviation (X-X)
find the variance using’S: O(x-x)2 =88 = 12.57

Activity 9.2

N

7

Find the variance of the data below which are sobfkb students in a 10-
itemed multiple choice test on maths 7, 2, 6, 8,4, 9,6, 1,6, 8,0, 7, 3,

Example 9.4 for data with frequencies

Fing the yariange Tor tfje data [pelow.
X 191 18 17 16 15 14 13 12
F Z 3 5 10 15 9 5 3 T
Steps to follow:
1. Complete the composite table to include theescX, F, FX, X-X, (X-X],
I AYARYAX
U \I\ I\l p— —_—
X i FX X=X XY F(X-X§
19 2 38 4.13 17.057 34.114
18 3 54 3.13 9.797 29.391
17 5 85 213 4.537 22.685
16 10 160 1.18 1.277 12.769
15 15 225 0.1B 0.017 0.254
14 9 126 -0.47 0.757 6.812
13 5 65 -1.87 3.497 17.485
12 3 36 -2.87 8.237 24.711
10 2 20 -4.87  23.717 47.434
9 1 9 -5,87 34.45] 34.457
55 818 230.112
i. Find the mean of the set of scores. Itis 818 874.
55
. Find the deviations from the mesdrihe set of scores.
il. Find the squares of the deviations above
iv. Multiply the squares of the deviation fogquencies.
V. Find the sum of the squared deviatioregfiencies above
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,‘ (1
A G )
Vi. Find the varianc€’ Susing f X X = 230.112
L K
= 4.104

Activity 9.3

Fifjd the variance Jor tha data below.

X 25 30 28 22 15 —33—14 2 T 20— 328210

F 7 5 5 9 10 2 8 15 9 12 3 4 1 2
Note that:

i. You shall use N when dealing with population  &hkd when dealing with
the samples.

ii. You shall use the mid points or class mark whenamugiven grouped data.

Example 9.5:

The raw score method.
Find the variance of the grouped data below.

S/IN | Class int
36-40
31-35
26-30
21-25
16-20
11-15
6-10

1-5

L

o

O~NOOULA WN PR
NWOOIoERL, NP~

Steps to follow:

i Complete the compost {able as Shown pelow.

S/N | Class int F X FX| X | FX

1 36-40 1 34 38 1444 1444
2 31-35 4 33 132 1089 4356
3 26-30 7 28 196 784 5488
4 21-25 10 23 230 529 5290
5 16-20 8 18 144 | 234 2592
6 11-15 5 173 65 169 854
7 6-10 3 8 24 64 192

8 1-5 2 3 6 9 18

40 835 20225
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3.3

( )2
) 7
- Using the formular nd x| 4
n2
We have 5= 40 (20225? (835Y
40
= 809000-697225 =111775
1600 1600

= 69.859
Activity 9.4

Find the vpariance ¢t the grpuped data givgn beloyv.

Class Int 0b-60 Ol-55 46-50 41-45 50-40 Sl-s08o0-050 Z21-25 16-20
Frequency 3 4 5 6 10 18 15 11 8

Standard Deviation.

You have gone through the variance and the methodgrocesses involved

in calculating the variance. If you have learntdaty well, then you will not

have any difficulty in mastering the methodsid processes involved in
calculating the standard deviation. This iscduse the standard deviation is
simply the square root of the variance. Itis fgr the most commonly used
indicator of degree of dispersion and is the megiethdable estimate of the
variability in the population from which the sampldas drawn. It also enters

into numerous other statistical formulas whiete shall see latter in this
course. The standard is a kind of averages ofi@ltieviation form the mean,

but it is not a simple arithmetic mean. The synib@ for sample and for
population.

To compute the standard deviation, you whhve to find the variance, then
find the square root of the variance.

You can use any method to get this.
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Example 9.6
Find the standard deviation of the scores below.
SINT X Dev
1 15 5 25
2 14 4 16
3 11 1 1
4 10 0 0
5 9 -1 1
6 7 -3 9
7 4 -6 36
70 O 88

Steps to follow.

i. Go through the steps in calculating the arme. After getting the
variance then find the square root.

S =4 (x-x)2 =88 =12.58 (variance)
N 7
—_— J—
4 :J_{(.x_pg__ = /—8g 12.57
N 7 58.

Example 9.7using the raw score methods.
10,8,7,6, 3, 2, 1.

Steps to follow:
Find the squares of the raw scorés X

10 S Z [ 3 2

X 4—-6-‘,1—_
X2 100 64 49 36 Q 4 4 =253

il. Find the sum of the scores and squared scores‘.e( =37, 4 X =263
ii.  Find the (d x)? =27 =1369

2

iv. Find the standard deviation using ﬁjileax—)

91
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S=\ 263-372 N = 263 - 1369
6 6

6

S=\/ 263=228167 N = 34.833 =+5.8055
6 6

= 2.4094605 =" 2.409

Activity 9.5

Find the standard deviation of the set of dataveelo

X 1o 11
F 1 1 2 2 1 2 1

[(e
~
&)
(o8
-

4.0 Conclusion

In this unit you have learnt that apart from thefubhess of the measures of

central tendency for providing a concise indexhef &average value of a set

of scores, there is more to be studied about afsetores, variability which

is a universal characteristic of any set of sca@esvery important attribute

with which the teacher, the Psychologishe tsocial scientist, the research
etc. might have to deal. For instance, tmeasures of achievement,
intelligence, personality and or other charactesstnay be expected to show

variability in any sample of individuals.

Therefore, to describe a distribution of ssorvery well and adequately too,
we need both the measures of central terydesmwed the measures of
variability. This is because the two measures mgk®o types of descriptive

statistics which are indispensable in describirsgritiutions of scores.

5.0 Summary

In this unit you have been told that the measufesigability or dispersion

are very necessary for adequately describinantitative distributions. The
three measures which you have studied in thisaraithe mean deviation the

variance and the standard deviations. The nmdaviation is the average of
the deviations of the scores or observations filwemtean, given that all the

deviations are positive. It uses the moduins computation. Thus mean
deviation.
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The variance is an interval scale measurel @ the mean square of
deviations from the mean. It is in squared unittheforiginal measure and is

given by—‘-e%)z — o4 4] (Xp—2—7?

or

N N 4 4 (0

V. The standard deviation which is t mest—eemmmﬁl/!he—meaﬁmes of

variability is the square root “of the vadan’lt belongs to the interval

scale of me7mmmnd is given by 1(X:L_X)2 or ﬁl X)?
— N

2 2

x 1 (fX)

6.0 Tutod Marked Acclgnm nt:

Using the data below, find the variance and stahdawiation.

X 25 24 23 22 21 20 19 18 17 16
F 1 2 3 6 11 16 7 9 8 2
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1.0

2.0

3.1

UNIT 10
Introduction:

Earlier, you learnt how to plot graphs like theginency curve or cumulative
frequency curve. You have noticed that ddfér curves have different
shapes. One of man’s  most interesting discoverassthe determination of

a relationship between measurements of marpest of natural phenomena
and the mathematical laws of chance if madstributions of many natural
events are plotted on a frequency curve, the siipbee like a bell. This is

called normal curve. In other words, meas@mmobserved in physical and
psychological phenomena will produce a nornwalrve. For instance, if the
heights of randomly selected people in a commuarigytaken and plotted on

a graph paper, it will give a normal curve. Butrafem the normal curve,

some other shapes which are not normal may bewiser some cases. In

this unit we shall look at the different shapeswives that can be observed.

Objectives:

At the end of this unit, you will be able to:
Describe the general nature of normal curves.
Identify the different types of curves.
Explain Skewness and Kurtosis
Compute the co-efficient of skewness and kurtosis

The Normal Curve

Any symmetrical bell- shaped type of curve is knasrna normal curve. The
concept of normal curve is very basic imatistics. This is because; the
frequency distributions of many natural events heheagpes similar to that of

a normal curve. In other words many physical angipslogical phenomena

when shown in a frequency distribution curvell resemble the normal
curve. Take for instance, the weights of the girla school, the heights of

men in a church, the achievement scores of studteatslass etc. if you get

these measurements and plot them on graphey will be similar to the
normal curve.

Activity 10.1

Get the scores of the students in a class in dojecuUse the scores to plot
a graph of frequency against the scores.
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You have seen that the shape of the cussebell shaped? Similarly, the
distributions of scores on many psychological tesish as 1Q tests and tests
of school achievement, are approximated by the abcurved

————y
Fig.10.1 Scores
The Normal curve.

Although the fit may not be perfect, but you vedle that the distribution of
scores closely approximates the normal curve.

The normal curve is actually a graph of rather complex mathematical
relationship. This relationship results in graph which is unimodal and
symmetrical, when plotted. There is an equatiorcivis used to define the

normal curve. It relates the height of tloerve to the score values. If is as
follows:

y= T - (X-)
6217 | 262

Where y = Height of the curve corresponding ®phrticular value of X.
X =ascore value corresponding frarticular height.
{f = aconstant which is equal to 3.1416 or 22
7
= a constant which is equal to 2.7183

e
M= the mean of the X variables
6 = the standard deviation of the X variables.

This formular is used to construct a nornmalrve, and it imparts the
characteristics of a bell-shape to the curve. Batform of the curve will also

depend on the mean and the standard deviatidmed&tchange, the shape of

the curve will also change, but it is st¥ery similar to a normal curve.
However, you are not asked to master this formslace you will not have
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to use it in any computations,. It is included otdynform you that there is a
mathematical formular for constructing a normaieubut you have to note

that this one equation can result in many normalesl Each time the mean

and standard deviations changes a different nocarak is produced.

Fig 10.2 Three normal curves.

From the figure above, you will see thate thhree curves are normal
curves, yet they are different in shape and appear&urve A is narrow

and the ordinate is relatively long. Curve i€ wide and the ordinate is
relatively short. B is not too narrow nor too wide.

Activity 10.2.

Collect the fooling data:-
i. The result of a class of students’ examamatiin any one subject of your
choice.
. Collect the weights of the same students in thgscla
iii.  Collect the heights of the same students endlass.
Plot three graphs with the data on the same giEgite note of the shapes
for comparison.

3.2 The Properties of a Normal Curve

i. A normal curve is symmetrical with its maximuraight at the mean. It is
often described as a bell-shaped curve ewtsbme describe it as a well-
weathered manure pile.

ii. The mean, median and mode fall at the sametpoin

iii.  The height of the curve decreases as one mtovt® left and right of the
Point of maximum height.
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iv.  Although the height of the curve contisudo decrease as one moves
farther and farther from the mean, it nevactually reaches zero.
Therefore the theoretical range of the norncalrve is from plus infinity

(+a) to minus infinity (-( ).
3.3 Skewness

You remember that the normal curve is symicwt but many distributions
produce curves that are not symmetrical but asymcaétThese curves lean

or bend either to the left or to the righbuch curves are said to be skewed.
Skewness, therefore is the degree or extentwhich a frequency curve is
asymmetric. There are two main types of skewness.

When a curve leans to the left from thesesbers view point and the tail
extends out towards to the right, it is dsaio be positively skewed. On
the

other hand, if the curve leans to the right andlieextends outwards to the

left, it is called negatively skewed.

Now, take a look at the diagrams below. Diagrans A normal curve. B is

positively skewed and C is negativelySke . Ftbese figures we can say

that:

<X

N

X X X X X X

i. The mode, the mean and the median have the galme in a normal curve.
ii. The median and the mean lie to the right ofrtiedle in the same direction of
the
skewness in the positively skewed curve.
iii. In the negatlvely skewed curve the median ﬂmjmean lie to the left of the
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You will note again that in a normal curve the maae mode and the median do

not differ. But they differ in a skewed distributioT his difference or a function

of it may be taken as a measure of skesvndhere are some measures of
skewness. They include: the Pearson’s first andrekcoefficients of skewness

which are:-

—————————— N
i. Skewness = mean-mode X-X
Standard deviation = S
ii. Skewness = 3(mean — median) 3(X =X) others are
Standard deviation S

iii. Quartile coefficient of skewness = {9Q)-( Q,—Q)
Q-Q

iv. 10-90 percentile of skewness =60 0)- (Pso-Puo)
(PQO_PlO)

Example 10.1

Find the skewness in the data given below.

2-4 5-7 8-10 | 11-13] 14-1¢ 17-19 20-22 23-2b 25-28

| X

2 5 7 10 15 30 15 10 6
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Steps to follow.

i. Complete the composite table.

S/No| ClassTimif  X| F FX | X-X (XX F(X-XJ
1 2-4 3 2 6 -14.01 196.280 392.5602
2 5-7 6 5 30 | -11.01 121.2201 606.1005
3 8-10 9 7 63 | -8.01 64.1601 449.1207
4 11-13 12 10 120 | -5.01 25.1001 251.0010
5 14-16f 15| 15| 225 | -2.01 4.040 60.6015
6 17-19| 18| 30| 540 | 0.99 0.9801 29.4030
7 20-22| 21 15| 315 | 3.99 15.9201 238.8015
8 23-25| 24| 10| 240 | 6.99 48.8601 488.6010
9 26-28 27 6 162 | 9.99 99.8001 598.8006
10011701 31149
i. Find the mean XA—f* =1701 =1/.01
41‘ 100
iii Find the standard deviation Q‘—IL(-X—I—X—)-_ :
y 4r
:\/:*14'99 31.1499
100 =5.5812095=  5.58
_ 153
Iv. Find the mode. From the table it is 18 (i.e. 16 &+
v Find the median = L+ )i
h =17.5+ (50-39)3
(o] cth
fw 30
A =17.5+ 1.10 = 18.60
vi- Coefficient of skewness = X-x —+7:01-18
. IS 5.58
= -099 = -0.177
5.58
N
OR___ 3(X-X) = 3(17.01-18.60)
S 5.53
-477

Q
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From the result using the Pearson’s coefficiergkafwness, you can
see that the curve is negatively skewed.

Activity. 10.3
Hra-thecoeffietentofskewreasstHrerdistrbaietow—
Class o-/ o-10f 11-1 14-19¢ 1/7-19 20-22
Freq o 40 20 10 17 o
34 Kurtosis

So far you have seen that normal curves are syrualeand can be used as
the basis for certain comparisons in handliogrves. You have also seen
that curves which are not normal may by skeweckeith the left or to the
right. There is yet another characteristic e form of curves. This is
called kurtosis. The word kurtosis is derivétbm a Greek word Kkyrtos,
which means curved. Kurtosis therefore deserithe peakness or flatness
of a curve around the mode in a distributiof scores. The three types of
kurtosis are:

I Platykurtic (platy means flat in Greek.) Thisstebroad, relatively flat
appearance. It is relatively flat topped.

Platykurtic curve Leptokurtic curve
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Mesokurtic The 3 types of Kurtosis

ii. Leptokurtic: Lepto means thin in Greekt iIs relatively highly peaked in
the

middle. It has thinner tails.
ii. Mesokurtic: Here the kurtosis is the samerathe normal curve.

The quantitative indices of kurtosis of a distribatcan be calculated using

the semi-inter quartile range and the nihtiet and tenth percentiles. This
index is symbolized by the Greek letter K(Kappa) & given by

K= Q = 5 (Q3-Ql) — or 74P,
(Ego' PlO) (Rao' PlO) (Fg)o _Plo)

E nmlnln 102

Class [ 26-28 £5-2D ZU-24 17-1p 14-10 11-lo 1UGg-5-7] £-4
Freq ] 10 15 5{) 1o 10 { s) Z
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Steps to follow:
i (‘nmplptp the comp site table.

S/No| Class int F CF
1 26-28 6 100
2 23-25 10 | 94
3 20-22 15 | 84
4 17-19 30 | 69
5 14-16 15 | 39
6 11-13 10 | 24
7 8-10 7 14
8 5-7 5 7
9 2-4 2 2
~
% | —= "N =T00=25
i Find Q =Ll 4 4
fw
| L7 T
i Find Q=L+, b =135+ Yux¥)= 13.5+0.2
{ 15 )
13.7
. _ L T
Iv.  Find Q =L+ (759 =195+ {15 x3)= 19.5+1.2
15
=20.7
v.  Find P = L+ (/100- Cfb)I ="/100 =100
fw 100
- - L I \\
Vi FINdRe = gk =225+ )
10
=225+1.8 =24.3
L 1)
/ (%7 b =7.5+{x%,) = 7.5+1.29
vii. FindP = L+ 7 ) —
= 879
)
vii. Findk=1 %QBIQl | = Y% 20.7-1.37 3.5
2 o0l Py) 24.3 -8.79 2
1p
15.51 =
15.51
0.2256608 = _0.23
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Activity 10.4

Lind tha indav aof lartacic 1n thao Hiofrihllﬁnnm
=TT T T O TRt O ST T e T e Ot ere roT T

Class -5 o-1U 11-1 14-1 1/7-19 20-22

Freq o 40 26 1o 1z o

4.0

5.0

Conclusion

You have gone through the measures of central teyd&'ou have seen that

when a set of data is appreciably or greatly sketlvednedian is better than

the mean. In this unit you have learnt how to find the degree to which a

set of data is skewed, and to categorize meastisd®wness. You have also

seen how to find out spread or bunched afpa set of scores which is
technically referred to as kurtosis. As aacteer or researcher or even social
scientist, you are often confronted with &argnasses of data, usually scores
of some type which require interpretation, if ttaeg to be useful you have to

do summarizing of the data by using the plgieal presentation. This will
show you at a glance the degree of skewness ataklgjror when the curve

produced is a normal curve.

Summary

In this unit, you have learnt that the nafmcurve is a frequency curve

a

theoretical distribution which is unimodal amslymmetrical with the mean,
median and the mode at the same point. Weght is greater at this
point

and decreases on both sides of this pomtfdrm a bell-shaped curve. The

theoretical ranges of the normal curve are fromo- +x but most of the area

lies between +3 and -3. you have now knoWrat one of the most
immediately obvious characteristics of the nforof a graphed frequency
distribution is its symmetry or lack of symtry or balance. A curve is
symmetrical in shape if one side isa mirrorgmaf the other. But when

one side is not a mirror image of theheot it is asymmetrical and this
is

characterized by a high point or lump that off-centre and by tails of
distinctly unequal length. This is called a skewadse. The lump indicates

the scores with the highest frequencies. Sks® can be positively or
negatively.

Apart from skewness, another characteristic ofranabcurve is the measure

of kurtosis. Kurtosis is the peakness ortn#tas around the mode of a
distribution. There are three types of kusosThese include Leptokurtic,
Mesokurtic and Platykurtic curves. The normalrve is the mesokurtic, the
highest peaked curve is referred to as platykuntitle the flat topped is the

NOUN
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6.0  Tutor Marked Assignment:

Compute the coefficient of skewness and index ofdsis of the distribution
below.

Class /-9 o-1U 11l-15 14-1b 1/7-19 | 2U-22
Freq o 40 26 1o 1Z o

8.0 References
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Research. Owerria Top book.

Ughamad, K.A, Onwuegbu, O. Ci Osund, A.U (1990) Meament and
Evaluation in Education. Onitsha . Emba.
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UNIT 11

SOME MEASURES OF ASSOCIATION AND AGREEMENT

1.0 Introduction

So, far we have focused on these statistipgdcedures used for describing
single variables or for analyzing what we ymaall univariate distributions.

You have learnt how to compute the measuoé central tendency and
variability, but these always come from one vagalslich as test scores, etc.

but we need statistical methods that can be tesedestigate relationship

that may exist between two variables in a poputatinsamples.

This is because of the understanding thaensfic progress depends upon
finding out what things are co-related and whatgh are not. However, no

single statistical procedure or method has opepesbunany new avenues of

discovery in psychology, Education and poygsilthe behavioral sciences in
general, as that of correlation. In this tumherefore, we shall look at the
concept of correlation, bivariate frequencystibutions, the Pearson’s
product moment correlation and its computations.

2.0  Objectives
After completing this unit, you should be able to:
I Explain the concept correlation.

il. Construct and interprete a scatter gram.
iii. Describe the differences between positive and inageaobrrelation.

iv. Use a given paired scores to compute a Pearsongirotbment
correlation coefficient.
V. List the assumptions of the Pearson product momnélation.

3.1  The Concept of Correlation

Some of the times, we are faced with such questients there a relationship
between students’ achievement in mathematind &heir achievement in the
sciences? Does socioeconomic status affect schbmhement? Is there any
relationship between aptitude in Engineering andbpmance in engineering

courses? What is the relationship betweene tiomsed in Mathematics drills
and students’ achievement in mathematics? Is tgreelationship between

the scores of candidates in Common EntraBsamination and their scores
in JSCE etc. These questions can be answered aistiagjstical procedure or

technique called correlation? In other wordsrrelational methods are used
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for determining relationships between pairs \riables. Correlational
methods are used with bivariate distributioi®. Distributions where two
variables are involved. Thus, bivariate data, unlikivariate data, consist of
observations that are paired on some logibabkis. Have you noticed that
some variables tend to be related? Someistatat indices have been
developed to enable us concisely describe suctiomship. These are called

correlation indices. By convention, the two varebinvolved are labeled X

and Y. A coefficient of correlation is sieglnumber that tells us to what
extent two things or two variables are relatedyhat extent variations in the

one thing go with variations in the other. You vhilve to note that without

the knowledge of how one variable varies with aanth would be difficult

to make predictions. For instance, if we aable to establish that the higher
the interest in a particular subject, the higherlével of performance in that

subject. We can therefore take the scores to préidevel of performance

in a particular subject by particular students Hasetheir interest level.

You will have to note again that if two sets of =do not have a common
source we cannot employ correlation. In otheords there must be logical
bases for pairing the variables before correlatiembe employed.

Once again, remember that correlation simptyolves the statistical
procedure or techniqgue or method used foscrileing the extent of linear
associationship or relationship or ‘going -dtgr in some liner trend or
pattern of distributions of measures of tvedtributes or variables or
constructs possessed by a population or samplesigfduals

Activity 11.1

List 10 pairs of variables whose relatiapsh can be investigated using
correlational methods.

3.2 Scatter Grams

Scatter diagrams or simply scatter grams wesed before calculators and
even computers, were as available as they mow. They were also used
when samples to be correlated were large, esen moderate in size. The
common procedure was to group data in b¥thand Y and to prepare a
scatter gram or correlation diagram to provide sshutcuts in calculation.

It is also a way to show correlation vidpal A scatter gram  therefore is a
graph in which a single dot is used toatec each individual on two
dimensions. The pattern formed by the dots shovedhnelation.

NOUN 106



EDU 701
STATISTICAL METHODS!

To construct a scatter gram we first lay out thedestor one variable on the
abscissa and the scale for the other on dhdinate. By now you are very
familiar with the construction of graphs hayi constructed many of them
earlier in this course. But note that by conventloavariable on the abscissa

is labeled X and the variable on the ordinatelbeled Y.

a <4 b Tty
(@) A (b) P st
,r'ffd" fé&ff +
A P vod
e Sy
A ff*—f
,rd’af' ffffl
o L g
et AA oy
prod A
o | | Aty
—— —_——>
X
o+
X S
4 A
Lryad
ol
Akt
r (C) At Y (d)
et XX XXy
e
Wiz
Wil X X
X XXXXxX X
o
XX X XXXX X X
- XXX x x*x  x
Xy XXXXXx X
XXXXXX X
X
X
X X
Xyt i“x‘,}e
Xy Xx Xx A
el 'k WX
) FxpxyX () 3y
[ k-i’ : J;:f #3(’ \‘{%\‘*&
Xy Xx X Wy
X, X% &y
% % \‘\%
al X
—— —_——
X X

Eigure 11.1 Tvpes of Scatter grams
b J T 7
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3.4

You will have to note that in reading onterpreting the scatter gram, you
must bear in mind that when high scores on onabbriare associated with

high scores on a second variable and lowresc on the one associated with

low scores on the other, the variables are sdi tpositively correlated, or

to show positive correlation. Fig 11.1 above giyes the ideas of the shapes

of some scatter diagrams. From the figurés} shows high positive

relationship. (b) Moderate positive relatiomshand (c) shows no or zero
relationship. (e) Shows moderately negativéatienship while (d) shows

high negative relationship

You will also take note that in a positiveorrelation the dote or x marks in
the scatter gram spread from lower left dpper right, while in a negative
correlation the marks spread from upper left todovight. Note also that in

some cases, the variables show no tendeocyvary or change. In other
words, some individuals scoring high on owmariable and scoring neither
systematically high or low on the other variableeTesult is that there is no

or zero correlation between the two variabl&he marks are spread at
random on the scatter gram.

In Education or behavioural sciences we rarely tpréect association while
in the physical sciences the association pexfect and gives straight lines.
Example the graph of d = m or m= dv will prodacstraight line but
v
7i0*7f* you plot the graph of peoples heights agaitmeir weights, it will not
give you a straight line.

Activity 11.2

List 5 pairs of variables which can produce perfetdtionship or association
and 5 pairs of variables which can not producega¢idssociation.

Bivariate Frequency Distribution

You have learnt how to plot graphs, so talking @abband Y axes may not

be new to you. We are going to use thenesamethod to set up a two-
way

grouping of data having a table prepared columns and rows. A bivariate
frequency distribution is another way to shawv correlation visually. Values
of the X variable are shown on the abscissa.

While values of the Y  variable are shovam the ordinate. In other
words,

there are columns for the dispersions of s¥ores within each score or class
interval for the X scale, and rows for the dispamsiof x scores within each

of the intervals for the Y scale. A long the tdghe table are listed the score

limits for the class intervals for X score& long the left hand margin are

— listed the score limits for the intervals of Y seerA tally mark shows each
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score combination. Bivariate frequency distribusi@an be constructed with
either ungrouped data or with grouped data.

Example 11.1
Construct a  bivariate frequency distributiom$ scores in two tests of
students given below.

Class Int | 60-64 | ©65-69]  70-7 75-7 80-44 _ 85-890-94
A F 5 8 16 T2 T7 T2 B

Class| 60-69 | 70-79| 80-89| 90-99 100-109] 110- | 120- | 130-139 | 140-
B I TI0 129 29
5 10 10 2 10 g 06 5

What is the interpretation?

Steps to follow:
i. set up the two way table as shown beltav show the number of
rows
and columns required.

lESH

60-69 70-79 80-89 90-99 100-109 110-119 120411 130-13! 140-14
g [90-94 8
-85-89 i f H—H i f —+2
-80-84 i i f H—T—Ht—T—ft— =
579 i f HH—T—H i f 2
PO ———H——H—r—tt— i 16
6569 t—H———— s
oU-64 | Il I >
5 10 10 14 10 8 10 6 5 78
il. Fix the classes as follows test A on tiglat and test B on top of the table.
iii. Fix the frequencies on the opposite side
iv Match the scores and tally as shown

The interpretation is that the scores are posttivelated.

Activity 11.3
Construct a bivariate frequency distributions & thiest below and give your
interpretation.

NOUN 109



EDU 701
STATISTICAL METHODS!

TeST A
Classint | 1-o o-10 11-19 1o0-20 Zl-zlb 26-pU1-55 | 36-40
F 2 3 5 8 10 7 4 1

Test
Class | 2-4 5-7 8-10 11-13 14-16 17-19 20-2

NI

23-3926-28 | 29-31 32-34

Int

3.4 The Pearson Product Moment correlation coefficient.

You have seen that mere inspection of attescagram furnishes you with
some general information on the relationshiptween two sets of measures

for a given group. It can give you idea dhe type and direction of
relationship, but it does not give you tliegree or extent of relationship.
Therefore a numerical index indicating precisely degree of relationship is

much more helpful and highly required.

Different correlation indices have been depelb by different people. The
most widely used, is the index which is dusewhen both variables are
expressed as interval data. This was devdlopg an English statistician
called Karl Pearson and is called the Pearson etadoment coefficient of
correlation. It is symbolized by the Greekttdr rho p, while the statistic is
represented by r. there are two methods for comgutie Pearson r. These
methods are

i the deviation methods and

il. the raw score methods

3.4.1 The Deviation method. F‘F
Tl

Where y = deviation from the mean ofX scores
y= deviation from the mean of Y scores
Example 11.2

ComputT the Pearson r for the two sets of data
X|9,13, 6, 18,14, 12,11,7, 2, 6, 14, 1§ 8,
Y 23, 40, 10, 48, 25, 30, 15, 10, 5, 45, 40, 35,212

Steps to follow:

i Set up a composite table as shown below.

ii. Find the mean of X score® X =140 _= 10
- N 14

NOUN 110



EDU 701
STATISTICAL METHODS!

i, Find the mean of Y scores €y-365 =26.07 =76.1

. _ _N 14
iv.
X-X | Y-Y
SINO—X Y T Yy 72 [ Y
1 9 23 -1 31 (311 9.61
2 13 40 3 139 | 41.7| 9 193.21
3 6 10 -4 -16.1| 64.4| 16 | 259.21
4 18 48 8 21.9 | 175.2 64 | 479.61
5 14 25 4 -1.1 | 44| 16 | 1.21
6 12 30 2 39 |78 | 4 15.21
7 11 15 1 -11.1( -11.14 1 123.21
8 7 10 -3 -16.1| 48.3| 9 259.21
9 2 5 -8 -21.1| 168.8 64 | 445.21
10 6 45 -4 189 | -75.4 16 | 357.21
11 14 40 4 13.9 | 55.6| 16 | 193.21
12 15 35 5 89 | 445| 25| 79.21
13 5 12 -5 -14.1| 70.5| 25 | 198.81
14 8 27 -2 09 | -18| 4 0.81
_d4 11401 365 587.d 270| 2614.94
V. Find the deviations of X and Y scores and completecomposite table.
ﬁq@: o817 ——
Vi. Applying the formular < < ¥ we have ‘/270( 261 =
4.9
706033.8 4
= 587- 0.698 = 0.70
840.25
e —
3.4.2 The Raw Score Method r = noxy [ ]
Example 11. 4
ple 11.3 [« (], 4 1y,

ComputT the Pearson r for the same sets of datg tis raw score method

X9,13, 6, 18,14, 12,11, 7, 2, 6, 14,, 15 8,
Y 23, 40, 10, 48, 25, 30, 15, 10, 5, 45, 40, 35,22

Steps to follow:

i. Set up a composite table as shown below.
ii. Find the summation of X scores
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iii.
iv.

Find the summation of Y scores
Complete the composite table as shown.

SINO[— X Y XYy X Y*

1 9 23 207| 81 529

2 13 40 520( 169 1600

3 6 10 60 36 100

4 18 48 864 | 324 | 2304

5 14 25 350 [ 196| 625

6 12 30 360 | 144 900

7 11 15 165 121 225

8 7 10 70 49 100

9 2 5 10 4 25

10 6 45 270 36 2025

11 14 40 560 | 196| 1600

12 15 35 525 | 225 1225

13 5 12 60 25 144

14 8 27 216| 64 729

4 1140 | 365! 4237 1670 12131
V. Apply the  forrmular 1 5 n4 " ~HHe

r

[€ .1 (€4 71 (€]
n o x n vy

]

V4

1

X

)

144237 140 365

\ 2)(
J 14x1670 140 1412131 365

¥

2

! 8218 8218
- 593#8=51100 ) =
1 1 13642020 11763.589
2 2
14x1670 140 1412131 365
=0.6985963 = 0.70
Actifity 1.4

Using both the d

eviation and

coefficient of the scores below.

raw score mathacalculate the correlation

Maths 28 46 11 34 9 43 21 30 17 25 4048 32 22 16 44 14 37

Phy.

30 33 22 38 7 40 18 26 15 24 3644 30 20 12 46 27 21

NOUN
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3.5 Assumptions of the Pearsonr.

Before you finish this unit, you should Hheformed about some restrictions
that should be observed in the use of the Peamsmugt moment coefficient

of correlation. You have been told that the Pearssra meaningful index of

the relationship between two variables bue tbata must meet certain
underlying assumptions.

These basic assumptions are:

i The relationship between the two variables is ligaectilinear. In other
words the relationship is one where the plottedeslof the two variables
X and Y tend to scatter along a straighte | rather than along a curved
line.

ii. The two distributions are similar in shape. In otwerds they should be
skewed towards the same direction otherwike Pearson r will
underestimate the relationship between the vasable

. The scatter gram is homoscedastic. That ds say that the width of the
patterns of dots is the same in all the parts efsttatter gram.

iv. The scores have been obtained in indepengeits each pair being
unconnected with other pairs
V. The two variables correlated are continuous.

3.6 Factors Influencing the Correlation Coefficient

Now that you have seen the assumptions lymigr the Pearson r, let us
move further to look at the factor influemgi the correlation coefficient.
Whenever you are interpreting a correlatiooefficient you should always
consider the nature of the population in clhithe two variables were
observed. The correlation coefficient observbdtween two variables will
vary from one population to another because:

i the basic relationship is different in differentpotation or

il. the variability in the populations differs. Or

iii. the correlation of the two variables is uefhced by their relationship
with a third variable.

40 Conclusion:

In this unit you have learnt some of theeasures of association. You have
leant that these measures seek to find thet tendency of scores of two

variables to change together either in thenes direction or in the opposite
direction. This is made possible because tld understanding that scientific
progress depends upon finding out the reaiatipp between things.
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Correlation is one of the best statisticaktmods used for finding out these
relationships especially in psychology, Edwmatiand the behavioural

sciences. In the physical sciences such as Biololggmistry or Physics, we

have measures which give perfect relationshépy. The longer a piece of

metal the heavier, therefore the volume of the am&ut the height of a man

can not be in perfect relationship with the weighthe man. So in the social

or behavioural sciences we rarely have perfectcieston..

5.0 Summary

In this unit you have gone through the conceptoofadation which refers to
the extent to which two variables are related population or sample. You
have seen that correlation can be illustrated gcafiy using the scatter gram
or the bivariate frequency distribution where tivalues of the two variables
X and Y for each member are plotted asnfgoior dots or marked X.
Mere
inspection  of the construction will showethtype and direction of the
association. If the plotted points run frotawer left to upper right, it
indicates positive relationship but if the ipg® run from upper left to lower
right, it is negative correlation, and if ethpoints are scattered in a random
fashion all over the graph, It is indicativef zero correlation between the
variables. When the plotted points are close taaght line, it shows perfect
correlation. When the points are removed fromtaaight line, the degree of
relationship is less. But to get the index the degree of relationship, we
apply the coefficient of correlation which is a nemgal index and the most
commonly used is the Pearson product moment ctimeleoefficient which
can use the deviation method or the raw score rdetho

6.0
Tutor Marked Assignment

Use any of the pearson’s method to find the caigiacoefficient of the two

Sets|of dpta helow.

X|b / (o] of 9] 19 1 1¥ 1Y s Is 15 1o 1Y ¥U Kl K1

Y ZU 1o l1lo 17 17 16 10 1o 1 lo 1U 1@ 9 o [9) [ 4 9]
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Units 12

SOME MEASURES OF ASSOCIATION AND AGREEMENT Il

1.0  Introduction
In the last unit you went through the Pearsproduct- moment correlation
coefficient, which we described as the béstown and the most frequently
used index of relationship. But there aretadar situations to which the
Pearson r. cannot be applied , and ther iastances in which it can be
applied, but in which for practical purposesther procedures are more
expedient. The Pearson r. is most defensibbmputed when the two
variables X and Y are measured on continuomstric scales and the
regressions are linear. Many data are in frequerari@re in nominal scales,
in this case the Pearson r. cannot be applied.eTdres other situations such
as if X or Y variable are measured:
i. on an interval or ratio scale, like height
il. on an ordinal scale like rank in class
iii. Dichotomously on a nominal scale, like male female.
iv. Or on a dichotomy where an underlying norndiktribution is assumed
(i.e. artificial dichotomy) like pass- fail: in viaus combinations result in
a number of different types of correlatiomefficients. In this unit we
shall look at two of them- spearman Brownd apoint biserial
correlations.
2.0 Objectives
At the end of the unit, you should be able to :
i. Define a spearmen —Brown correlation
ii. Calculate and interpret a spearman —Brown dation
iii. Define a point-biserial correlation coefficien
V. Calculate a point- biserial correlation coeffiat
3.1  Types of Values and Correlation Methods.
You have learnt that various types of values oa da¢ suitable for different
correlational computations. In other words,you are aware that correlation
coefficients and the computational techniqgues models for obtaining them
do vary. These variations depend on the tydfe values assigned to or
taken
by the variables being correlated. The type of @sliaken by or assigned to
variables that may be correlated include:
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I Continuous values (raw scores.

il. Ranked values (ranks)

iii. Naturally dichotomized values

iv. Artificially dichotomized values

V. Categorized values (three or more).

Diagrammatically, Pairs of these variables andype of correlation coefficient that
can be used are shown below.

Types of valueg i. Continuous| ii. Ranks | iii Naturally] iv. Atrtificially | v. Three or
a variable takeg or raw scoreg dichotomized dichotomized | more
categories
i. Continuous/| Pearson r. Point biserial| Biserial rbi
raw sScores rpbi
ii. Ranks Spearmar
rho(
i Naturally Point biserig| Phi
rdichotommized—Tpbi coemcient @
iv. Artificially | Biserial rbi Tetrachloric
dichotomized coefficient
r.tet
v. Three of Contingency
more categories coefficient ¢

3.2 Spearman — Brown Rank- order Correlation coefficiem

In the last unit you were told that the aRen product moment correlation
coefficient is the most widely used and théie others are adaptations of
it.

This is true with the spearman- Brown Randeder correlation coefficient
which was developed first by a British psyldgist Charles spearman and
made popular by both spearman and Brown. It is @ehioy the Greek letter

rho ¢. When data from both of the two variables be correlated are
measured on an ordinal scale or rank ordeale, the spearman rank
coefficient is the technique generally applied.

As a teacher, there are so many situations in wypchmay have data from

ordinal scale for correlations. Such situadiomay arise when there are
guestions concerning the relationship betweemiables on which students

can be ranked e.g. questions on interestialsitity, cooperativeness
socioeconomic status, ability, attitudes towartbsues, adjustments,

performance in class among others. In thaésec the spearman Rank order is
used.
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You have learnt that the spearman rank esighed for ranked data,

also be used with interval data that have beenesspd as ranks. In this case
it is an alternative to the Pearson r, especialigmthe data are not large i.e.
not more than 30.

3.3  The Computation of Spearman Rank Coefficient
We have said that the spearman rank correlatioresnage of ranks. The use
of ranks instead of the original raw scores resalts marked simplification
in the formular for the correlation coefficient. @ formular is given by
62 2
rhot .= 6
1 4
1
( )Il or % 1)
It 1) ()(
n n
Where d= difference in subjects rank on the two measuyesr®d
n = number of subjects in the sample.
Exanpple 1.1
The scores of 10 students in two subjects’ phyancs Technical Drawing are
given below. Compute the correlation coefficienihgghe spearman rho.
Phy 45 50 80 68 10 42 65 50 25 70
T.D 60 90 60 72 30 88 70 60 40 75
Stepc to follow:
I Set up a composite table jas shown belpw.
Scores in Rarks in
S/No| Phy| T.D| Phy T.O0 D |D’
1 45 60 7 7 0 0
2 50 90 5.5 1 45 | 20.25
3 80 60 1 7 -6 36
4 68 72 3 4 -1 1
5 16 36 16 16 6 6
6 42 88 8 2 6 36
7 65 70 4 5 -1 1
8 50 60 55 7 -1.5 225
9 25 40 9 9 0 0
10 70 75 Z 3 -T T
97.50
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i

ili
iv
V.
Vi

vii

Rank the subjects in physics

Rank the students in T.D (Note the ranks whbere is a tie)
Find the difference in the ranks

Find the squares of the differences and.

Find the sum of the squares

2
Using the formular 1=1 ©
__ 1 4o
( )Il we have
n
6 97.50 585 585
lIX =1 X = 1990 = 1-0.590909 = 0.409091
10 99]

10(101 1)

H=

Adtivityl12.1

Calculate the spearman- Brown correlation coeffica the scores of some
students in two subjects X and Y give below.

X 47 71 52 48 35 35 41 82 72 56 59 780 55 41

Y 75 79 8 50 49 59 75 91 100 87 70 94 75 68

3.3  Point- Biserial Correlation Coefficient rpbi
So far, you have gone through correlation coeffitsevhich make use of two
variables that are measured on continuous scalgsdine of the times you
may be confronted with a situation where ybave to deal with one
continuous variable measured on an interval ratio scale and the other
variable is dichotomous. A genuine or natyratlichotomized variable has
only two possible values such as male- femajraduate — non graduate
married- unmarried, urban-rural, smoker- non smofeod-bad, old-young,
fat- thin, long-short etc. These are measumd a nominal scale. Therefore,
when you have a continuous variable such as sauii¢vement test versus
a naturally dichotomized variable, the cottiela coefficient to use is the
point- biserial correlation coefficient.
The point-bise_tial_is\/ﬁmply a Pearson pradumoment coefficient of
correlation computed from data where one adei is dichotomized and the
other is normally distributed. The formula,hish is derived for it, although
some what simpler, is mathematically equivalertheoPearson formula.
It is give by

Xp 1 Xq
rphi= g Pg where

S = Standard deviation of the whole set @mpgle of scores on the
continuous variable.
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Xp = Mean score on the continuous variable of tlee sample belonging to

the natural dichotomy P.

Xq = Mean score on the continuous variable of the sample belonging to

the natural dichotomy q.

P = Proportion of the number of individuals sub-sample P tothe number
of individuals in the whole sample and

g.= Proportion of the number of individuals in sulagde g to the number

of individuals in the whole sample.

Example 12.2
Calculate the point-biserial correlation cogéint from a continuous and a
genuine dichotomous variable given below.

Individual 1 Z 3 4 5 §) 4 8 9 10 1 12
Achievement| 60 | 56 | 51| 58| 49 48 5% 45 47 55 #5 |50 |54

N

Test

Sex MIFO I I I O I O O O I T
Steps to follow:

i. Count the number of males N9
ii. Count the number of females No =5; N = 14

M. Find the mean score for males 3 = 52.33
iv. Find the mean score for females = 261 = 52.20
- 5
V. If/fnd_the_slandard deviation of the whole gsHt scores using

( )
4 x1x

n
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X X-X | (X-X)*
60 7.7 | 59.29
56 3.7 | 13.69
51 -1.3| 1.69
58 57 | 32.49
49 -.3.3| 10.89
48 4.3 | 18.49
55 27 | 7.29
45 7.3 | 53.29
47 5.3 | 28.09
55 27 | 7.29
45 7.3 | 53.29
50 2.3 | 5.29
52 -0.3 | 0.09
61 87 | 7.5.60
< 732 366.86
X 523
\[ 143166-8?1_ 26.204286 =5.1190122

= 5.12

Vi. Find the proportion of males = 9/14 = 0.643
Vii. Find the proportion of the females = 5714 3%\

viii.  Find rpbi using the formula rpbi '_Xp Xap
q

84
J St
_ 5233[52.20 ) 1o 357

5

\ N

0.13 0.13 x0.479
- 512 0229551 =5.12

= 0.0253906 x0.479 = 0.0121621
= 0.012

Note that the point- biserial correlation ffimeent like all other types of
correlation coefficients has a theoretical rangebfo — 1. But the size of the

coefficient here is dependent upon the piopes P and g in the two
categories of the dichotomous variable.
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The rpbi can reach 1 when p and g are 0.50, that is p= q. if the propns
differ from p and q = 0.50 it is mathematly impossible for the rpbi to

reach + 1 other measures of association or codoslat coefficients will be
discussed later.

Activity 12.2
The scores of boys and girls in an integrated seig@erformance test for 20

students are given in a table below. Comptlie point biserial correlation
coefficient.

S/NO

1

Z S A 5] §) [ s [T 17 I3 [I8 [16 (L7 |18 [19[20

(da
(@

Score| /70

5337684568218@?)35496355446247

Sex

A

4.0

5.0

9.0

G B G B G B B G G B B B G B B
Conclusion

Pearson’s product-moment coefficient is the stashdadex of the amount of

correlation between two variables and we ereft whenever its use is
possible and convenient. But you have seen that ofidse times, there are

data to which this kind of correlation medko cannot be applied, and there
are instances in which it can be applied o which, for practical

purpose,

other procedures are used. In this unit, you heamt two of such methods-

the spearman- Brown and the point biserial coefits of correlation.

Summary

In this unit you have examined two other correlatoefficients which have

been developed for use with particular typels data. These correlation
coefficients are derivations of the persormodpict moment correlation
coefficient which is the most widely used. The sp&m- Brown rank order
correlation coefficient is designed for use withunally ordinal data or with

interval data which  have been expressed rasks. The point-biserial
correlation coefficient is designed for therrelation when the data are
measured from one continuous variable and o@urally dichotomous
variable. It assumes that the dichotomous varisbdenuine.

Tutor Marked Assignment

Given that a sample of 51 students used castrol group in an experiment
have the following data: No of boys =27, No of gl 24 mean score of boys

=67.8, mean score of girls = 56.6 proportioh boys =27/51 = .471.
proportion of girl = .529 standard deviation of thieole set of scores = 13.2

find the rpbi
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2. calculate the spearman- brown correlation coefiicgd the data below.
SINO[I | 2] 3| & o5 © 7 d ¢ U [T [Z |I3 (18 [1o [LI7 I8 |19 |20
X lzwzlllipb 5 10 § &[T |9 [I8B[F [8] 2O 7| 5
Y S0 oU oo 2o 2o 22 40 25 of S5 o0 40 of 32 355 Zo o1 29
7.0 References:
Ary, Donald and Jacobs, L.C (1976). Introdlutt to statistic: purposes and
procedures. New York Chicago............ Sydney, Mealr . Holt
Rinehart and Winston.
Guilford, J.P and Fruchter, B. (1978) Fundatak Statistics in Psychology
and Education. International students Edition. Aaicl, Bogota......
Sydney, Tokyo. McGraw- Hill international Book coany
Ogomaka, P.M.C (1990). Descriptive Educatioritiatistics: A guide to
Research. Owerri Top book.
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Unit 13

STANDARD SCORES

1.0 Introduction

In the school systems in Nigeria, teachee uaw scores to compare
students’ performance or academic achievemeifitéis is not very good. It
would be wrong to compare a students’ peméorce in different subjects
based on raw scores. The spread of scores obtaynstdidents in a particular

class in different subjects might be difféarerAgain, there is no common
scale of measurement or comparism. In theugistance it would be more
meaningful and useful to bring scores obthiney a student in different
subjects or in different test within the ®ansubject to a common scale.
Scores by different students in the same or diffiesabjects or different tests

can similarly be brought to a common scal®hen scores are brought to a
common scale, we say they are standardized. Im otbigls it is hecessary to

convert measurements into standard form whikans finding standard

scores. With standard scores we can then comparal add meaningfully the

scores of students. In this unit you will go thrbube standard scores which

are very common and widely used. They #ne Z-score, T score and the
stanine scores.

2.0 Objectives

At the end of this unit, you will be able to

i. Convert given raw scores to T- score
ii. Convert given raw scores to Z-score
iii. Explain the stanine scores.

3.1 Standard Scores

You have seen that comparing students udimg raw scores is not correct.
The standard scores are used very effectivelyiinging the students to the

same scale and therefore for comparing stadgrerformances. The
conversion to standard score takes into adcogspme important
considerations. Itis used to overcome the atignmwolved in ranking of

raw scores. Because there are differencesthm strength of the question
papers, and because of the different difficultyels\of the different items on

the different question papers, the standatidiza of the scores is very
necessary.
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Standard scores locate an individual in terofs how much above or below
the mean his score falls. They are intervakasures which serve a purpose
similar to that of the ordinal percentilenka. Standard scores have two
characteristics. They are:

They are a direct transformation of raw esorand therefore reflect the
magnitude of a score

Since they are interval measures they can ubed in a wide rarity of
mathematical computations

3.2 The Z- Score
This is the basic standard score. It is a typgtarfidard score norm in which
both the raw scores, the mean and the atdndleviation are considered in
the process. It is a standard score in kvha deviation form the mean is
expressed in terms of the deviation of a raw sfrora the mean divided by
the standard deviation. It is symbolized kiye small letter z, while the
formula is:
z=X1 X where X=raw score
S
X= mean of the distribution
S = standard deviation of the distribution.

Note that the mean is the reference pointd ahe standard deviation is the
basic unit for measuring distance from that pdirgives a mean of 0 and a
standard deviation of I.
Example 13.1
Given the scores of 10 students in a test as visI0, 50, 80, 60, 30, 25, 90,
75, 40, 60. Transform the scores to z-scores.
Steps to follow.

i Calculate the mean of the set of scores.

ii. Calculate the standard deviation of the set ofescor

iii. Find the deviations from the mean of the scores.

iv. Divide the sum of deviations by the standard dewmat
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T X=X
1 40 | -15 | 225
2 50 | -5 | 25
3 80 | 25 | 625
4 60 | 5 25
5 30 | -25 | 625
6 25 | -30 | 900
7 90 | 35 | 1225
8 75 | 20 | 400
9 40 | -15 | 225
10 60 5 pds)
4 | 550 4300
X 00.U
s=\4300_=_ 2074
10

Usingz= g ,we have

740=40]55. 15 = -0.723
20.74 20.74

s50=50155 = -5]5 = -0.241
20.74 20.74

780=80]55. 25 _=1.205
20.74 20.74

760 = 60 55_ 5 =0.241
20.74 20.74

230=30155-125 =1.205
20.74 20.74

725=25155-130 _=-1.446
20.74 20.74
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3.3

7. 7290=90155- 35 = 1.688
20.74 20.74

8 z75=75155. 20 _=0.964

20.74 20.74
9. 240=40155 = 115 =-0.723
20.74 20.74

10. z60=60155 =5 =0.241
20.74  20.74

Activity 13. 1

Calculate the Z-scores of the following set ofreso60, 90, 50, 72, 30, 88,
70,65, 40, and 75.

T- Score.

From the example above, you have seen that@re sof 1.205 means that
the raw score has a spread or is located 1.208athleviations above the
mean. In the same way, z score of -1.446 indicates that the score iatbxt
1.446 standard deviations below the mean. You h#senoticed that the z-
scores are very low and sometimes have ivegascores and decimalized
scores. A z-score distribution can therefdre transformed to a new
distribution where there are no decimal poirand negative values. The
decimal point is eliminated by multiplying ethz- score by some convenient
constant, while the minus sign is eliminatby adding another constant to
each z-score. One of the most popular awodvenient transformations is to
convert the z-score to a distribution whidtas a mean of 50 and a
standard o
deviation of 10. it is called T-score or Z-scotdslgiven by the formula, T=

LX 1 )
102+500rT:1? st+5o

Example 13.2

Transform the raw scores below to T-scores. 4586068, 10, 42, 65, 50,
25, 70.

Steps to follow

Calculate the mean of the set of scores
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Calculate the standard deviation of the set ofescor
Find the deviations from the mean of the score

iv. Divide the sum of the deviations by the standadation
V. Multiply the result (in iv) above by 10 and
Vi. Add 50 to the result in v abgve.
XX XXX
1 45 -5.5 | 30.25
2 50 -0.5 | 0.25
3 80 29.5| 870.25
4 68 17.5| 706.25
5 10 -40 1640.25
6 42 -8.5| 72.25
7 65 14 210
8 50 -0.5 | 0.25
9 25 -25.5 650.25
10 70 1957 380.25
4| 550 4560.50
X 55.0
S = \ 4560 .50 = 21.36
10
LX)
Using T = SXJ+50 we have
155
451 0.
0 _
1. Te=10 313 +50 =751 +50 =47.43
6 36
50|
_ 50 los
.5
2. Tw=10_ 513 +50 =10, +50 =49.77
6 36
80
3. T80:1OI 50 +50 = 1029 +50 =63.58.
5
21.36 21.36
4. Teg =10 68 550 +50 =10 175 +50 = 58.19
1o 213 2L
5. Tio= = ~ 5 +50 = 1555+50 =31.04
10 1 210
o 21.36
6. Tao =10 421 50.5
v 21.36
N



+ 50

10

21.36
185

+ 50

=46.02
21.36
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10.

3.4

Tes =10 651 ¢ +50 =10145 +50
5
21.36 21.36

Tso=1°50I 0,50 = 105 +50

510
—21.36 —21.36
Tzs:lo251 > 150 = 1255 +50
—0.
10
5
21.36 21.36
T70-101 g +50 =10195 +50
5
21.36 21.36

Activity 13.2

NOUN
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=49.77

= 38.06

= 59.13




Council, NECO, National Business and Technidaducation Board
Calculate the T-scord8ABTEB, among others, use a type of tramsfiion of raw scores called
for the data below. Stanine  scores. These are a standard sspséeem which provides a single
50, 13, 80, 45, 60, Géjlglt score scale running from 1 to 9. other words stanine are number
grades ranging from 1 to 9 and the pergentaf cases in the stanine are

70,22, 4 7,12,17,20,17,12,7,4 respectively. This givas normal distribution where
22’55’ 18, 80, 75, 84the highest score corresponds to stanine of Stantbast to a stanine score

of 1. The mean is assigned a value of 5 and timelatd deviation a value of
2. This system was originally used by the Air fodtging the World War I1.
The stamina simply means scores with ineegmtes, 1 to 9. the lowest

. stamina | represents a score that is 2 nwre standard deviations below
You are familiar the

Stanine Scores

with some of the mean while the highest stanine 9 represents a tairés 2 or more standard
examination bodiesdeviations above the mean. But WAEC usesregersed type of stanine. For
that operate at WAEC, stamina of 1 represents the lowestrescoThus A = Stanine 1, B
the stamine2, B= stanine 3, & stanine 4. & Stanine 5, & stanine 6, E
ordinary level in stamina 7. P = stanine 8 and ;& stanine 9. This system has a very

this  country- good . .
Nigeria. Some of advantage because it can be used to compesalts from a very wide

these examination Population whose characteristics may not be theesam

bodies

like the West

African Examination

Council WAEC,

National

Examinations 129
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Activity 13.3

Make a collection of Examination bodies ydmow and examine how they
treat their raw scores. Compare them with that &8@.

4.0 Conclusion
In this unit, you have seen that it is wrong tonpare students with the use
of raw scores. You have therefore been exposedne ®f the most popular
standard scores which you can use at amye tin comparing your students.
As a teacher, you have to use them most of thestiveu need therefore to
get used to them now.
50 Summary
In this unit you have learnt that the standardesare a direct transformation
of raw scores. Differences in standard scores tt®/eame meaning in any
part of a distribution. You have also not¢ddat standard scores tell us the
number of standard deviations above or below the@maescore is located.
The z-score is the basic standard score wdthmean of O and standard
deviation of | the characteristics are:
i The unit of measurement is the standard deviation.
ii. Raw scores above the mean of the original disiobhwill have positive
z- values while scores below the mean will haveatieg z- values.
iii. The mean of a z-score distribution is zero
iv. The standard deviation is |
V. A z- score distribution has the same shase the original raw score
distribution
Vi. z-score distribution is an interval scale.
The T-score is a conversion of the z-score whighieates both the negative
values and the decimal points.
The stanine is a transformation of raw ssomehich makes use of 9 (nine)
categories or nine standard scores. It iglelyi used by examination bodies
such as WAEC, NECO, and NABTEB etc.
6.0  Tutor Marked Assignment.
Calculate the z-score and T-score of theadhelow. 32, 15, 28, 23, 18,
27,
29, 25, 21, 35.
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