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INTRODUCTION

EDU 801 Advanced Educational Research Methods is a three- credit
unit course developed for the Ph.D. degree progmmmiEducation of
the National Open University of Nigeria (NOUN). Theurse consists
of six modules in a total of 21 units, plus a Ceu@Guide designed to
introduce you to the course material and how to ius&@he Course
Guide will also be useful to you as a referencd tooconsult if and
when you have any questions about the coursehew.to plan your
time for studying the course, when to submit assess$s, and the
support system available to you.

The course itself, as part of the doctoral programassumes and builds
upon previous knowledge of and exposure to EducakidResearch
Methods at the Masters degree level and even pgsalbo at the
undergraduate degree level where applicable. Basmputer literacy is
required of candidates taking this course, in otdelpe able to source
relevant data from the internet and other electrosierence accessories
such as the CD-ROM. This is of course in additmthe efficient use of
the traditional resources of the modern standdstady in terms of
research textbooks, journals, special collectietts,

On successful completion of the course, it is hapedl you would have
been well grounded in advanced research methoddunation, and be
fully competent and confident to carry out high lgyaesearch work in
and outside university tertiary level education.

That it will require hard work and dedication tcaystthe course is
obvious, but the great thing is that if you perseveo the end, the
academic and intellectual rewards will be overwhegm This is what
NOUN offers you in this course, and | am sure yoa ap to it.
Welcome.

WHAT YOU WILL LEARN IN THIS COURSE

Meaningful research is central and critical to fugence of education,
indeed to the science of life generally. In thisirse therefore we have
covered, and you will learn about, the nature afcational research and
its ramifications in terms of its various types gmwcedures, how to
formulate research questions and hypotheses, howsotace for
information, and the major elements of researclgdsesProper reviews
of literature, as well as sampling, were also &datAdditionally, we
have given information about instrumentation, amel thain techniques
for processing data.
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It is hoped that you will have been equipped frdms tourse to read,
understand, and apply research results from vargsesarch reports, and
carry out valid educational research of your own.

COURSE AIMS

The course aims to provide you with a comprehensasvanced
understanding and appreciation of what quality atlanal research is
and how to get about it.

COURSE OBJECTIVES

To actualize the above stated aims, the coursenelisdefined set of

specific objectives at the beginning of each uhitese objectives are
meant for you to read and internalise them befane study the unit.

You will need to refer to them during your studytlé unit to check on
your progress. You should also look back at theedbjes after

completing a unit; this will assist you in ascertag your level of

attainment of the stated objectives of the unit.

Consequently, the overall objectives of the coansegiven below. By
attaining these objectives, you should have atthitie aims of the
course as a whole. Thus, on successful completighi® course, you
should be able to:

o list the basic procedures for conducting educatioesearch

. explain the role of educational research for edanat practice

o state the interrelationships between the varioassdications of
research

o know how to use the computer to source for educaltio
information

o describe historical research with examples

o evaluate critical theory as a paradigm of educatioesearch

. examine the different sampling methods used in datkection
for surveys

o list the threats to internal and external validay a survey
instrument

. explain how “correlation does not imply causation”

comment critically on the differences between chusa
comparative and correlation research

differentiate the several types of quasi-experiraletesign
describe a simple experiment

outline the advantages and limitations of factodiedigns

identify the types of repeated measures design
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o distinguish between analysis of variance and arsalysf
covariance

o express some of the advantages and disadvantagadtofariate

analysis

state the methodology and data analysis of timeseéesign

give some possible examples of trend studies ireig

discuss some of the problems of meta-analysis

explain the types of measurement

describe the major processes involved in test cactsdn

discuss the advantages and limitations of questioas,

interview schedules, rating scales, and attitutkerast

inventories as measurement instruments

o distinguish between descriptive and inferentiatistiaal tools in
data processing
o exemplify the use of parametric and non-paramétcbniques in

data analysis.
WORKING THROUGH THIS COURSE

For you to be able to successfully complete thiss®, you will need to
diligently read through this course book from Uhiof the first module
to the last unit of the sixth module, and carry/peitform all activities
therein stated. Each unit contains self-assessearcises and tutor-
marked assignments which you will need to do anuhsuthe latter
(TMAS) periodically at designated points in the 1 Part of your
TMA scores, which are regarded as continuous assegs will form
50% of your overall assessment for the course p#lance 50% being
your score in the final examination.

The course should take you about 42 weeks to cdenpléour
tutor/facilitator for the course will be able tdeaid to you in case of any
difficulty in comprehending any aspect of the ceursaterial. You are
therefore advised to read ahead and attend thaalus@ssions where
you would be able to ask questions and interadh waur colleagues
and the facilitator. Below are the components &f tburse, what you
have to do, and how you should allocate your timedch unit to be
able to complete the course successfully accortirsghedule.

THE COURSE MATERIALS

The major components of the course, which will bedenavailable to
you, include:

° the course guide
° the course material with the corresponding studisun

vi
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o assignment file (which will be available from thelCT OLE in
due course)

o presentation Schedule.

STUDY UNITS

The study units in this course are as follows:

Module 1  Nature, Classifications and Information Sarces of
Educational Research

Unit 1 Definitions, purposes and procedures of atanal
research

Unit 2 Classifications of educational research

Unit 3 Sources of educational information

Module 2  Basic Types of Educational Research

Unit 1 Humanistic research
Unit 2 Survey research
Unit 3 Correlation research

Module 3  Designs of Research

Unit 1 Causal-comparative research
Unit 2 Quasi-experimental research
Unit 3 Experimental research

Unit 4 Factorial designs

Module 4  Designs of Research

Unit 1 Repeated measures design

Unit 2 Twin studies

Unit 3 Analysis of variance and covariance
Unit 4 Multivariate studies

Module 5 Time Series, Trend, and Meta Analysis Stlies

Unit 1 Time-series design
Unit 2 Trend studies
Unit 3 Meta-analysis

Module 6 Instrumentation and General Data Processg

Techniques
Unit 1 Meaning, types and classification of measwest
Unit 2 Construction and validation of measuremastruments

Unit 3 Descriptive data analysis

vii
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Unit 4 Inferential data analysis
ASSIGNMENT FILE

Your assignment file will be posted on the Web CIEONn due course.
In this course, you will find all the details ofethvork you must submit
to your tutor for marking. The marks you obtainnfrthese assignments
will count towards the final mark you obtain forighcourse. Further
information on assignments will be found in theigisment file itself,
and later on in the section on assessment in thisse guide. There are
over twenty one (21) tutor-marked assignments is ¢burse, and you
are expected to practice all of them but submmast six (6).

PRESENTATION SCHEDULE

The presentation schedule included in your couratemals gives you
the important dates for this year for the completaf tutor-marked
assignments (TMAs) and for attending tutorials. Retber, you are
required to submit all your assignments by the dats. You should
guard against falling behind in your work.

ASSESSMENTS

There are two aspects to the assessment of thisecdurst are the tutor-
marked assignments (50%), and second is a wrigkami@ation (50%).

In tackling the assignments, you are expected fayamformation,
knowledge and techniques gathered during the colitse assignments
must be submitted to your tutor for formal assesgénme accordance
with the deadlines stated in the Presentation Sdbe@nd the
Assignment File.

At the end of the course, you will need to sit ®rfinal written
examination of three hours duration.

TUTOR-MARKED ASSIGNMENTS (TMAS)

There are over 21 tutor-marked assignments incinsse, and you are
advised to attempt all but submit six (6). Asidenfrthe course material
provided, you are advised to read and researchlwidsing other
references which will give you a broader viewpand may provide a
deeper understanding of the subject. Ensure allr yoompleted
assignments are submitted on schedule before seftinkes. If for any
reasons you cannot complete your work on time, aminyour tutor
before the assignment is due to discuss the pbssiifi an extension of

viii
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time. The extension may not however be granted dfte due date,
except in exceptional circumstances or for veryugesnexcuse.

FINAL EXAMINATION AND GRADING

The final examination for this course will be ofdgk hours duration and
carries a value of 50% of the total course gradearkas of the course
will be assessed, and the examination will consistjuestions which
reflect the type of self-testing, practice exersisend tutor-marked
problems you have previously encountered.

Utilize the time between the conclusion of the sy unit and sitting
for the examination to revise the entire courseu ¥y find it useful to
review your self-assessment exercises, tutor-madssignments and
comments before the examination.

COURSE MARKING SCHEME

The work you submit will count for 50% of the totadurse mark. At the
end of the course, you will be required to sit &offinal examination
which will also count for 50% of your total markshe table below
shows how the actual course marking is broken down.

Table I Course Marking Scheme

ASSESSMENT MARKS

Assignment 6 (TMAS) | 6 assignments, best 5 will lsedufor CA,
i.e. 5 x 10 = 50% of overall course me

Final Examination 50% of overall course marks

Total 100% of course marks

COURSE OVERVIEW

The table below brings together the units and timber of weeks you
should take to complete them and their accompargssggnments.

Unit Title of Work Week's Assessment
activity | (end of unit)
1. Definitions, purposes and
procedures of educational researgh
2. Classifications of  educational
research
3. Sources of educational information
4, Humanistic research
5. Survey research
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6 Correlation research

7 Causal-comparative research
8. Quasi-experimental research
9. Experimental research

10. | Factorial designs

11. | Repeated measures design
12. | Twin studies

13. | Multivariate studies

14. | Analysis of variance and covariance
15. | Time-series design
16. | Trend studies

17. | Meta-analysis

18. | Meaning, types and classification|of
measurement
19. | Construction and validation of
measurement instruments
20. | Descriptive data analysis
21. | Inferential data analysis
Revision

Total

HOW TO GET THE MOST FROM THIS COURSE

In distance learning, the study units are specialgveloped and
designed to replace the university lecturer. Hegioa,can work through
these materials at your own pace, and at a timep&auwe that suit you
best. Visualize it as reading the lecture instéstdrling to a lecturer.

Each of the study units follows a common formateasdier explained
under the section on ‘Working through the Cour3éie first item is an
introduction to the subject matter of the unit, &dv a particular unit is
integrated with the other units and the courseaba@e. Next is a set of
learning objectives. These objectives let you knalat you should be
able to do by the time you have completed the wwu should use
these objectives to guide your study. When you Hanshed the unit,
you must go back and check whether you have aathithes objectives.
If you make a habit of doing this, you will sigmidintly improve your
chances of passing the course.

The main body of the unit guides you through theuneed reading from
other sources. This will usually be either from ysat books or from a
Reading Section.
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Self-assessment exercises are interspersed thnoutifeounits, and the
answers are given at the end of the units. Workimgugh the self-
assessment exercises will help you to achieve bfectves of the units
and prepare you for the assignments and examirgatibou should do
each activity as you come to it in the study unit.

The following is a practical strategy for workingrough the course. If
you run into any trouble, telephone your facilitabo post the questions
on the Web CT OLE’s discussion board. Remember tair
facilitator’s job is to help you. When you needmhealon’t hesitate to call
and ask your tutor to provide it. In summary,

o Read this course guide.

o Organize a study schedule. Refer to the courseveverfor more
details. Note the time you are expected to speneagh unit and
how the assignments relate to the unit. Importafarmation e.g.
details of your tutorials, and date of the firsy ad the semester
is available from the Web CT OLE. You need to gatogether
all this information in one place, such as yourryliar wall
calendar. Whatever method you choose to use, yaulcgldecide
on and write in your own dates for working on eaait.

o Once you have created your own study schedule vdoything
you can to stick to it. The major reason that stisldail is that
they get behind with their coursework. If you gabi difficulties
with your schedule, please let your facilitator wnbefore it is
too late for help.

o Turn to Unit 1 and read the introduction and thgctives for the
unit.

o Assemble the study materials. Information abouttwoa need
for a unit is given in the ‘Overview’ at the beging of each unit.

o Keep an eye on the Web CT OLE. Up-to-date coursermation
will be continuously posted there.

o Well before the relevant due dates (about 4 weadsré the
dates) access the Assignment file on the Web CT @h#
download your next required assignment. Keep indntitat you
will learn a lot by doing the assignments carefullyhey have
been designed to help you meet the objectiveseottiurse and,
therefore, will help you pass the examination. Siibail
assignments not later than the due dates.

o Review the objectives for each study unit to confithat you
have achieved them. If you feel unsure about anythef
objectives, review the study material or consuliry@cilitator.

o When you are confident that you have achieved a’suni
objectives, you can then start on the next unibc®ed unit by
unit through the course and try to pace your stsolythat you
keep yourself on schedule.

Xi
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o When you have submitted an assignment to yourit@oil for
marking, do not wait for its return before startmgthe next unit.
Keep to your schedule. When the assignment is metirpay
particular attention to your facilitator's commen@onsult your
facilitator as soon as possible if you have anystjaes or
problems.

. After completing the last unit, review the coursed gorepare
yourself for the final examination. Check that ymave achieved
the unit objectives and the course objectives.

TUTORS AND TUTORIALS

There are 20hours of tutorials (ten 2-hour ses¥ipravided in support
of this course. You will be notified of the datésnes and location of
these tutorials, together with the names and phwnmaber of your
facilitator, as soon as you are allocated a tutgriaup.

Your facilitator will mark and comment on your agsments. Keep a
close watch on your progress and on any difficsltyou might
encounter as they would provide assistance to yoingl the course.
You must mail your tutor-marked assignments to yaailitator well
before the due date (at least two working daysregeired). They will
be marked by your facilitator and returned to ysusaon as possible.
Do not hesitate to contact your facilitator by pdlene, e-mail, or
discussion board if you need help. The following gimi be
circumstances in which you would find help necegsahen

o you do not understand any part of the study unithe assigned
readings.

o you have difficulty with the self-assessment exssi

o you have a question or problem with an assignmeith your
facilitator's comment on an assignment or with ¢ginading of an
assignment.

You should try your possible best to attend thertats. This is the only
chance to have face-to-face contact with your ifatdr and to ask
questions which are answered instantly. During ttiterial, you can
raise any problem encountered in the course of gtudy. To gain the
maximum benefit from course tutorials, prepare astjon list before
attending them. You will learn a lot from particijwas in discussions.

Xii
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SUMMARY

This course is aimed at exposing the graduate studeeducation to
advanced research techniques. Specifically, you lveilequipped with
the knowledge to understand and appreciate, as agetb produce a
good research work, and be able to answer quesiaisas

o what is educational research?
o how do you distinguish between theoretical andbaatesearch?
o what do you understand by the terms “causal relahp”,

“matching”, “randomization”?

in what situations can we use factorial design?

what is the value of twin studies in educationakgech?
can we justify meta-analysis in educational redgarc
what is the meaning of the F-ratio in analysis afiance?

I wish you success with this course, and hope ybat will find your
acquaintance with the National Open University agddia (NOUN)
interesting, useful and rewarding.
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MODULE 1 NATURE, CLASSIFICATIONS AND
INFORMATION SOURCES OF
EDUCATIONAL RESEARCH

Unit 1 Definitions, Purposes, and Procedures afudational
Research

Unit 2 Classifications of Educational Research

Unit 3 Sources of Educational Information

UNIT 1 DEFINITIONS, PURPOSES AND PROCEDURES
OF EDUCATIONAL RESEARCH

CONTENTS

1.0 Introduction
2.0  Objectives
3.0 Main Content
3.1  What is Educational Research?
3.1.1 Definitions of Educational Research
3.2 Purposes of Studying Educational Research
3.3  Procedures for Conducting Educational Research
3.3.1 Selection and definition of a Research Prable
3.3.2 Conducting a Literature Review
3.3.3 Formulation and Statement of Research tigsis
3.3.4 Developing a Research Plan or Design
3.3.5 Subjects and Sampling
3.3.6 Analysis of data
3.3.7 Reporting conclusions
4.0 Conclusion
5.0 Summary
6.0 Tutor-Marked Assignment
7.0 References/Further Reading

1.0 INTRODUCTION

No doubt, you are familiar with the term “researels’a systematic way
of finding out and solving problems in all facetk lile. Meaningful
research is central and critical to the sciencedofcation, like any of the
other sciences. This unit introduces you to themmgaand nature of
educational research, and some ways in which sesdgarch studies can
be characterised. It will also give you an overvigiassome of the basic
procedures in educational research. The next sedpells out the
objectives of the unit.
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2.0 OBJECTIVES
At the end of this unit, you should be able to:

define research

distinguish between scientific and non-scientiésaarch
recount the purposes for conducting research

list the basic procedures for conducting educatssearch
explain the role of educational research for edanat practice.

3.0 MAIN CONTENT
3.1 What is Educational Research?
3.1.1 Definitions of Educational Research

As to be expected, definitions abound for the wwesdearch” since it
has both everyday and specialized connotations.

Etymologically, the word research itself is derifeain the French word
“recherché” which means to travel through or toveyr UNESCO
(1962) defined research as “the orderly investigatf a subject matter
for the purpose of adding to knowledge”.

Kerlinger (1973) defined research as “systematicitrolled, empirical
and critical investigation of hypothetical prepasis about the
presumed relations among natural phenomena”.

According to Rekha Koul (2008), the nature of ediocel research is
analogous to the nature of research itself, whishai “careful,
systematic, reliable and valid method of investigatknowledge and
solving problems” (Wiersma 1991).

For purpose of this volume, educational researcly & therefore
summarily defined as a careful, systematic invesiog into any aspect
of education; its goal is to explain, predict, amdéontrol educational
phenomena.

Research can also be characterized in several w@ye such
characterization is given by Hassan (1995), paegphg Best (1985)
and Tuckman (1978), who listed the following cha&eastics of
research and the research process: According tealHasesearch

o is directed toward the solution of a problem, itenvolves the
guest for answers to unsolved problems;
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3.2

involves careful collection, organization and aration of what
is already known about the problem and what idy&e known;
Is a structured process which follows a systena@atier or rule of
execution;

is characterized by rigorous logic and objectivitythe carefully
designed procedures and analysis;

demands accurate observation and description efgrhena;
involves gathering new data from primary or firstnd sources,
or using existing data for new purposes;

involves logical and plausible explanation of tidings of the
study;

is replicable and emphasizes the development ofrgépations,
principles or theories that can be used in pradictfuture
occurrences;

IS expensive in terms of time, money, resources eretgy.(pp
10-12)

Purposes of Studying Educational Research

To orient students to the nature of educationakaesh: its
purposes, forms and importance.

To provide information which helps students becomere
intelligent consumers of educational research: @herlocate it,
how to understand it, and critique it.

To provide information on the fundamentals of dogtyicational
research such as selecting a problem, using alailaiols,
organizing a project, etc.

To generate new theories, confirm existing oneslisapprove
them, e.g. the role of punishment in discipline.

SELF — ASSESSMENT EXERCISE 1

3.3

What do you understand by educational res@afaid why do it?
List some of the characteristics of reseamid the research
process.

Procedures for Conducting Educational Research

3.3.1 Selection and Definition of a Research Prolste

The task of defining the research problem is ofgheatest importance
in the entire research process. Problems are this bxr research, and
the first step in the research process is to iterdi well-defined

problem. It is said that a problem well formulate@lready half solved.
For definiteness, problems are usually stated timeeiquestion form or

3
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hypothesis form. These two serve the purpose afsiog the problem
for the researcher and the reader.

In selecting a research problem, the following oimust be borne in
mind. The problem must be:

. Interesting i.e. the topic should be of considerable inteteshe
researcher and also to others. It should not beadunundane
but should excite the curiosity of the researcher.

. Significant The research problem should be significant to
education from either a practical or theoreticalwwpoint.

. ResearchableObviously, not all problems in education, or for

that matter anywhere else, are researchable. Talkanfexample
a problem statement like: do beautiful school pe&®iand
surroundings affect achievement in English Liter@®?uSuch a
problem will require telescoping the scope and at@nalising
the definition of the problem, since ‘beauty istle eyes of the
beholder. As Kerlinger (1976) put it, a problemoslid imply
possibilities for testing. For example, the questiddoes
appreciation of God affect achievement in religiaigdies in
schools? is hardly testable.

. Feasible Even if the problem is researchable, doing tiseaech
may not be feasible in terms of time, money, aneérgn
resources.

3.3.2 Conducting a Literature Review

Literature review is akin to describing the “stateplay” in the area
selected for study. It should represent a disifabf the essential issues
and inter-relationships associated with the knogdedarguments and
themes that have been explored in the area. Pvide not merely a
catalogue, or even a summary, of research studiggheir findings in
the area, review of relevant literature will helg tresearcher gain an
understanding of the current state of knowledgetapeng to that
research idea. If properly carried out, it willenfn you if the research
problem or topic has already been explored, anc ifevision or
replication is needed, how to design your own studiat data
collection methods to use, and help make senskeofitdings of your
study once data analysis is complete.



EDU 921 MODULE 1

3.3.3 Formulation and Statement of Research Hypothesis

Statement of the research problem should be coremk provide

adequate focus and direction of the study, idenkidy factors and

provide limits. It affects the manner in which testust be conducted in
the analysis of data.

Usually, it takes the form of a question or a stest in the form of a
hypothesis. A hypothesis is a clear, unambiguous$ tantative
conjecture or assumption about the relationshipvéet two or more
variables which can be subjected to scientificfieaiion or refutation,
and could be stated in the null or alternate/resefmrm.

3.3.4 Developing a Research Plan or Design

A research design is the conceptual framework withihich the
research will be conducted. It has also been ldbile blueprint of the
research, since it is used to structure the reBe&evelopment of an
overall research design will include specificatadrthe information that
is to be collected, from which individuals, and andvhat research
conditions.

The two major types of research designs are thdoraized or true
experiment, and the non-experiment. These will labarated upon in
later modules of this course.

3.3.5 Subjects and Sampling

A population refers to all the members or itemsarnzbnsideration in a
research. It is very often not possible to study eéntire population for
obvious reasons of cost, time, energy, volume ¢d,datc. Therefore, a
sample frequently has to be drawn from the poparasis possible. For
this purpose, sampling designs are used, mostlythen form of
probability and non-probability samples.

3.3.6 Analysis of Data

Analysis of data involves the transformation of rasata into
manageable categories, through coding and tabnjatior further
analysis. This analysis is usually based on contipmtaof various
statistical measures through (nowadays) analysisae as SPSS, EPI
info, Excel and Access. In analysis, relationshipsdifferences that
support or conflict the original hypotheses arejetted to tests of
significance to determine the validity/confidence ithw which
conclusions can be made. In the absence of hypsihtee researcher
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does his best to explain the findings using inbaiti logic and
experience.

3.3.7 Reporting Conclusions

Conclusions are statements that interpret and atealihe results found
from the study. Aspects of the Report to be covanellide a statement
of the problem under investigation, methodologydjsgcope of the
study, and the limitations. Emphasis should be mgitcethe results that
relate to the hypotheses or research questiondeofstudy. Relevant
factors to note here include tailoring the repantent to the audience,
integrating your findings with the results from wyims research,
accession of whatever practical or theoretical iogplons can be drawn
from your study, and suggestions for future redearc

SELF — ASSESSMENT EXERCISE

I List some of the pertinent points in selectsgesearch problem.
. What is the importance of literature review gducational
research?

4.0 CONCLUSION

Research is so important in our everyday life tothet it is necessary
that every ‘educated’ person should be able teastlunderstand it.

The preceding pages have highlighted various d&fits of research
and some of its characteristics, purposes and guves. This should
give you a feel of what it is to do research inedion and how to get
about it.

5.0 SUMMARY

To understand and properly engage in educatiosaareh requires an
appreciation of what research is, why and how dase, and what are
its characteristics and procedures. That is thensamy of this Unit
which has introduced you to the early basics oéaesh. The next unit
will explore this introductory theme further.

6.0 TUTOR — MARKED ASSIGNMENT

I Define “research” in your own words. What are isesP?
il. List and explain some of the procedures for condgct
educational research.
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1.0 INTRODUCTION

In Unit 1 you were introduced to some of the ruditseof educational
research in terms of definitions, purposes andgmoes of educational
research. This second unit takes you further ineoways educational
research is classified, and will be followed in tiext unit by a look at
some of the sources of educational information.

2.0 OBJECTIVES
At the end of this unit, you should be able to:

state what classification is

distinguish between Basic and Applied Research

distinguish between Quantitative and Qualitativedech
distinguish between Theoretical and Action Research

state the interrelationships between these claasidns of
research.

3.0 MAIN CONTENT
3.1 Classifications of Educational Research

Classification is the act or system of methodicallyranging a
phenomenon in distinct divisions or classes. Rebsestudies have been
classified in a variety of ways, but for the purge®f this course three
such classifications will be considered, viz;
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1. Basic/Applied Research
2. Quantitative/Qualitative Research
3. Theoretical/Action Research

It should be emphasized that these are not watértigtegories, since
most research has elements of all of them.

3.1.1 Basic/Applied Research

Basic researchsometimes also called fundamental or pure reke&c
primarily concerned with the development and adearent/testing of
knowledge or theory through verification of hypattse(e.g. e = nfoof
Einstein and Newton’s f = ma). It is not particljyaconcerned with
practical application of knowledge to solve evegyqaoblems or to
introduce reforms into present practice. Its ralens that the purpose
of science is to describe and explain the world &s and not to change
it — in obvious contrast to Karl Marx’s famous dict that the purpose
of philosophy is to change the world! This is oftesferred to as the
“scientific or rationalistic paradigm” of enquiryifhe word paradigm
means/denotes an example or model or pattern oéthomy. Research
traditions are best regarded as different paradigansl a paradigm
determines how a problem is formulated and metlogdclly tackled.

The scientific paradigm of research assumes tleatebearcher is able to
maintain a discrete and inviolable distance from‘tbbject” of enquiry,
and asserts that the aim of research is “to developmothetic body of
knowledge best stated in generalizations whichtiard statements of
enduring value that are context free” (Guba, E.@ amcoln, Y.S.
1982). According to this paradigm, every effect hasause, and it is the
purpose of a “true experiment” to demonstrate thause-effect
relationship.

Quintessentially, basic research is value-freetlypdrecause of the
objective/quantitative methods used and therefoheirt greater
mathematical manipulability. Theories under thisrapggm are
formulated_gpriori to guide enquiry, and only propositional knowledge
i.e. knowledge that can be stated in language fesmgdmissible in
scientific enquiry. Finally, basic research finds most comfortable
niche in a laboratory setting where control of s&bhhkes can be
maximized.

In contrast to basic research, applied rese@cenerally concerned
with the application of theory to the solution ehmediate practical
problems. This may take three forms:
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o Evaluation Researchvhich is the systematic process of gathering
data to make decisions of educational relevange,hew would
a program of General Studies (GST) affect the fdedree class
of undergraduate students in Nigeria?

o Research and Development (R&D)sed to develop effective
products for use in a school system, e.g. develapwiestudent
learning materials or teacher training materialshatVis the
relative worth of 2 or more alternative decisions? Otonti
eligible to participate in the schools gifted/takshprogram?

o Action Researchs a unique form of applied research which is
focused on solving specific practical educationabbfems
through the application of the scientific metho@ay, 1996). Its
value is primarily confined to those conductingaihd its results
may not be generalized beyond the sample usetdostudy. For
example, what can be done to significantly reduicg tailure
rate, in SSCE mathematics examinations in schoolka North
East LGA of Delta State?

SELF — ASSESSMENT EXERCISE

I Distinguish between basic and applied research?

3.1.2 Quantitative/Qualitative Research

This is sometimes also referred to as “empiricalligic/symbolic/
positivist vs interpretive/post positivist” paratig Quantitative
researchas the names implies, relies mostly on numedesh such as
the use of mathematical tools (especially stasigticand on
hermeneutical data such as test scores and othersunes of
performance to explain, predict, and/or controlngreena of interest,
using the deductive process for data analysis.

According to Smith and Heshusius (1986), the epistegical rationale
for the quantitative researcher is that there sxastmind-independent
and tangible reality “out there” that is knowable $ome extent.
Quantitative research is therefore said to be pHit hypothesis
testing, and statistical.

Many recent writers in education infact distinguisto fundamental
paradigms of research: the “scientific” (which ifteo erroneously
identified with positivism) and the *“interpretativer “humanistic”.
They additionally claim that the *“scientific’ andhutdmanistic”
approaches are not mutually exclusive but compléangno each other.
A broader, three-way taxonomy of research is gibgnPopkewitz

10
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(1984) who claims that in educational sciencesethparadigms have
emerged to give definition and structure to thecpica of research, i.e.
empirical-analytic (roughly equivalent to the distiion between intent
and consequences, i.e. the danger.....shaped. ica@nbt be inferred
from consequences, and many times, consequences imént.
(Kaestle, 1988).

Qualitative researchpn the other hand, involves the collection of
extensive ‘narrative data’ (i.e. non-numerical §lata many variables
over a period of time in order to gain insightsoimthenomena of
interest. Example of a qualitative research wouwd“d case study of
parental involvement in Southpoint Royal SchoolniBeCity”.

Its data analysis includes coding of data and oo of a verbal
synthesis by the inductive process. Two main exampf this approach
would include historical research and ethnograpisearch.

Historical researchis concerned with the study of past events. It
generates descriptions, and sometimes attemptedanations of
conditions, situations and events that have ocdumethe past. Some
examples of historical research would be:

1. Evolution of teacher-training programs in Niger200 — 1960
2. History and development of free primary educationWestern
Nigeria, 1957 -1965

Some of the problems associated with historicabaesh include (i)
vagueness in defining key terms and (ii) the pnoblef “presentism”,
(iii) lack of clear distinction between ideas abbow people did infact
behave, and how ordinary people did infact beh&ae$tle, 1988)

Ethnographic researclinvolves the study of current events in a
naturalistic setting. It usually consists of a dggmon of events that
occur among the life of a group, with particulaference to the
interaction of individuals in the context of thecsxultural norms,
rituals and beliefs shared by the group. Partidipdoservation, where
the researcher lives with the subjects being oleskns frequently used
in this kind of research. Child rearing practicesoag the Igbo ethnic
group of the South Eastern Nigeria would be an gxamf the method.

SELF — ASSESSMENT EXERCISE |

I Give and justify an example of action research.

11
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3.1.3 Theoretical/Action Research

A theory arises in answer to the question why. Aib&cet of human
nature is that man is perennially trying to ascribpeaning to his
experience, to find a rational order in the unieerBhat is the purpose of
science or art or philosophy, and indeed of all vikedge. Man’s
discoveries about himself and his environment,ipwn orderly form,
have created the vast structure of knowledge thatailed ‘science’
whether in the filed of physics, chemistry, biology in economics,
psychology, sociology or meteorology. Prof Bronoid956) defined
‘science’ as “the organization of our knowledgesiurch a way that it
commands more of the hidden potential in natur&&dretical research
therefore is that research that is interested snadiering knowledge for
its own sake and which may not necessarily resudiction or any given
direction of action.

Action researchon the other hand, can be described as a fanhily o
research methodologies which pursue action (or gdjaand research
(or understanding) at the same time, by using &éccygc spiral process
which alternates between action and critical réftec In most of its
forms, it is qualitative and participative. It cha used as a research tool
for investigative or pilot research, and generdity diagnosis or
evaluation (Hart, 1995).

Action research may attempt to determine the valfiea product,

procedure or program in a particular setting (exga school), with the
goal of improving same. It is concerned with imnageisolutions to real
problems, and does not attempt to generalize sedolt a broader
population. According to Gray (1996), “the purpasection research is
to solve practical problems through the applicat@inthe scientific

method”. An example would be “what can be done tevent the

“deliberate foul play” which seems to break out gvereekend in the
school football field amongst some students?”

Action research is also construed as researclomds own practice, or
more accurately into one’s praxfse. informed committed action), to
enable the practitioner understand his/her practivere deeply and
therefore improve on them. Frequently, action rede# participatory

(i.e. involving a group or more than one partici)aand collaborative

with, say, other teachers or students or paremtsuinmary, educational
action research is a form of research which placesrol over processes
of educational reform in the hands of those invdlie the action.

(Kemmis, 1988).

12
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SELF — ASSESSMENT EXERCISE

I. What are some of the problems associated with gtiapbic
research?

4.0 CONCLUSION

For convenience, educational research has beesifiddsunder three
main headings of Basic versus Applied Researchnfiadve versus
Qualitative Research, and Theoretical versus AcRasearch, which
have been adumbrated in this unit.

As stated in the introductory remarks, these diassions of research
are not mutually exclusive, but nevertheless gseful insights into the
various research paradigms. Understanding of #esence will enable
you to get the correct initial perspectives of theoad area of
educational research, which will help you in furthrk on this course.

5.0 SUMMARY

In this unit, you have learnt that

o Basic Research primarily serves the need/urge towkmor
understand a phenomenon

. Applied Research is more concerned with the satutaf
immediate practical problems.

o Quantitative Research uses mostly numerical datd toe
deductive method for data analysis.

o Qualitative Research relies on narrative data &aeduse of the
deductive method.

o Theoretical Research is akin to basic researchsirfocus on
discovering knowledge for its own sake.

o Action Research has two connotations: (a) to sdpecific

practical problems using the scientific method @éndo enable
practitioners understand their practices more geaptl improve
on them.

6.0 TUTOR — MARKED ASSIGNMENT

I. Critically examine the three classifications of Baxh. How are
they interrelated?

13
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1.0 INTRODUCTION

Having been introduced to the elementals of rebedhe next logical
step is to try to locate sources of gathering imi@tion about your topic.
This is the subject of this Unit which discusseslitional and modern
sources of educational information and how to axcdd®em. These
sources include primary and secondary sourcesydmgd importantly
the use of the computer.

2.0 OBJECTIVES

At the end of this unit, you should be able to:

o identify primary and secondary sources of inforomtifor
educational research

o effectively use the resources of the traditionbtdry to obtain
data for educational research

o know how to use the computer to source for eduecatio
information.

3.0 MAIN CONTENT
3.1 Sources of Educational Information

3.1.1 Traditional Sources of Information

A basic initial activity/requirement in any resdarcincluding
educational research, is the acquisition of dataformation relevant to
the study or research. These data can be obtanoed & variety of

15
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sources which may be categorized into primary awbisdary sources.
In education, some of these sources include bquisodicals, reports
(technical, seminar, workshop), conference procegdi academic
theses and manuscripts. Electronic versions of oia$tese information
sources are generally now available on-line and lmandownloaded
from the computer/internet.

Books and journals are primary sources in educatiogsearch, since
they contain original work of the writers and formaterials for
secondary sources. Professional journals espeaadyusually up to
date, since the articles in them give reports oemé research studies.
Books, although very useful, are usually not asemniras journals.

Primary sources usually provide more informatiomwba study than
can be found elsewhere, and are also a good sairtee research
methodology used, but they can be time consumingpt@r the study.
Locating sources of educational information carfaict be bewildering
to neophyte researchers, but actually today tHeprealem is delimiting
the scope of the vast resources to be consulted.ttt®, there are
indexes, abstracts and other retrieval mechaniswaslable in the
standard library to ameliorate this problem, ehg. ¢ard catalogues and
the bibliographic indexes. For example, the catdlogue will help the
researcher locate pertinent books, and the indeikekelp him/her find
articles in journals.

3.1.2 The Computer Revolution

Traditionally, the library has, over the centuridsgen the main
repository of non-electronic or hard copy sourcesformation, but the
vast explosion of information or knowledge in thastlhalf century or so,
due partly to research itself, has rendered imptesghe storage of
information in the form of books and other hardiespin one building
or location (i.e. the library). The electronic dadicomputer can store an
incredibly vast amount of knowledge or informatimnmicro storage
units (e.g. CD-ROM) which can be accessed with phesnal speed
and ease. Therefore, modern libraries, in additmrheir shelves of
books and periodicals now stock large -collectiorfs etectronic
materials, audio and video, which can be accesssdadonds.

In many universities, computer terminals and keytit®ahave now
replaced the old card catalogs and indexes. Wihetkctronic digital
computer, new knowledge/information in all fields nhow being
generated daily at an exponential rate, which m&diron can now be
accessed almost instantaneously from all over trédvwith the click of
a button.

16
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CD-ROM journal indexes and database searches ayauseful tools in
identifying and locating various references for theearcher. The CD-
ROM usually focuses on a single specific datab&dine computer
searches, on the other hand, can have up to 40GMasdes which
provide access to literally billions of records.Wa researcher can sit
down before a computer monitor in the library & bffice or home and
with a flick of the button gain almost instantane@ecess to previously
unimaginable records of educational informationnfrall over the
world, information which are frequently updated.hiiwever requires
considerable skill and some practical experienck@mpetence on the
part of the researcher to sort out and sift throaigth efficiently manage
this bulk of information to serve his/her purposes.

3.1.3 Current Common Sources of Information

In educational research, some of the most commoumrces of
information are

(1) Education Index

(2) Educational Resources Information Center (BR} a free
bibliographic database of more than 1m citationsedncation
topics since 1966

(3) Dissertation Abstracts International

(4) Psychological Abstracts

(5) Review of Educational Research

(6) Encyclopedia of Educational Research

(7)  American Education Research Association (AERA

(8)  British Education Research Association (BERA)

(9) National Foundation for Educational ResedMRER)

(10) International Education Research FoundatigRIF)

(11) Nigerian Educational Research Council (NERC)

(12) Museums

(13) National Archives

(14) Special Collections in Libraries

4.0 CONCLUSION

Progress on the research road requires knowledgeskalts of getting

information from a number of sources, including theditional books,

periodicals and other hard copy materials fromgtaadard library, as
well as on-line computer searches. This Unit hasghed on theses
assistance mechanisms, in the hope that you sieusble to use them
effectively in carrying out your research objectivén the next module,
you will be introduced to the basic types of ediacet! research.
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5.0 SUMMARY

The basic data-gathering tools of educational rekeand how to access
them have been highlighted in this unit. These edngm the traditional
library resources to the modern electronic compuiResearch today has
never been so exciting in spite of the heavy wovolved.

6.0 TUTOR-MARKED ASSIGNMENT

I. List and evaluate the various sources of obtaimfgrmation for
educational research

ii. Why is it a desideratum that today’s educationakaecher must
be computer literate?
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1.0 INTRODUCTION

Welcome to Module 2 of this course which now lo@listhree basic

types of educational research, i.e. humanisticyesurand correlation

research. Humanistic research is so called bechaddresses problems
or needs that are relevant to people, and is thierdfased on a holistic
understanding of people and their activities {heir physical, rational,

psychological, social and ethical needs).

Humanism is, as a rule, narrative, textual, rhetdrivalue — laden, and
judgmental (as, for instance, in historical disicie$): It is also
idiographic — interested in individual facts or re#s — rather than
nomothetic. In humanistic research, descriptiony \adten do matter
more than explanation, i.e. relies more on inteitigther than deductive
approach, and, unlike some other forms of humanimpgis not pursued
for its own sake but in order to contribute to sbgi That is because
humanism believes in human rationality, creativatyd morality, and
recognizes that human values have their sourcexpergence and
culture. It emphasizes that all people have thiétybo lead meaningful
lives. People acquire purpose in life through depiglg talents and
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using them for the service of humanity. Humaniséisearch should be
designed to provide tools and services that emp@andrenable people
themselves to address their social, rational anatiemal needs.

Various subdivisions of humanistic research inclutiestorical,

ethnographical, observation, critical theory andnfeneutics research.
These will now be considered in turn in this unit.

2.0 OBJECTIVES

At the end of this unit, you should be able to:

o identify the various types of humanistic research

o describe historical research with examples

o compare and contrast ethnographic research witleresison
research

o evaluate critical theory as a paradigm of educatioesearch

. explain hermeneutics theory in educational research

3.0 MAIN CONTENT
3.1 Humanistic Research

3.1.1 Historical Research

Historical research attempts to describe and expleonditions,
situations and events of the past. An exampleldvbe a study that
documents the evolution of vocational training pesgs in Nigeria
1951-1990, with the aim of explaining the historicaigins of the
content and processes of current programs. Hislogsearch generally
relies on qualitative data such as written docusamd oral histories,
although some quantitative data is also used.wts rhain sources of
data are primary and secondary sources; primamcssupeing firsthand
knowledge (e.g. eye witness reports, original doents) tape and video
recordings, etc.), while secondary sources would sbeond hand
information (e.g. description of an event by a mye-witness.)

Like in other descriptive research, the processisforical research
involves identification of the problem concretiziedform of questions
and hypotheses, the collection and evaluation afrceo materials
(subject to external and internal criticism), angntBesis of the
information in terms of analysis, interpretationdaformulation of
conclusions. Its validity can be measured in twysv&xternal validity
Is establishing that a historical document is geauiwhile internal
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validity can be obtained through searching out dsasn personal
accounts of events, diaries, and autobiographies.

According to Kaestle (1988), some of the problerssoaiated with
guantitative historical research would include:

the unfamiliarity of statistics and computers tonmaistorians,
apart from their time consumption and expense.

the average audience for historical research is pawticularly
inclined to methodological sophistication;

often, the data are crude, incomplete and mosthgsesectional,
providing only a snapshot of a group at a given moim But

education is a process, and to infer process froysesectional
data or static information is often defective. Fexample, many
important questions about educational careersheirfluence of
education in peoples’ lives, can be answered oylgdia that trace
individuals over time, i.e. longitudinal studiesutBt is difficult to

create time series on educational variables likesicattendance,
teachers’ salaries, educational expenditures, wgthe of school
year because often the items were defined diffgrentdifferent

periods or omitted altogether;

it is also difficult to know how conscientiously ethdata were
reported in the first place or what biases operated

the frequent temptation to confuse correlation aradisation,
common of course to many other studies, remain®lalgm. This
is compounded by the problems and vagueness cémiems in the
definition of key terms — “presentism” meaning ttanger of
investing key terms from the past with their préssmnotations,
or, conversely, applying to past developments prteday terms
that did not exist or meant something else atithe.t

the problem of distinguishing between intent andseguences of
historical action. Intent can only be inferred frmonsequences if
there is direct evidence of this at the time then¢wccurred.

SELF — ASSESSMENT EXERCISE

What do you understand by “presentism” in histdmeaearch?

3.1.2 Ethnographic Research

The ethnographic method is qualitative and holistiaking use of the
investigator’s intuition, empathy and general &pilio learn another
culture. It relies on rationalistic, qualitative cklmiques, especially
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observation and careful recording of events andabaateractions. It
attempts to describe group behaviour and intenastin social settings,
with particular reference to the interaction ofiunduals in the context
of the socio-cultural norms, rituals and beliefargl by the group. The
researcher generally participates in some parhefniormal life of the
group and uses what he or she learns from thisicjation to
understand the interactions between the group mesmbe

Participant observation has its advantages andldrelee¢. On the one
hand, the investigator develops personal knowleatgmut the rules of
the group and begins to perceive the same meamrggents as do the
members of the group. Thus he becomes accultuttatatie ‘silent
language’ of the group since he shares, probes @s&stions, takes
notes, etc. On the other hand, the investigator begome so much
absorbed in the life of the group that his or hatus as an observer may
be compromised. In any case, the observer ineyitaifluences the
behaviour of the people being studied, and this tbabe taken into
account in the research outcome in terms of rdiialaind validity of the
study. One of the procedures often followed to ionfvalidity of
interpretation in ethnographic studies is to fdseht back for comment
to selected members of the group or to other psrsamo know the
group, but the application of this procedure istia.

3.1.3 Observation Research

Observation has been defined (Hassan, 1995) astansgtic procedure
of studying and understanding of human behavioutsinatural setting.

It is best used for studying aspects of behavibat tannot be studied
through more objective methods, and involves watghinoting and

recording of behaviours occurring in a naturalisgtover a specified

period of time which may be long or short, depegdn the nature and
purpose of the observation.

Observational data are valuable, for they providaches and guesses
about what is and is not important in any areacargific interest. They
also serve as a common sense check on the comdusiached in more
controlled investigations.

Shetzer and Linden (1979) classified observationthods into
systematic, controlled and informal, involving diteobservation by
time or event sampling, the use of interview andtoeed situational
tests, as well as anecdotal observation and soticmenethods
respectively. Systematic observation is most coniynarsed in the
studies of young children.
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SELF — ASSESSMENT EXERCISE

I. Distinguish between ethnographic and observatisaarch.
3.1.4 Ciritical Theory

Critical theory as an approach to educational retehas a distinctive
political orientation. According to Habermas (19Y,6britical theory
suggests that the current dominance of science thed rise of
technology and bureaucracy are developmental temsenof late
capitalism which increasingly encroach on the domai social life.
Science and technology have been shown to be igiealp and the
advocates/proponents of critical theory contend itha a more socially
just educational theory and practice. It is claintkdt critical theory
transcends the distance between the dominant ssisichool and its
challenger, the interpretivist paradigm, in a higleder synthesis
(Lakomski, 1988).

The two central doctrines of critical theory ar&) the conception of
human interests, which provides justification ofe titheory as
knowledge, and (2) the notion of communicative petence which,
according to Habermas (1974), solves the problemideblogical

domination. The victory of scientism or positiviswhich presents itself
as the only valid form of knowledge, has maderitually impossible to

reflect critically on current forms of dominatiolmterests, according to
Habermas (following Marx), are grounded in the fameéntal human
conditions of work and interaction. Habermas arghes just as human
beings produce and reproduce themselves through, worthey shape
and determine themselves through language and caroation in the

course of their historical development. “Communieatcompetence,”
Habermas contends, eludes us since there is nole@rgymmetry of
power among the partners of communication, and #vertanguage we
use to reach consensus is itself a carrier of atgol

Critical theory is based upon the so-called “theesypractice problem”
(or “problematic,” in the language of Tripp (1992yhich holds that
traditional (positivist) theory is incapable of peyly informing and
guiding practice. The concept of ‘socially criticedsearch in education,
or the ‘critical paradigm’ in educational reseaigfanchored on the idea
of a more just society in terms, not just of albplke having equal access
to the good things of life, but of people beingcidtural, economic and
political control of their lives. Tripp (1990a) deés critical theory in
education as follows:

Socially critical research is informed by principlef
social justice, both in terms of its own ways of

23



EDU 921 ADVANCED EDUCATIONAL RESEARCH METHODS

working and in terms of its outcomes in and
orientation to the community. It involves strategic
pedagogic action on the part of classroom teachers
aimed at emancipation from overt and covert forms
of domination. In practical terms, it is not sim@y
matter of challenging the existing practices of the
system, but of seeking to understand what makes the
system be the way it is, and challenging that, sthil
remaining conscious that one’s own sense of justice
and equality are themselves open to question. {p.16

How things are is never seen as having occurredhlayjce and for no
particular reason; all social systems and theictmas are seen to be as
they are in order to serve the interests of pderogroups.

Critical theory (‘criticalism’) focuses on the antwmy of the individual
and is one of the four main research paradigmslutaional research,
the others being post-positivism, interpretivisnd @ostmodernism. The
critical paradigm promotes the notion of sociakigesin order to create
the world which is “fairer, more equitable, moreclusive and more
harmonious (Taylor, 2008). It is concerned with plogver and justice of
several issues in society such as the economy, mgeeder and
education. It considers the power of social pditnd ideology which
influence educational research. According to Momi§1995), “the task
of the researcher is not to be dispassionate,tdrsisted and objective,
but the main objective of critical theory is to irope existing situations
through action research”. In critical theory, preaitissues can construct
knowledge, and the critical theory paradigm terwisde the world as
something that has to change.

Critical theory has been applied in the areas afiauum theory,
educational admin, and action research.

SELF — ASSESSMENT EXERCISE

I What are the critical points in the critical thearl educational
research?

3.1.5 Hermeneutics

Hermeneutics is the theory of interpretation andlewstanding in
different kinds of human contexts, religions aslasl secular, scientific
as well as that of everyday life. The purpose ofnfeneutics is to
increase understanding of other cultures, grouqsyiduals, conditions,
and lifestyles, both in the present as well agpt.
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In biblical exegesis, two traditional studies oteipretation were (1)
literal interpretation which spells out the messags more or less
explicit in the text itself, and (2) symbolic contenterpretation which
attempts to reconstruct or create the divine megninhich were not
there in a literal sense. In education, the hernmgced approach
involves the study of meaning and comprises of themd practice of
interpretation and understanding in the differextia contexts in which
human beings live and work. Interpretation consi$tsvo elements, one
grammatical (largely in terms of the linguisticrpriples of a work) and
one psychological (i.e. analyzing a text in ternfsthe thoughts and
feelings of the author through identification with transformation into
the other person).

Essentially, hermeneutics involves cultivating #iglity to understand
things from somebody else’s point of view, and apfating the cultural
and social forces that may have influenced theiciatooutlook.
Hermeneutics is the process of applying this urideding to
interpreting the meaning of written texts and syhabartifacts (e.qg.
sculpture and architecture) which may be eithertohis or
contemporary.

SELF-ASSESSMENT EXERCISE

I. In the hermeneutical approach, how is the abilityuhderstand
things from someone else’s point of view exemgdif

4.0 CONCLUSION

The various forms of humanitarian research disaigsethis Unit
pertain to finding out about the human being fromhamanistic,
naturalistic, holistic and descriptive perspecti@enerally, they rely
more on qualitative or non-numerical data rathemtimumerical data,
although some quantitative data is also sometimsed,uwith their
accompanying analytical methods. The bottom line hofmanistic
research is studying the human being from a holisibt a fragmented
dimension.

5.0 SUMMARY

In this Unit you have learnt that the focus of huamtc research is on
the human being in his/her totality. Some of them® of this kind of
research were addressed. The meanings, methodglogses, and
problems of historical, ethnographic, observationtical theory and
hermeneutics research were explained, and theehifes between them
and the more objective procedures of applied/qtavie research were
pointed out. The next unit deals with Survey Redear
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6.0 TUTOR-MARKED ASSIGNMENT

I.  Elaborate on the ‘distinctive political orientatiaf critical theory.
ii. How can critical theory be concretized in the tgbiclassroom?
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UNIT 2 SURVEY RESEARCH

CONTENTS

1.0 Introduction
2.0  Objectives
3.0 Main Content
3.1 Survey Research
3.1.1 Cross-sectional Survey
3.1.2 Longitudinal Survey
4.0 Conclusion
5.0 Summary
6.0 Tutor-Marked Assignment
7.0 References/Further Reading

1.0 INTRODUCTION

Survey research is one of the most important anst cmmmon types of
research in applied social research like educdtioraearch. The
educational research student must therefore bdidamith this broad
area of research, its methodologies, instrumematits design and
procedures, and its pitfalls. This unit introdugess to the what, the
how and the why of surveys.

2.0 OBJECTIVES

At the end of this unit, you should be able to:

o define survey research

o state what factors to consider in designing a v@lidstionnaire

o describe the various types of survey

o examine the different sampling methods used in datiection
for surveys

o choose the correct tools for analysis of the datained

o list the threats to internal and external validay a survey

instrument.
3.0 MAIN CONTENT

3.1 Survey Research

The survey method is a non-experimental method comiynused in
descriptive research in education. It encompassgs neasurement
procedures that involve asking questions of respotsj and it can take
any form from a short paper and pencil feedbacknftw an intensive
one-on-one, in-depth interview. It involves theledlion of information
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from members of a predefined finite population, e.group of students,
teachers or other stakeholders in education, aadattalysis of this
information to illuminate some important educationasues. The
information is usually collected by means of questaires and tests,
although sometimes also by means of observatioredstds and
interviews. Most surveys use samples of a specifeget population
with a view to generalising the results to the gapons from which the
samples were drawn.

Surveys may be used to obtain descriptive inforomatbout a target
population, (e.g. to measure levels of literacyy@meracy in a school or
region), or to examine relationships between varifactors (e.g. to
explain the differences in mathematics achievernéstudents in terms
of their age, sex, exposure to the mathematicscolum, and amount
of time spent in class learning mathematics) (Rwsk980).

In educational research, use of the survey methag mnge from
small-scale exploratory survey to stimulate hypstheeneration, to
large-scale exploratory survey to obtain evidenoe major policy
decision making.

The starting point for a survey is the statementhef questions to be
addressed by the investigation, followed by theceptual framework.
Next is the development of the instruments for aaf#ection, followed

by the data analysis and presentation of findinggure 1 below

(Runket and Mcgrath, 1972) summarizes the typicaVesy research
cycle.
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Figure 1: Typical Survey Research Cycle
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The questions must be pertinent to real problemd, the conceptual
framework may be derived from a set of propositiovtsch will be
examined at the analysis stage.

SELF —~ASSESSMENT EXERCISE |

I. What do the instruments used in survey researamatt to
measure?

Instrumentation usually takes the form of existing constructed
guestionnaires, tests, attitude scales, etc. Im&mnis generally attempt
to measure four broad categories of: (1) backgtocharacteristics of
subjects (e.g. sex, educational level of paren¢ aigteacher, school
enrolment, etc), (2) knowledge (e.g. knowledgsaénce concept), (3)
attitudes and opinions (often measured by respotses range of
statements on a topic), and (4) direct observatiobehaviour (e.g. of
students and teachers during a classroom lesson).

Sampling design and procedure are very importansurveys. Most
sampling plans assume random sampling which malgsssible to use
data derived from the sample to estimate statistitaracteristics of the
population. The art of sampling lies in preparindesign to minimize
sampling error which depends primarily on the sind structure of the
sample.
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The two random sampling types most commonly used Br stratified
random samplingvhere the target population is divided into stisuah
as types of school and the areas or regions; gnehfistage sampling
involving for example the initial random selectiohareas or regions in
the first stage, the selection of schools in theosd stage, and the
selection of students on the third stage. The msporates to
guestionnaires should be calculated and where sagesveighting
procedures based on the size of the target populatd the size of the
achieved sample may be used to take account ofdsponse rates.

Analysis of survey data may be in the form of uniat® analysisvhich
deals with the variables individually, bivariateadysis which involves
pairs of variables, or multivariate analyshich is concerned with the
simultaneous effects of more than two variables.

There are two main types of survey. The most comnsoficross-
sectional surveéywhich involves collection of data at a specifigipt in
time and mostly for the purpose of describing sitmes and estimating
frequencies rather than establishing causal pattetn contrast,
“longitudinal surveys involve following a particular group of students
or schools over a period of time.

SELF —~ASSESSMENT EXERCISE

I List and discuss two of the most commonly used oand
sampling techniques used in survey research.

3.1.1 Cross-sectional Survey

Cross-sectional surveys are used to gather infoomatbout present

conditions in a population at a single point indimr during a single,

relatively brief period, and then comparisons araden across the
variables of interest. Generally, the purpose iddscribe situations and
estimate frequencies rather than to establish taasi®rns. An example
of cross-sectional survey would be a questionnaiaé collects data on
how parents feel about school excursions as ofeSapgr 2009. A

different cross-sectional survey questionnaire mighto determine the

relationship between two factors like the sociakslof parents and their
views of school excursions, or a comparative stofiyhe educational

facilities in private and public primary schools.

3.1.2 Longitudinal Surveys

In longitudinal surveys, the data are collectedhate than one point or
data collection period, and the researcher is ested in making
comparisons across time. The data can be collemtedne or more
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multiple groups. Repeated observation for at leastpoints in time is
the key characteristic of the longitudinal methatts this enables the
educational researcher to study the processesaitetis of change and
stability in the educational field.

The logic of longitudinal studies is that educatibmesearches are
concerned with the process of change, and the sitidiiange requires
that observations are made for at least two pamtéime. Time is

significantly related to causal influence, sincelien events usually
influence later events.

In longitudinal studies where time plays a key [tthe temporal order in
which data are gathered on predictor variables mipect to the criteria
measures is very important, and constitutes oneathto internal

validity. Other threats to internal validity arestary (current or past),
maturation (physical/psychological), practice effecin testing,

reliability of instruments, subject instability, mogosition of samples,
etc. With respect to external validity, the Hawtmreffect, population
validity, multiple intervention interference, co#l changes in
individual's life (e.g. road accident or family lateup), publication of
interim reports, etc., provide possible distortionso the data and
therefore interpretations.

SELF —ASSESSMENT EXERCISE llI
I. Write a brief description of Cross-Sectional Suszey
4.0 CONCLUSION

The importance and widespread use of the survehodein research

qualifies it for detailed treatment in its many es{s. From this unit, the
student would have seen how broad an area surgegneh is, and how
it can be used not only to gather descriptive mf@tion but also to test
hypothesis arising from studies of smaller, setkgups, and to seek
explanations for relationships that have been fdugtdveen variables. It
must also have been noticed that, by their veryreatsurveys cannot
definitively establish causal explanations on tlasi® of the empirical

data collected. The last will also be taken ughmiext unit.

5.0 SUMMARY
In this unit you have learnt that survey research

o involves collection of information from a sample afspecified
target population, and the analysis of this infaiora to
illuminate some important educational issues;
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o uses generally questionnaires and tests, and ooclyi
interviews and observation schedules, in its imsantation.
o cross-sectional survey gathers information aboutsqant

conditions in a population at a single point in @mand
comparisons are made across the variables of gttere

o a longitudinal survey collects data at more thae paint in time
and the comparisons are made across time.

o stratified random sampling and multistage sampéirgythe most
commonly used sampling types.

. processing of survey data may be in the form oWanmate or

multivariate analysis to confirm or negate theedddtypotheses.
6.0 TUTOR-MARKED ASSIGNMENT

I Give two examples of survey research, includihgir design,
sampling method, appropriateness of procedures, uaed
analysis of data.

. (@) Distinguish critically between cross-secial and

longitudinal survey.
(b)  Elaborate on how to minimize threats tteinal validity
in longitudinal surveys.
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1.0 INTRODUCTION
In the last unit on survey research, you will rerhemthat it was
pointed out that surveys may also be used to exarhia relationship

between various factors in a multi-factor survelyisTis an aspect of the
construct of correlation which will be consideredmnfully in this unit.

2.0 OBJECTIVES

At the end of this unit, you should be able to:

o state what correlation is

o give some examples of your own correlational redeatudies

o exemplify how the results of such studies are amalyand
interpreted

o explain why “correlation does not imply causation”.

3.0 MAIN CONTENT

3.1 Correlation Research (See Module 6, Unit 3, for more
detailed treatment)

3.1.1 Description

Correlation research attempts to explore a nonecaasd effect
relationship between two or more variables, throtighuse of various
measures of statistical association. It reliegjeantitative or numerical
data such as test scores, grade point averagegssicom attitudinal
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instruments, etc. which can be correlated and shdlat some
relationship exists between or among them.

Some examples of correlational questions are:

Do female students do better than male studerggsrsubjects in
secondary schools?

Is the educational achievement of primary schodden who
enjoy parental help with their homework better thifmat of
children who do not have such parental help?

Can an aptitude test in Mathematics be used tagtredccess in
an algebra course?

3.1.2 Methods

Some common types of correlational methods include

()

(ii)

(i)

34

Observation This is useful for describing behavior and for
suggesting causal hypotheses that could be tastexperiments.
Scientific observation should (a) be objectives{jthe facts and
avoid anthropomorphism), (b)  systematically relcatata to
avoid memory biases and errors, (c) use good afiag
sample in order to be able to generalize rests observation
has its own difficulties, e.g., it can sometimes ibwossible
(thoughts?), impractical (robbery, fire, or earthke?), or
unethical (spying?).

Surveys and testsvhich suffer from the following problems: (a)
social desirability bias (i.e. people may try tokaahemselves
look better than they are, or say what they thirkeéxperimenter
wants to hear); (b) memory lapses (people do muurately

remember what they do); (c) people don't alwaysvkmdy they

do things; (d) bad questions (e.g. leading questsrd confusing
guestions); (e) poor sampling (a good sample shadidrever

possible be large in size, but more importantly usthobe

randomly selected).

Case Study which examines some phenomenon in depth e.g.
people, programs, policies, decisions, organizati@ic. A case
study weaves together data from documents, arghiviesviews,
participation, observation, artifacts, etc, anérmatits to document
not only the ‘what’ but also the ‘why’. It may alsaffer from (a)
small, non-random sample, (b) lack of control growpich
means one cannot make cause-effect statements.
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3.1.3 Data Analysis

In correlation studies, product moment correlationgross tabulations
indices are usually calculated. There are stadistests which can be
applied to determine whether the association isentioan would occur
by chance.

The most commonly used and understood correlatiordgx is the
product moment correlation coefficienvhere both variables are
considered to be single variables, e.g. the agsarcibetween scores on
a reading readiness test and reading achievementhér such product
moment correlation coefficient index is the canahicorrelation
coefficientbetween two unobservable (latent) variables. Iresaghere
one or both of the variables is dichotomous, or mhiéhe data are
measured on the ordinal scale, the point-biseaaktation(rpb) and the
Spearman rank order correlatiainho) respectively are used. The
formulae for computing these various correlatiorefioients can be
found in any elementary to middle-level statistiestbook. To control
or remove the effect of one or more confoundingaldes statistically,
e.g. the effect of age or gender or intelligenaellethis can be done at
the sampling stage through partial or semi-padatelation, although
this often has the problem of a negative effectrengeneralisability of
the findings.

3.1.4 Limitations

But it is always important to point out that assdion between two or
more variables does not necessarily imply that ohe¢he variables
causes the other. Correlation implies predictiort hat causation.
Intervening variables may account for the causataod this is in fact
the distinctive characteristic and the strength tié experimental
paradigm. When two variables are correlated, yom cese the
relationship to predict the value on one varialde & subject if you
know that subject’s value on the other variableriddes that are highly
related may suggest the possible existence of tanshy experimental
studies to determine if the relationships are dausa

SELF — ASSESSMENT EXERCISES
I. Give some examples of correlation research.

. Why can causal inferences not be drawn fromredation
research results?
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4.0 CONCLUSION

Correlation research is quite common in educatisaaéarch. One of
the main uses of correlation research is to highligpics for further
controlled experimental study. The results of arelation study are
most times useful and intriguing, but the major wivack is the
researcher’s inability to draw causal inferencesnfthese results.

5.0 SUMMARY

In this unit, you have learnt, with some exampletat correlation
essentially is, its usefulness in educational neseahe statistical tools
used in analyzing and interpreting results fronrelation studies, and
some of its limitations in educational research.

6.0 TUTOR-MARKED ASSIGNMENT

i Discuss the view that correlation research is derimr form of
educational research.
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1.0 INTRODUCTION

Among the designs of research, causal compara@search is very
commonly used since it does not involve the modeotes processes of
manipulating the independent variables and theamandssignment of
subjects to treatments. In many real life situaitre true experimental
design is hardly possible/desirable or very dificu

Causal comparative research therefore, as a nariexgntal research
design, comes in handy and useful in educatiorsgareh, even though
it cannot attain the precision of the true expenme

20 OBJECTIVES
After working through the unit, you should be atde

describe what causal comparative research is

give some examples of causal comparative research
adumbrate the procedures and data analytic metifatde design
state the strengths and weaknesses of the design
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o comment critically on the differences between chusa
comparative research and correlation research

3.0 MAIN CONTENT
3.1 Causal Comparative Research

3.1.1 Description

Causal-comparative researclattempts to establish cause-effect
relationship among the variables in a study, oemheine the cause or
reason for pre-existing differences in groups dividuals. The attempt
Is to establish that values of the independentabtei have a significant
effect on the dependent variable. This type ofaegetypically involves
comparison of two or more groups and one independamable. The
comparison groups in the study make up the valfieBeoindependent
variable. For example, the study may be to findtbateffect of gender,
pre-school attendance, and working-mother status dependent
variables like physics achievement, social matuaityhe beginning of
primary school, and school absenteeism respectiVély critical factor
in causal-comparative research is that the indegg@ndariable is not
under the experimenter’s control, e.g. the expartereobviously cannot
randomly assign the subjects to age or genderiitas®n (male or
female) but has to take the values of the indepgnd®iables as given.

Causal-comparative research is also often refaiwedls ex-post facto
(Latin for “after the fact”), i.e. research condedtto find causes of
events or conditions that have already occurredh Bee effect and the
suspected cause have already occurred and muttdiedsin retrospect.

The basic causal-comparative research approactogpetctive causal
comparative research) in education involves stganwth an effect and
seeking possible causes. Individuals are not rahdamsigned to
treatment groups because they already were selettedroups before
the research began. Independent organismic vasialike age and
gender, cannot be manipulated, or, for ethicalmessshould not be
manipulated. For example, it would be highly unethi if at all

possible, to try to manipulate anxiety level, pamd stress levels in
subjects.

Caution therefore must be exercised in interpretiegults of causal
comparative studies since the alleged cause obsereed effect may in
fact be the effect itself, or there may be a thimdable. For example, if
a researcher hypothesized that reading achieveihantunction of self
concept, and proceeded to identify high and low-c@icept groups
and, after comparison, found that the high selfeeph group did in fact
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show higher reading achievement, it would not beravded to conclude
that high self concept results in high reading eediment. Lack of
randomization, manipulation, and control are sosiroé weakness in
causal comparative research. Only in experimergaéarch does the
researcher randomly assign participants to tredatrgesups, and the
degree of control is sufficient to establish caeffeet relationship.

3.1.2 Procedureand Analysis

Causal-comparative research is non-experimentalearel; the
independent variable is not manipulated and subjact not randomly
assigned to treatments. In causal-comparative m&dsestudies, the
researcher selects two groups of participants, rarpatal and control
groups (more accurately referred to as comparisonps). The groups
differ in either the possession or degree of passe®f a characteristic.
The goal is to have groups that are as similarogsiple on all relevant
variables except the independent variable. Theopmdnce of the
groups is then compared using some valid depengsigble measure
or instrument.

The researcher may control for an identified exmars variable by

random assignment of participants to groups oraig\pise matching of

participants, i.e. the researcher matches eaclciparit in one group

with another participant in the other group witle game or very similar
score on the control variable. Or, where this ispussible, he/she may
eliminate the unmatched participant altogether. e\mv, this procedure
may lower the number of participants and so litmé& generalisability of

the findings.

Data analysis is by use of descriptive statistogegn, SD), as well as
inferential statistics (t-test, chi-square, andiygsia of variance). The use
of factorial analysis of variance will allow thesearcher to determine
the effect of the independent/control variable lo& dependent variable,
both separately and in combination. Analysis ofat@nce is also used
to adjust initial group differences on the variablsed so that the results
can be fairly compared.

SELF-ASSESSMENT EXERCISE |

I. Discuss the methods of data analysis appropriatecaasal
comparative research.

3.1.3 The Debate/Controver sy

There is an ongoing controversy among researchéeraseiikel and
Wallen, 1996; Gay, 1996; Charles, 1998; Cook andh@eell, 1979;

39



EDU 921 ADVANCED EDUCATIONAL RESEARCH METHODS

Johnson and Christensen, 2000; Johnson, 2000)nhoabout evidence
of causality in both forms of research, but alsowlthe datedness or
otherwise of nomenclature of the terms “causal crave” and

“correlational.” Burke Johnson (2000), the leadiadvocate of this
debate, strongly debunks the suggestions that diad comparative
research provides better evidence of cause andt e#kationships than
correlational research, (2) causal comparative eaireh  includes
categorical independent and/or dependent attrituggable, while

correlation research only includes quantitativaaldes. He argues that
both methods are similar in that both are non-arpamtal methods
because they lack manipulation of an independentia which is

under the control of the experimenter.

In any case, both causal comparative research @nelational research
can and do use categorical independent variabase¥ample, causal
comparative research uses some categorical independittribute
variables which are not or cannot be manipulategl @nder, parenting
style, learning style, ethnic group, parity ideigation, type of school,
marital status of parents, degree of introversiett,), and similarly
correlation research also uses categorical indegpgnehriables which
cannot be manipulated (e.g. intelligence, aptitugige, school, size,
income, job satisfaction, GPA, degree of extrowarsietc.). Also, in
both types random assignment of participants is posgsible. So
according to Johnson, celr, causal comparative research is neither
better nor worse in establishing evidence of catysdian correlation
research. In fact, in his view, both ‘outdated t&€rmshould be replaced
by “non-experimental quantitative research”. Théate, it appears, is
still not spent.

SELF-ASSESSMENT EXERCISE

I What problems arise in interpreting results of ehesmparative
research?

4.0 CONCLUSION

Causal comparative research is sometimes treateda agpe of

descriptive research since it describes conditithed already exist.
However, it also attempts to determine reasonsaoses, for the current
status of the phenomena under study, often notsugcgessfully.

50 SUMMARY

This unit has introduced you to the meaning, methagical procedures
and data analysis for causal comparative reseHralso introduced you
to the debate on the terminology and causalityibation of causal
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comparative research. The following unit on quagesimental
research will touch on this further.

6.0 TUTOR-MARKED ASSIGNMENT

I Why is causal comparative research also knowexagost facto
research?

. Comment critically on the causal comparativese@ch versus
correlation research controversy.
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1.0 INTRODUCTION

Because of the complexity of human circumstanceshkemaviour, it is

not often practical to carry out the traditionaintolled experimental
research. Therefore, quasi-experimental designswately used as a
near and useful substitute in areas where it ideasible or desirable to
conduct an experiment or randomized control tridlthat quasi-

experimental designs are is the subject of thigt Mich will discuss

the advantages, characteristics, types and limitati of quasi-

experimental research.

20 OBJECTIVES

At the end of this unit, you should be able to:

o define quasi-experimental research

o distinguish  between  quasi-experimental research and
experimental research

o differentiate the several types of quasi-experi@leméesign

o explain some common characteristics of quasi-enpanrtal
research

o describe the advantages and limitations of thisaieh design.
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3.0 MAIN CONTENT
3.1 Quasi-Experimental Research

3.1.1 Description

As the name implies, quasi experimental researeln igpproximation of
experimental research. Here, the researcher cergovhe but not all of
the extraneous factors. An example would be a siudyhich there is a
treatment intervention but no assumption of randassignment of
subjects to treatments. A quasi-experiment is amito a true
experiment, in the sense that it has subjectgntea, etc; but uses non-
randomized groups.

Quasi-experimental designs are used when randaonzest impossible

and/or impractical, and therefore they are typycatsier to set up than
true experimental designs — since it takes much éé®rt to study and

compare subjects or groups of subjects that areadyr naturally

organized than to have to conduct random assignofesubjects. Also,

threats to external validity are minimized sincéunal environments do
not suffer the same problems of artificiality asmpared to a well-

controlled laboratory setting.

In some quasi-experimental designs, the reseanchgt have some
control over assignment to the treatment condiiohuse some criteria
other than random assignment (e.g. a cut-off sdoréletermine which

participants receive the treatment, or the reseanstay have no control
over the treatment condition assignment, and theerier used for

assignment may be unknown.

Quasi-experimental designs are often chosen ftd §idies where the
random assignment of experimental subjects is iotjwad, unethical or
impossible. Therefore, quasi experiments are somestialso called
natural experiments and are common in many sciandesocial science
disciplines including economics, political sciencegeology,
paleontology, ecology, meteorology and astronomy.

SELF-ASSESSMENT EXERCISE

I. How is quasi-experimental research different froxpegimental
research?

3.1.2 Characterigtics

Some common characteristics of quasi-experimenedigd are: (i)
matching instead of randomization is more ofterduge) time series is
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involved (a time series, whether interrupted or-imdarrupted, examines
changes in the dependent variable over time), aindtiie unit of

analysis is often something different than peopéeg. climate,

atmosphere, anomie, morale, crime statistics, tyuadilife, etc.

In quasi experiments, the word “trend” is often disestead of cause.
This is because this kind of research often unsoseveral trends, with
the major ones designated as syndromes or cyaciesth@ minor ones
referred to as normal or abnormal events. It issadble that the quasi-
experimental design researcher engage in modeling ¢ausal
relationships, since the designs tend to involvenymdifferent but
interlocking relationships between variables. Thisill allow
identification of spurious and intervening variableMany causal
modeling techniques exist, from cross tabulatiorpaotial correlation
analysis to path analysis.

3.1.3 Types

There are several types of quasi-experimental designging from the
simple to the complex. These designs include: {i9-group posttest
only, (2) the one group pretest posttest, (3) temaved treatment
design, (4) the case-control design, (5) the nanvadent control

groups design, (6) the interrupted time-seriesigdesand (7) the

regression discontinuity design. Some of these valtreated in the next
section.

3.1.4 Limitations

The deficiency of lack of random assignment makésider to rule out
confounding bias and introduces threats to intenalidity. Also,
conclusions of causal relationships are difficaltdetermine due to a
variety of extraneous and confounding variableg thast in a social
environment which the researcher does not have totarol of, e.g.
factors such as cost, feasibility, political comsgr or convenience.
However, such bias and other confounding varialdas, be controlled
for by using various statistical techniques suchmastiple regression
which can be used to model and partial out theceffef confounding
variables.

On the whole, however, quasi-experiments are aabddutool, especially
for the applied researcher. Although on their owms difficult to draw
definitive causal inferences from quasi-experimeni@signs, they do
provide necessary and valuable information thahotbe obtained from
experimental methods alone.

44



EDU 921 MODULE 3

SELF-ASSESSMENT EXERCISE |1

I. Discuss some of the limitations of this mode oteesh design.
40 CONCLUSION

Quasi-experimental research is popular in educabienause of the
many difficulties of conducting full blown experimil studies. Its
deficiencies notwithstanding, quasi-experimentaigie is a very useful
tool systematically studying many education phenmmeand its
illuminative and suggestive findings should beizitl to the fullest.

50 SUMMARY

This unit has introduced you to the use of quapeexnental research in
addressing many educational problems. Its chaistits; advantages
and limitations have been highlighted. The next wm experimental
research design is a natural follow-up.

6.0 TUTOR-MARKED ASSIGNMENT
I Why do you think quasi-experimental research Haeen
pejoratively labelled “queasy” research?

. Justify with examples the use of quasi-expentaé design in
educational research.

7.0 REFERENCESFURTHER READING

Campbell, D. & J. Stanley. (1963Experimental Designs. Chicago:
Rand McNally.

Cook, T. & D. Campbell (1979 uas Experimental Design. Chicago:
Rand McNally.

Hassan, T. (1995)Understanding Research in Education. Lagos:
Merrifield Publishing Co.
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1.0 INTRODUCTION

Experimental research is unique in that it is tidy dype of research

that directly attempts to influence a particulariale, and it is the only

type that, when used properly, can really test tygsis about cause and
effect relationships. Experimental designs are sarhé¢he strongest

available for educational researchers to use iergehing cause and

effect.

20 OBJECTIVES

At the end of this unit, you should be able to:

o define experimental research

o explain the terms “causal relationship”, “matching”
“randomization”

o state the general procedures involved in conducteny
experimental research

J describe a simple experiment

o distinguish between experimental and quasi-expeariahe
research

o evaluate at least one of the types of experimeasaarch.
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3.0 MAIN CONTENT
3.1 Experimental Research

3.1.1 Description

Experimental research is used in settings wherahas defining one

or more ‘causes’ can be manipulated in a systenfagition in order to

discern ‘effects’ on other variables. In the typiegperimental research
design, the experimenter randomly assigns subjectihe groups or

conditions that constitute the independent varialblthe study and then
measures the effect this group membership has othemvariable, i.e.

the dependent variable of the study. In other wdndéshe compares the
results obtained from an experimental sample agairontrol sample

which is practically identical to the experimengamples, except for the
one aspect whose effect is being tested (the imdkgme variable). An

example would be an investigation of the effectesn of two new

textbooks in geography teaching, using random assegt of teachers
and students to three groups — two groups for eatie new textbooks,

and one group as ‘control’ group (i.e. the grouphwio implemented

treatment) to use the existing textbook. The reteguestion would be
“would students using Textbook A achieve bettemtistudents with

Textbook B?”

The “true experiment”, when it is feasible, is atgalarly effective way
of investigating causal inference. This is dueh® tandom assignment
of subjects to treatments. Random assignment créigatment groups
which are initially comparable on all subject dtries, and so it can be
concluded in an experimental study that any fingcome differences
are due to the treatment aloresubject of course to control ather
possible threats to validity, specifically statsli validity, internal
validity, construct validity and external validitfCampbell and Stanley,
(1963), Cook and Campbell (1979). These can bentakee of in the
design of the experiment, particularly the use afidomized block
design and ANCOVA.

3.1.2 General Procedures

In experimental research, the following generalcptures are usually
applied:

(1) random selection of control group;

(2) control group must be statistically equal tee texperimental
group which is a randomly assigned treatment group;

(3) both experimental and control groups must cérom the same
population;
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(4) you can have more than one control and tre@tigr@up;

(5) all groups should have about the same numbsulgiects, and
each group should have not less than 25 subjects general
rule;

(6) “Blind” experiment means that subjects do koow which
group, i.e., the experimental or control group thewe been
assigned to. “Double blind” experiment means thae t
experimenter (and research helpers), as well asubgects, do
not even know who is in what group. These precastibelp
protect the study from Hawthorne effect and placefbect.

(7)  findings should be interpreted primarily frodifferences in a
posttest score between experimental and controipg.o

3.1.3 Types

True experimental designs vary in complexity frod) the simple
experiment (classical pretest/posttest control grdasign), to (2) the
randomized Solomon four-group design, to (3) thedomnized posttest
only control group design.

(1) Classical pretest-posttest (Simple Experimerithe simple
experiment is one of the most basic methods ofrohéténg if
there is a cause effect relationship between twoabkes. A
simple experiment utilizes a control group of pap@nts who
receive the treatment and another group who do Tbe
experimenter then compares the results of the tvowps to
determine if the treatment had an effect. In thasign, the total
population of participants is randomly divided inteo samples:
the control sample and the experimental sample.y Qhe
experimental sample is exposed to the manipuladeidbie. The
researcher then compares the pretest results Wwihposttest
results for both samples. Any divergence betwees tho
samples is assumed to be a result of the experiment

(2) Solomon— four group designHere, the population is randomly
divided into four samples, of which two are expental samples.
Two groups experience no experimental manipulatiovariables,
two groups receive a pretest and a posttest, aadother two
groups receive only a posttest. This tends to obmbr the effect
of the pretest.

(3) Randomised Posttest-Only Control Group Despmetimes also
referred to as the After-Only Research Design, tHesign
compares the scores of the experimental group (wigiceives the
treatment condition) and that of the control gr@gwhich does not)
on the dependent variable. Any significant differerbetween the
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two scores is then attributed to the treatment itimmd This design
is very useful when pretesting is not possiblewbere a pretest
may interact with the independent variable.

SELF-ASSESSMENT EXERCISE |

I. Compare and contrast the simple experiment to dheamized
posttest only control group design.

3.1.4 Data Analysis

Experimenters use inferential statistics to deteemf the results of an
experiment are meaningful. Inference is a branckcténce that deals
with drawing inferences about a population baseshupeasures taken
from a representative sample of that populatiore Réy to determining

if a treatment had an effect is to measure thesstatl significance of

the difference in the group results, which may shbat the observed
relationship between the variables is probably ¢ to mere chance
but that a real causal relationship likely existéAeen the two variables.
Statistical significance is often represented litkes: P < .05, which

indicates that if the particular result obtainedig mainly to chance the
probability of a causal result would be less thé#m Stronger significant
results would be P < .01 and P < 001.

3.15 Limitations

The goal of an experiment is causal inference.tteatment variable is
manipulated or changed while holding constant d@heo possible
determinants of the outcome of interest, and ther@a subsequent
change in the outcome, then it can be concludedttiese is a causal
relationship between the manipulated variable aedoutcome. But this
does_notimply that the manipulated variable is the sobse of the
outcome, only that is one of probably many causes.

An experimental study can be conducted either iabaratory or in
‘real’ field settings. However, it is often diffituto conduct true
experiments in educational settings for a numbereatons, including
the reluctance of the concerned educational atib®ri‘administrative
gatekeepers’) to permit the researcher to use tramghtion’ as fully as
is required for a valid experiment.

SELF-ASSESSMENT EXERCISE

I. What are the limitations of the experimental reskeanethod?
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4.0 CONCLUSION

Having worked through the Unit, you would have st&t experimental
research, which is at the apex of research desigrjite practical to
do, subject to the required hard work and carefatit, experimental
research is not only very valuable but can be ggatesfying, and it is
hoped that as a doctoral student you will be ableatry out a feasible
experimental research at or before the conclusidheocourse.

50 SUMMARY

Experimental research designs are used for theratlmat testing of
causal processes. The general procedure is thairanere independent
variables are manipulated to determine their eff@ecta dependent
variable. One of its most important requirementghis necessity of
eliminating the effects of spurious, interveningnda antecedent
variables. Some of the most common ways to contool these
extraneous/confounding factors include randomimatimlding certain
variables constant, building the variable into design, matching, using
subjects as their own controls, and the statistitathnique of
ANCOVA.

6.0 TUTOR-MARKED ASSIGNMENT

I Discuss critically the statement that “experirtsegre the top guns
of research design, the most expensive and powethiniques
available in educational research”?

. Design an experiment to test the hypothesist theelief in
witchcraft causes poor academic performance of estisdin
secondary schools”.
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1.0 INTRODUCTION

The term “factorial” implies that the design invets several factors.
Factorial design therefore studies the joint eHedsingly and
interactively) of two or more independent variab(es factors) on a
given dependent variable. Educational researchiten ase factorial
designs to assess the effects of educational methndsay academic
achievement, whilst taking into account the infleef some economic
factors and background.

20 OBJECTIVES
At the end of this unit, you should be able to:

define a factorial design

describe the main types of factorial design

illustrate the use of a factorial design by a ceteexample
outline the advantages and limitations of factodesdigns.

3.0 MAIN CONTENT
3.1 Factorial Designs

3.1.1 Description

Traditional experimental research methods genestilgy the effect of
one variable over time, because it is statisticalgier to manipulate a
single independent variable or factor. However,many cases two
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factors may be interdependent, and it is impraktcéalse to attempt to
analyze them in the traditional way. For this regsdactorial

experiments, which allow subtle manipulations ofaeger number of
interdependent variables, are often used.

The design of a factorial experiment consists ob v more factors,
each with discrete possible values or “levels”, #relexperimental units
take on all possible combinations of these levetsss all such factors.
Such an experiment makes it possible to study fleeteof each factor
on the response variable, as well as the effectstefactions between
factors on the response variable. In factorial glesia factor is a major
independent variable and a level is a subdivisidnaofactor. An
interaction effect exists when differences on oaetdr depend on the
level you are on another factor, i.e., if the effe€ one independent
variable is different under one level of anothetependent variable than
it is under another level of the other independ@niable. It is important
to recognize that interaction occurs between factaot levels.

3.1.2 Types

There are four general types of factorial designrandomized groups
design in which participants are assigned randotolytwo or more
groups, (i) matched-subjects design in which pgéints are first
matched into blocks, then randomly assigned to itiong, (iii) repeated
measures design in which each participant servealliexperimental
conditions, and (iv) mixed factorial design whiatnbines manipulated
independent variables and measured participardhlas.

The simplest factorial experiment contains two leviler each of two
factors. This is the common 2x2 factorial experitnen named because
it considers two levels for each of the two factgeeoducing 2 = 4
factorial points. A factorial experiment can be lggad using regression
analysis. The main effect for a factor is relatyvebsy to estimate. For
example, to compute the main effect of a factor,"f0u subtract the
average response of all experimental runs for whiahas at its low (or
first) level from the average response of all ekpental runs for which
A was at its high (or second) level.

SELF-ASSESSMENT EXERCISE
I Outline and evaluate the main types of factorisigie
3.1.3 Uses

Factorial designs are frequently used by psychsiegand field
scientists as a preliminary study, allowing thenjuatge whether there is
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a link between variables, whilst reducing the paifisr of experimental
error and confounding variables. The factorial gesias well as
simplifying the research process and making rebeaheaper, allows
many levels of analysis. Apart from highlightingethrelationship
between variables, it allows the effects of marapol a single variable
to be isolated and analyzed singly.

3.1.4 Advantages and Limitations

Factorial designs, also called multivariate desighgve several
important advantages: (i) they have great flexipifior exploring or
enhancing the treatment in experimental studi@sth@y are efficient in
the sense that we are able to combine a serieslependent studies into
one, i.e., several hypotheses may be tested simedltesly, rather than
having to conduct a series of single independenabie experiments to
study the effects of different treatments on a ddpat variable, (iii)
they are the only effective way to examine intaoacieffects between
and among different independent variables.

The major drawback of factorial design is the diffty of experimenting
with more than two factors, or many levels, at saene time. For this
reason, a factorial design needs to be plannecuhatisly, for an error
in one of the levels, or in the general operatisasibn, might jeopardize
a great deal of work.

SELF-ASSESSMENT EXERCISE

I. Discuss some of the advantages, as well as liontsti of
factorial design.

4.0 CONCLUSION

Factorial experimental designs are used when yme o or more
independent variables and want to know if an imfioa is present.
They provide information about the effects of eamtependent variable
by itself (the main effects), as well as the combineffects of
independent variables (interaction effects).

50 SUMMARY

Factorial design is used to investigate the joifead of two or more
independent variables on a dependent variable. Mpezifically, in
factorial design, two or more independent varialales simultaneously
studied to determine their independent and interactffects on the
dependent variable. For the vast majority of faataexperiments, each
factor has only two levels. The number of experitakruns required for
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three-level (or more) factorial designs would bechmless manageable,
and therefore much less attractive to researchers.

6.0 TUTOR-MARKED ASSIGNMENT
I. Why is there a need for factorial design in expental research
in education?

. What do you understand by ‘main’ and ‘interacti effects in
factorial design?

7.0 REFERENCESFURTHER READING

Box, G.E.P, Hunter, W.G. & Hunter, J.S. (197&}tatistics for
Experimenters. Wiley: New York.

Hassan, T. (1995)Understanding Research in Education. Lagos:
Merrifield Publishing Co.
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1.0 INTRODUCTION

You will remember that under longitudinal surveged Module 2, Unit
2), we touched on the topic of the time dimensiomrdasearch, where
data is first collected at the outset of the stadgt may then be gathered
repeatedly throughout the length of the study. fEpetition period may
be long or short, i.e., spanning from a few dayswen over a period of
decades. The essence of the repeated measures desigstudy the
effects on subjects of repeating an experiment twes.

20 OBJECTIVES

At the end of this unit, you should be able to:

define, with an example, repeated measures design
identify the types of repeated measures designs
examine the uses of repeated measures designs

state the advantages and limitations of this rebedesign.
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3.0 MAIN CONTENT
3.1 Repeated MeasuresDesign

3.1.1 Description

Repeated measures designs are a type of longitumtiranel study in

which all participants participate in the treatmesanditions. They

measure the dependent variable on the same suljedes different

conditions (e.g. before vs. after). Hypotheses ttmhpare the same
subjects under several different treatments, orsehdhat follow

performance over time, can be tested using repea¢agures design.

Repeated measures designs differentiate among teebend non-
repeated factors. A “between” variable is a noreaded or grouping
factor, such as gender or experimental group, foichv subjects will
appear in only one level. A “within” variable israpeated factor for
which subjects will participate in each level, esgbjects participate in
both experimental conditions, albeit at differantes (Stevens, 1996).

3.1.2 Types

Repeated measures designs, often referred to Bewitbjects design,
offer researchers opportunities to study researdfects while
“controlling” for subjects. They are characteriZegl having more than
one measurement of at least one given variabledoh subject. A well-
known repeated measures design is the pretesttegsixperimental
design, with intervening treatment; this design suees the same
subjects twice on an intervally-scaled variabled ahen uses the
correlated or dependent-sample t-test in the aisa|$sevens, 1996).

A popular repeated measures design is the crosstwey. A crossover
study is a longitudinal study in which subjectseige a sequence of
different treatments (or exposures). Many importarssover studies
are controlled experiments in many scientific ¢gfoes, especially
medicine. For example, a crossover clinical triahirepeated measures
design in which each patient is randomly assigred tsequence of
treatments, including at least two treatmefaswhich one “treatment”
may be a standard treatment or a placebo). Thut, patient_crosses
overfrom one treatment to another.

SELF-ASSESSMENT EXERCISE

I What is a cross-over study?
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3.1.3 Advantages and Limitations

The primary benefit of a repeated measures desigtatistical power
relative to sample size, which is important in maegl world research
situations. Repeated measures designs use thessémeets throughout
different treatments and thus require fewer subjeeerall. Because the
subjects are constant, the variance due to subjactbe partitioned out
of the error variance term, thereby making anyistieal tests more
powerful (Stevens, 1996).

The advantages of repeated measures designs Jarée\ider participants
or subjects can be used, (2) allows many expergneEnbe completed
more quickly since only a few groups need to bmég to complete an
experiment, (3) allow researchers to monitor hogvghrticipants change
over time, both in the long term and in the shemntt

Repeated measures designs are almost always dffégtepractice
effects, which occur when a subject in an expertrseable to perform a
task and then perform it again at some later timigh positive or
negative feedback effects. Another disadvantageepéated measures
design is that it may not be possible for eachig@pent to be in all
conditions of the experiment, e.g. because of torestraints, location of
experiment, etc.

Also, carry-over effects, which are effects fronmedreatment that may
extend into and affect the next treatment, may b#irdental to a
repeated measures design study. Examples wouldabkirtg memory
over time, investigating practice or fatigue oraggeted behaviour, or if
a second drug treatment is administered without ghevious drug
passing out of the subject’s system. This inteuadidity threat can be
controlled through counterbalancing. By varying tiresentation order
of treatments, either randomly or systematicallyteraction between
treatment order and main effect can be investigatedugh data
analysis. However, even with counterbalancing, yocaer effects can
raise issues involving externaalidity.

SELF-ASSESSMENT EXERCISE |1

I. What are “practice effects” in repeated measursgd@

4.0 CONCLUSION

Repeated measures designs allow many experimerts twompleted
more quickly, as only a few groups need to be #&@ito complete an
entire experiment. For example, there are manyrexpats where each
condition takes only a few minutes, whereas thiaitrg to complete the
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task takes much more time than that. They alsovalesearchers to
monitor how the participants change over the passdgime, both in
the case of long-term situations like longitudistidies and in the much
shorter term case of practice effects.

50 SUMMARY

Repeated measures designs are very useful in ntucatonal settings
where there is a need to measure the dependeablea(e.g. academic
achievement) on the same subjects under differeatrhent conditions
(e.g. before and after a specific learning intetnagr). As a variant of
the experimental research design, the primary gtheof the repeated
measures design is that it makes an experiment afoiceent and helps
keep the variability low. This helps to keep théidity of the results

higher, while still allowing for smaller than usiwglbject groups.

6.0 TUTOR-MARKED ASSIGNMENT

I. What are the advantages and disadvantages oépaated
measures design?

ii. Elaborate on, with examples, the pretest-psstexperimental
design, with intervening treatment.
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1.0 INTRODUCTION

Twin studies is a fascinating research design whahsome long albeit
controversial history, and touches on many aspgdisiman behavior —
genetic, embryological, biochemical, immunologicabehavioral,
anthropological, psychological and sociological.its essence, it is a
research method for investigating heredity — emrment interaction
and its implications for education. Amongst the gjizss asked in twin
studies are: (1) What genetic, biological or enwinental factors cause
twinning? (2) How do the inherited and acquiredt$raf twins differ
from those of singletons? (3) How do the traits identical
(monozygotic) twins differ from those of non-idesdi (dizygotic)
twins? (4) Why and how does one twin typically doate the other? (5)
What are the effects when monozygotic twins growapprt? (6) What
are the effects of adoption?

20 OBJECTIVES

At the end of this unit, you should be able to:

o define twin studies as it pertains to educatiorakarch

o outline the methods used in twin studies, bothiticathl and
modern

. state and evaluate the major assumptions of teesareh method

o discuss the problems and limitations of twin stadie
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3.0 MAIN CONTENT
3.1 Twin Studies

3.1.1 Description

Twin studies are one of a family of designs in hebragenetics research
which aid the study of individual differences byghiighting the role of
environmental and genetic causes on behavior. Swidies ramify into
genetic, embryological, biochemical, immunologicahehavioral,
anthropological, psychological and sociologicalexsp.

Twin studies can be considered from two standpo{ijsas a matter of
interest in itself, and (2) as a research methodnfeestigating heredity
— environment interaction and its implications fducation. In the
latter, within-pair differences of identical andaternal pairs are
compared for different variables and ages, and difigrences within
the identical twin pairs is assumed to be due tarenmental causes,
whereas differences within fraternal pairs are @&l to be to both
environmental and genetic factors.

Modern twin studies have shown that almost alltdrare in part
influenced by genetic differences, with some charistics showing a
strong influence of genetics (e.g. height), othaitg like 1Q showing an
intermediate level of genetic influence, and sontke traits (e.g.
autism) showing more complex or mixed heritabilit@bserved
similarities in children of a family may reflect asted environmental
influences common to members of the family, e.gciadoclass,
parenting styles, education, etc., but they wtloateflect shared genes
inherited from parents.

3.1.2 Methods

Developmental psychologists who want to rule out tifects of
heredity in their investigations often use the waitstudy as a method
of research. Co-twin studies typically compare taah twins who have
been reared apart, or who have been given diffddenls of training.
Hilgard's work (1933) in which he trained one tworemember digits
in the first year, then trained the other twin Ire tsecond year, and
compared their performance on frequent memory;testn example of
a controlled experiment in twin studies. Time o&irting was the
independent variable manipulated, whilst perforneaoc digit memory
tasks was the dependent variable. He found thhowdih both twins
benefited from the training, the twin trained ladéd better than the twin
trained in the first year. However, both twins ldkeir achievement
gains after training was ended.
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The classical twin study design relies on studytwns raised in the

same family environments. Monozygotic (identical)ris share all their

genes, while dizygotic (fraternal) twins share oabout 50% of them.

So, the hunch is that if a researcher comparesithiéarity between sets
of fraternal twins for a particular trait, e.g. efligence, then any
difference between the identical twins should be thugenes rather than
the environment. Researchers use this method, andtiens on it, to

estimate the hereditability of traits, i.e. theqegtage of variability due
to genes. Modern twin studies also try to quanthg effect of a

person’s shared environment (family) on his or $@ial environment

(the individual events that shape a life) on a.trai

Like all behavior genetic research, the classintatudy begins from
assessing the variance of a behavior phenotypelarge group, and
attempts to estimate how much of this is due toetieneffects

(heritability), how much appears to be due to sthasavironmental

effects (e.g. family) and how much is due to unigrevironmental

effects (e.g. events that occur to one twin butaraither, or events that
affect each twin in different ways). Typically, g@three components
are called A (additive genetics), C (common enviment), and E

(unique environment) — the so called ACE model. eGivthe ACE

model, researchers can determine what proportioranénce of a trait

is heritable, versus the proportions which are ughared or unshared
environment.

Emerging genome research methods are increasiegtyg lnsed to shed
light on human behavioral genetics, by modeling egen —
environmental effects, taking into account geneticenvironment
covariance and interactions, as well as non-addeifects on behavior,
using maximum likelihood methods (Martin and Eavi&s7).

A principal benefit of modeling is the ability tox@icitly compare
models, including multivariate modeling. This is vatuable in
answering questions about the genetic relationbbigveen apparently
different variables, e.g. do 1Q and long term mgmsitare genes? Do
they share environmental causes? Additional benedit modeling
include the ability to deal with interval, threstipbnd continuous data,
retaining full information from data with missinghes, integrating the
latent modeling with measured variables, whether asused
environment or measured molecular genetic markérs.addition,
models avoid the constraint problems in the norcoatelation method,
so that all parameters will lie between 0 — 1.

Model building in twin studies relies upon an aisédyof variance and
covariance for twins brought up together and brough apart. The
model should embody a testable null hypothesis.soil(1981) has
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used a repeated measures analysis of variance nsmdslifically

designed for twin data to estimate the developnhestdasistency of
each pair. He found that the intra-pair correlaionll tend to increase
with age for Dz twins and remain constant for Manisy especially for
physical traits like height and weight.

SELF-ASSESSMENT EXERCISE |

I. Describe the classical methodology used in twidisgiresearch.

3.1.3 Assumptions

Assumptions on which twin studies rest include:

(1) Equal environmentTwin researchers assume that fraternal and
identical twins raised in the same home share Bgusahilar
environments. But some research suggests thattpateachers,

peers and others may treat identical twins mordlaily than
fraternal twins.

(2) Random matingTwin researchers also assume that people are as
likely to choose partners who are different frorarthas they are
to choose partners who are similar for a partictdait. If the
latter, i.e. that people tend to choose mates @il themselves,
then fraternal twins could share more than 50%heirtgenes —
and hence more similarities on genetic traits —abse they
would receive similar genes from their mothers tatders.

Overall, twin studies assumptions remain contraaers
SELF-ASSESSMENT EXERCISE
I Explain the following terms found in twin studiessearch:

. “equal environments”
ii. “random mating”
V. “ACE model”.

3.1.4 Limitations

Some psychologists have long questioned the assumsphat underlie
twin studies, i.e. the assumption that fraternal mlentical twins share
equal environments, or that people choose matedasirto equal

environments assumption. An initial limitation diettwin design is that
it does not consider both shared environment amdadldlitive genetic
factors simultaneously. This limitation can be @&ided by including
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additional siblings to the design. A second limdatis that the gene-
environment correlation is not always detectabla dsstinct effect. This
can be remedied by incorporating adoption modelshddren of twins
designs, to access family influences uncorrelatéti shared genetic
effects.

The twin method has been criticized from the stanup of statistical

genetics, statistics, and psychology. The staéistgenetics critiques
argue that heritability estimates used for mostntwtudies rest on
restrictive and mostly untested assumptions, hat the heritability

estimate from a twin study may reflect factors otthean shared genes.
From the psychological viewpoint, it has been painbut that the

results of twin studies cannot be automaticallyegalized beyond the
population in which they have been derived. lthisréfore important to
understand the particular sample studied, and thturen of the

population since they differ in their developmergalvironment and in
that sense they are not representative. Fratenmas tare a function of
many factors, e.g. frequency of producing more tbae egg by the
mother, genetic factors in the family, age of motmaimber of earlier

children in the family, in vitro fertilization, etc

Twin studies are in virtually all cases observatipnn contrast to
studies in plants or animal breeding where theceffef experimentally
randomised genotypes and environment combinatiesaasured. But
it is also argued, on the other hand, that ther@htenal method and its
inherent confounding of causes is not limited tontwtudies and is
infact common in psychology.

The study of twins in the behavioral sciences remnlspecifically used
as a method to estimate heritability in such défg¢rareas as personality,
school achievement, and studies of intelligence fHsults have mostly
shown a higher within-pair similarity for identicavins as compared to
fraternal twins, hence the results have been irgegd as due to genetic
factors. But there has been criticism and debabaitatihis interpretation
because of the difficulty of generalizing resulteoni one twin
population to another, the inadequacy of traditicadditive model in
twin research, and the necessity to take intenaatiand correlational
effects into account. (Fischbein, 1980)

The additive model for interpreting twin data inggi that an
environmental change will contribute to an equat@mparable change
in all genotypes. Interactional effects, on theeothand, will lead to
different reactions in genotypes exposed to theesamvironmental
impact. It has therefore been argued that the i@ddihodel confuses
genetic and interactional effects in interpretiragadfrom different types
of twins who differentially react to and constrtizéir own environment.
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Genotype and environment may co-vary, so that geisn that bright
children tend to live in a home conducive to thémtellectual

development, or Mz twins tend to be treated moilkeeghan Dz twins,
or people tend to create for themselves differamtrenments related to
their genetic potentials (e.g. in the same homérighter child may
choose to read more books than a less bright dhiéateby creating for
himself or herself a more stimulating environment).

SELF-ASSESSMENT EXERCISE
I Outline some of the limitations of the twin studdesign.
40 CONCLUSION

Twin studies are one of a family of designs in bédragenetics research
which aid the study of individual differences bglhlighting the role of

environmental and genetic determinants of humammweh Twins are

invaluable for studying these important questioasause they help to
disentangle the phenomenon of the sharing of gandsenvironments
in human behavior.

50 SUMMARY

Systematic twin studies has come a long way frenedtrly 18 century

beginnings to its modern use of modeling technidadslly capture the
interaction effects of the many variables, genetias well as

environmental, today considered. In this unit, waveh outlined the
description, assumptions, methods and limitatiofisthas research
design and its current direction in educationabaesh. The future of
twin research will likely involve combining tradsinal twin studies with
molecular genetics i.e. DNA technology. It is hopleat you the student
have been better informed about this specializedareh tool and can
see its place alongside other research methodgredidcussed and to
be discussed.

6.0 TUTOR-MARKED ASSIGNMENT
I Discuss the assumptions which underlie twin igtsid

. How does the emerging modeling design assistiangthening
twin studies?
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1.0 INTRODUCTION
In its simplest form, analysis of variance is distzal test of whether
the means of two or more groups on a single variabe all equal.

Studies with three or more variables classifie@ itwwo or more ways
use multivariate analysis of variance discussdatiemext unit.

20 OBJECTIVES

At the end of this unit, you should be able to:

o explain what analysis of variance is

o state the main assumptions underlying the use afysis of
variance

o list and illustrate three types of analysis of aade

. describe the procedures for analyzing data fromlyarsa of
variance

o distinguish between analysis of variance and arsalysf
covariance.
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3.0 MAIN CONTENT
3.1 Analysesof Variance and Covariance

3.1.1 Description

The main function of analysis of variance (ANOVA io compare
systematically the mean response levels of two oremindividual
groups of observations or set of observations niedsat two or more
points in time. ANOVA procedures are based on linemdels that
depict the partition of scores on a measure inte-gpecified
components. The analysis of variance model descaltgpical score as
the sum of three components: (1) a common resplensé in the total
population, (2) deviation from this level accordimgtreatments, and (3)
deviation from the average response under a platiceatment. Fitting
the analysis of variance model to empirical dataseis of performing
two general statistical functions, i.e. tests gh#ficance and estimation
of effects.

Analysis of variance techniques are validly appliedeach of three
types of investigations (Bock 1975): (a) experitseim which subjects
are assigned at random to treatments determineldebyvestigator; (b)
comparative studies, whose purpose is to desciitierehces among
naturally occurring populations; and (c) surveyswhich the responses
of subjects in a single population and, if necessaifferential
responses of sub-classes of the population, dre teescribed.

Analysis of Covariance (ANCOVA)is an extension of ANOVA
procedures to incorporate one or more measure@ssead additional
antecedent variables (covariate). ANCOVA was oatiyn developed
for use in experiments where ipso facto the measen¢ of the
covariate must precede the experimental manipuati;n non-
experimental studies the covariates may be meassireditaneously
with the dependent variables. The same assumptappmy as in
ANOVA, i.e. independence of observations, normadtribution of
population variance, equal means, and equal populaériances.

3.1.2 Uses

ANOVA is typically used in a situation when theree aone or more
independent variables and two or more dependenitablas. For
example, to find out the effects of study habitge,asex, and socio-
economic background on college grades, one cansimale ANOVA
which analyses all four sets of data (study hahitd grades, age and
grades, sex and grades, socio-economic statusraddg) at one time-
which is an obvious advantage over the t-test ssiati With this
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technique, what are called Main effects (e.g. sthdpits and college
grade), as well as Interaction effects (e.g. sthdbits with age and
grades) are clearly partialled out.

SELF-ASSESSMENT EXERCISE
I What advantages does ANOVA have over a two-samjgst?

3.1.3 Types

There are several types of analysis of variancem#pg on the number
of treatments and the way they are applied to thgjests in the
experiment.

o One-way ANOVA s typically used to test for diffexees among
at least three groups, since the two-group casdeaiovered by
a t-test. For example, in an experiment in whialeehGroups A,
B & C are given respectively gin, wine and a plaxeand all
groups are then tested with a memory test, a oneANOVA
can be used to assess the effects of the varieasrtents.

o Two-way ANOVA is used when the subjects are subpbdb
repeated measures, in which the same subjectssatefar each
treatment. For example, in an experiment in whigloup A is
given gin and tested on a memory task, allowedesi for a
period of five days and the experiment is repeatitia wine. The
procedure is repeated using a placebo. A two-wapPXN with
repeated measures can be used to assess the efféhts gin
versus the impact of the placebo. One flaw of thethod is that
it can be subjected to carryover effects.

o Factorial ANOVA (FANOVA) is used when the experinten
wants to study the effects of two or more treatnvamiables. The
most common of this type is the 2x2 (two by two}ida, where
there are two independent variables and each Varizs two
levels or distinct values.

o Multivariate analysis of variance (MANOVA) is us&d studies
that yield two or more interrelated response messsuji.e.
multiple dependent variables).

3.1.4 Dataanalysis

The fundamental technique in analysis of variarsca partitioning of
the total sum of squares (SS) into componentseelit the effects used
in the model. The variance estimate is the SS dd/idy its degree of
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freedom. Effect sizemeasures are used in analysis of variance to
describe the degree of relationship between a ¢idior set of
predictors and the dependent variable. Effect estgnates are reported
in ANOVA to allow researchers to compare findings studies and
across disciplines.

When scores vary widely from the mean, the sunte@tquares will be
large. When they cluster around the mean, the sdimguares are small.
The sum of squares is affected by the number ofescm a sample,
more scores yield larger sums of squares. Thisdjgsted for by
calculating and applying the degrees of freedom. cBiculating the
variability in data and producing an F-ratio, tih&io of the variance
provides an estimate of the statistical differefmdween the mean
scores. If the ratio of F is equal to or greatantthe critical value of the
F distribution at the chosen level of significanaben the null
hypothesis is rejected and it can be concludedttigat are statistically
significant differences between at least some efnieans. On the other
hand, if the calculated F ratio is smaller thantdi#e value of F the null
hypothesis is retained and no significant diffeeenc the means is
affirmed.

The measure of differences among means is the “regaare between
groups” (MSB). Mean square between groups is i &asummary of

these differences, and is generally larger whenmgrmeans are far from
one another and smaller if the subgroup meanslase together. Mean
square within groups (MSW) on the other hand, is theasure of

differences among individual subjects within thewgs. The greater the
variation among individuals within the groups, theeater the mean
square within groups will be.

The test statistic used here is the F-test or iB-(MSg/MSy) which can
be found in tables of the F distribution. Where *€e=ds the tabled
critical value, it means that MSis sufficiently larger than Mg to
conclude that group differences predominate, agdsHejected. If on
the other hand the critical F value is not exceettezinull hypothesis of
number difference is maintained.

SELF-ASSESSMENT EXERCISE

I. Elaborate on the meaning of F-ratio and how it pplied in
ANOVA.

3.1.5 Assumptions

The major assumption underlying analysis of vamans that the
observations must be sampled and respond indepiydeh one
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another. If dependencies arise because the sanmectsubr groups are
measured repeatedly, then multivariate analysisicfwlis primarily
concerned with the study of relationships betwemrsh &ithin one, two
or more sets of variables that are sequentiall\er@d with respect to
time) should be employed. Other assumptions unierlanalysis of
variance are: (1)normal distribution of the popiolatvariance, (2) equal
population variances (homoscedacity), and (3) lemeans.

A typical presentation format for analysis of vaga is as under:

Sample ANOVA Summary Table

Sour ce of Variance Sum of Degr ees of Mean
Squares (SS) | Freedom (df) | Square (M S)
Between-groups 114.96 2 57.48 7.82
Within-groups 176.45 24 7.35
Total 291.41 26
*P<.05

(Source: Hassan, p.229)
40 CONCLUSION

At the heart of the variance calculation is the soirsquares (SS):,
which measures the variability of the scores frdme tmean of the
sample. Analysis of variance calculates an F-si@ijs-ratio) for group
mean differences, obtained by the formulagi\&S,,. The calculated F
is then compared to the table F at the desired #vsignificance with
the appropriate number of degrees of freedom terdebe whether the
null hypothesis of no significant difference in tmeans is to be retained
or the alternative hypothesis of a significant eliénce in the means of
the various samples is to be accepted.

50 SUMMARY

Analysis of variance is a collection of statisticalodels, and their
associated procedures, in which the observed \a&iam the scores is
partitioned into components due to the differenglaratory variables. It
IS superior to the t-test and similar parametricasuees for complex
analyses of data, for two reasons: (1) its abibtgombine complex data
into one statistical procedure, and (2) its abitiydetermine what are
called interaction effects.

6.0 TUTOR-MARKED ASSIGNMENT
I Explain what you understand by the ‘logic of ANS'.
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ii. Differentiate between ANOVA and ANCOVA.
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1.0 INTRODUCTION

Because of the complex nature of the human orgarssigle variables

rarely can validly account for or explain human d&bur. There is the
need therefore, in the social sciences, includidgcation, for taking

into account several other intervening and intéractfactors that

impinge on human actions. Multivariate analysiemats to do just this
by studying the relationships between one, two orensets of variables
that are sequentially ordered with respect to tifte first measured set
of variables forms the predictor set, whilst thew® measured set
forms the criterion set.

20 OBJECTIVES

At the end of his unit, you should enable you to:

o define what is multivariate analysis

o describe the nature of the variables examined iftivauate
analysis

o explain some of the techniques for significancetirigs in
multivariate analysis

o express some of the advantages and disadvantagadtofariate
analysis.
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3.0 MAINCONTENT
31

3.1.1 Description

Multivariate Studies

ADVANCED EDUCATIONAL RESEARCH METHODS

In most studies, there are one or more outcomee@ponse) variables
and several explanatory variables, together withaiaety of variables
which add a characteristic particularity to thedgtuFor example, in a
study of infant feeding and growth in children, @tb is the outcome
variable and the method of feeding the explanateayiable. All

additional information like mother’'s age, her séciass, her education,
income, number of siblings, etc., provide the paitrity of each

mother-infant pair.

M ethod Type of Dependent Type of Independent Purpose
Variable Variable
Multiple Continuous Mostly continuous but in To describe the extent,
Regression (numerical) practice categorical can be | direction, and strength of the
Analysis used relationship between several
independent variables and a
continuous dependent variable
Logistic Categorica Continuous and categorit To describe how many time
Regression dichotomous more likely is the event in one
Analysis group compared to the other
Analysis of Continuou: All nomina To describe the relationsh
variance between a continuous depende
variable and one or more
nominal independent variable
Discriminant | Nominal Commonly all continuous, To determine how one or more
Analysis (polychotomous) but in practice a mixture of | independent variables can be
various types can be used asused to discriminate among
long as some are continuous different categories of a noming
dependent variable
Factor Commonly Commonly continuous, but | To define one or more new
analysis continuous, but in in practice may be of any composite variables called
practice may be of type. The variables factors.
any type. The are not initially identified as
variables are not dependent or independent,
initially identified as | but the resulting factors may
dependent or be used as dependent or
independent, but the | independent variables in a
resulting factors may | later analysis.
be used as dependent
or independent
variables in later
analysis.
Analysis of Continuous Mixture of nominal and To describe the relationship
covariance continuous variables. The | between a continuous depende

continuous variables are use
as control variables

dand one or more nominal
independent variables,
controlling for the effect of one

or more variables
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Multivariate analysis is the research method whakes into account
several variables acting simultaneously insteagigly. In most such
studies, the researcher is attempting to deschidedlationship between
an outcome variable and its several determinans. Ssich purpose,
simple univariate methods would not do, since tiuld provide a
one-sided or biased view.

SELF-ASSESSMENT EXERCISE
I Define, in your own words, multivariate analysis.
3.1.2 Methods

The table below sets out the main methods of naritie
analysis.

The variables examined in multivariate analyses maglve nominal
data with two categories (dichotomous data), ohwitore than two
categories (polychotomous data), or the variablag mvolve ordinal,
interval, or ratio-scaled data.

It is also commonly necessary to transform varsihat are members
of the criterion set to ensure that they are ndgdibktributed and that
the use of the multivariate normal distribution rabes appropriate.
Although several different approaches have beemramhd with regard
to testing for significance in multivariate anabysihe general principles
of testing employed in multivariate analysis areaflal to those used in
univariate analysis.

The internal analysis techniques (which seek iatations between the
variables within a single set) used in multivariatealysis include
contingency table analysis, cluster analysis, faetwalysis, principal
components analysis, etc; whilst the external amtgchniques (which
seek not only interrelations between the variableg also the

interrelations between the two sets of variablag)lude multiple

regression analysis, canonical correlation analysidtiple analysis of
variance and covariance, discriminant analysis,tiplal classification

analysis, etc.

SELF-ASSESSMENT EXERCISE

I Describe briefly the nature and treatment of theiabdes
examined in multivariate analysis.
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3.1.3 Advantages

In general, multivariate methods have the advantddinging in more
information to bear on a specific outcome, andvallme to take into
account the continuing relationship among seveaalables, especially
in observational studies where total control isargaossible.

The specific advantages of multivariate studiesaaréollows:

(1) They resemble closely how the researcher thinkstahe data.

(2) They allow easier visualization and interpretatdmlata.

(3) More data can be analysed simultaneously, therebyiging
greater statistical power.

(4) Regression models can give more insight into @hstips
between variables.

(5) The focus is on relationships among variables rathan on
isolated individual factors.

SELF-ASSESSMENT EXERCISE
What are the advantages of multivariate analysis?
4.0 CONCLUSION

The main theory of multivariate analysis is baspdruthe multivariate
normal distribution which enables the testing oé thignificance of

relationships between variables obtained from maliate analyses. A
major assumption associated with the use of thisdaihds that

observations on a predictor set of variables masntdependent of one
another, with respondents being both independestdynpled and
providing information without reference to one dreat

50 SUMMARY

The many-faceted nature of educational processewamds that
measurements should be made on many variables, tlaaid the
procedures of analysis employed should be capdltleecsimultaneous
examination and analysis of the many variables bithvdata have been
collected. With the availability of the high speedmputer, it is now
possible to undertake the tedious analysis of datalving a large
number of cases and many variables, and thus a&hi®ater exactness
in the making of observations and therefore inéngasgheir potential
usefulness.
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6.0 TUTOR-MARKED ASSIGNMENT

I Comment briefly on any two of the analyticaliecques used in
multivariate analysis.
il. What are the benefits and drawbacks of multataranalysis?

7.0 REFERENCESFURTHER READING
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INTRODUCTION

MODULE 5

META

Time-series design is a type of longitudinal desighere data are
collected over long periods of time, and measurdsnare taken on each
variable over two or more distinct time periods.isThallows the

researcher to measure change in variables over time

2.0

At the

OBJECTIVES
end of this unit, you should be able to:

define time series design
explain the uses of time series studies

state how time-series experiments are carried out

explain why time-series studies cannot establishseaffect

relationship.
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3.0 MAIN CONTENT
3.1 TimeSeriesDesign

3.1.1 Definition

Time-series design is one of the types of longitatiistudies which
generally assume that human development is a esmigiprocess which
can be meaningfully examined by a series of “snasShrecorded at
appropriate points in time.

True experiments satisfy three conditions: (i) &xperimenter sets up
two or more conditions whose effects are to beuatatl subsequently;
(i) persons or groups of persons are then assigtiedly at random, i.e.

by chance (e.g. by flip of a coin or pick from a)h#&o the conditions;

(i) the eventual differences between the condgi@n the measure of
effect (e.g. the pupils’ achievement) are compawr@tl the differences

of chance or random magnitude. The time-seriesgdeisi one of the

various quasi-experimental designs that is neaoetste true experiment
whose hallmark is the causal proof.

Two factors can adversely affect a causal relakigng1) an ambiguous
direction of influence. For example, does enhancedivation cause
pupils to learn successfully in school, or is i¢ thther way round, i.e.
success in learning causes an increase in motivatiearn? The truth is
probably somewhere in between, (2) the confoundiffgct of third
variables, when two things are related because isardusally related to
a third variable, not because of any causal lintkkvben each other. An
example would be the relationship between teachethod and pupil
achievement, where the third factor may well beilpoptivation. In
fact, “spurious” factors like age, height, weigintelligence, experience,
motivation, socio-economical status, nationalitig. @lways have to be
considered in any causal statement or assumption.

SELF-ASSESSMENT EXERCISE
I. Define time-series design in educational research.
3.1.2 Methodology

A time-series design collects data on the sameablariat regular
intervals (weeks, months, years, etc.) in the fofraggregate measures
of a population. Time series designs are useful for

o establishing a baseline measure;
o describing changes over time;
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o keeping track of trends;
o forecasting future (short-term) trends.

In time-series experiments, there are treatmeetuentions at various
points. In fact, its foremost requirement is thatadmust be recorded for
many consecutive points in time before and aftetreatment is

introduced. Since it incorporates many pre-inteticen and post-

intervention observations, it is argued that thesnpts separating real
intervention effects from other long-term trendsiitime-series.

Time series data are nearly always presented ifiotine of a chart or a
graph. The horizontal (or x) axis is divided intme intervals, and the
vertical (y) axis shows the values of the dependemtable as they
fluctuate over time. Researchers inspect a timesgraph to look for
four types of patterns:

0] long term trends (increases or decreases dwerwhole time
span);

(i)  cyclical variations (short-term, valley to Y&y, or peak to peak
cycles);

(i)  seasonal variations (due holidays or weather)

(iv) irregular fluctuations (none of the above).

SELF-ASSESSMENT EXERCISE |1

I. Comment critically on the methodology used in tirseries
design.

3.1.3 Strengths and Weakness

The simple logic espoused of the time series ewpari is that if the
graph of the dependent variable shows an abrugt shilevel or
direction precisely at the point of interventiohem the intervention is a
cause of the effect on the dependent variable.

Unfortunately, time series experimenters have regthresistant to most
considerations of statistical analysis, preferrity rely on visual
inspection of the graph to judge the presence otféect despite its
heavy taint of unreliability. Some of the researshbave argued that
impressionistic visual examination of time expemtseis superior over
statistical analysis, but Glass (1996) contendst ttie statistical
problems of interpreting time series experimentg aufficiently
complex that merely eyeballing graphs and drawiogctusions is not
enough. Proper distinction should be made betwegrplogtory
(hypothesis generating) research investigationsaypf the time series
research design, on the one hand, and confirmghypothesis testing)
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studies, typical of experimental studies, on thbent Besides, the
“eyeball” test is differently applied by differepersons, some seeing
effects, some seeing none at all.

He has also drawn a distinction between statiomduy non-stationary
time series, and has argued that it is far easieletect an intervention
effect in a stationary process than in a non-statip one. He further
claims that time-series of observations of a singtividual are often
stationary, whereas time series based on largepgr(eig. classrooms,
cities, states or national populations) are oftem-stationary. Time-
series experiments however, require long baselirexiogs for

establishing whether the process is stationaryoorstationary. (Glass,
1996).

Also, the conduct of time-series studies is expensince it is usually
very costly to maintain contact with a significamimber of sample
members over an extended period of time, and salopges can give
rise to substantial distortions of observed retadiops. This problem has
led to suggestions of retrospectitine series design in which a sample
Is selected and the members of the sample areséhtat recall events in
their lives at particular times or at specific ag@st this is fraught with
two problems: (a) sample bias, and (b) distortezhlteof past events
either deliberately or unintentionally.

SELF-ASSESSMENT EXERCISE
I How is time series study different from true experntal study?
40 CONCLUSION

In conclusion, Glass (1996) states that “at itsiesas time series
experiments require little more than good graplskdls, a skeptical
attitude towards one’s pet hypotheses and the tggacsubdivide the
data to locate hidden effects. At its most compléx,involves
complicated statistical analyses to separate tleaauntable variation
of indices across time from the determinant effeofs planned
interventions”.

50 SUMMARY

Separating potential reasons for effects into thessentially related to
the intervention and those only accidentally relatamains the principal
task in analyzing time-series experiments. In $kisse, it is analogous to
the pretest-posttest research design where marmy otfluences other
than the treatment can account for a change iresdoom pre to post.
For example, the person or persons in the expetiomrd grow tired,
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smarter, or less cooperative from the single prasuee to the post-
measure.

6.0 TUTOR-MARKED ASSIGNMENT

I What are the uses of the time-series design?
. Why can’t time-series studies establish cau$ecerelationship?

7.0 REFERENCESFURTHER READING

Campbell, D.T. & Stanley, J.C. (1963Experimental and quasi-
experimental designs for research on teachihg.N.L. Gage
(ed.), Handbook of research on teaching. ChicagandR
McNally.

Glass, G.V., Wilson, V.L & Gottman, |I.M.(1979pesign and analysis
of time-series experiment&oulder, co: Colorado Associated
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Glass, G.V. (1996).Interrupted Time-Series Quasi-Experiments.
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1.0 INTRODUCTION

Certain observable trends are present both in @atund in human
activities, including education (e.g. the “projen¢thod” in teaching). In
this unit, you will learn how and why these tremmdsur, how they can
be measured, and what net benefits accrue from (tiemy.)

2.0 OBJECTIVES
At the end of this unit, you should be able to:

define what trend studies is

give examples of possible trend studies in Nigeria
explain the methodology used in trend studies
enumerate the benefits and drawbacks of trendestudi

3.0 MAIN CONTENT
3.1 Trend Studies

3.1.1 Description

Trend study is one of the most common types ofitadqal study. A
trend study samples different groups of peoplefégrént points in time
from the same population, and provides informa#ibout net changes at
an aggregate level. A public opinion poll about thee or not the
downstream oil sector should be deregulated in iNgéaken from the
same population of adults at two time points, sa§eptember 2009 and
a year later in October 2010, would be an examplke wend study. In
this example, public opinion may for instance hakéted positively in
the one year interval, from say 35% to 68% approbalk it is not
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possible to know how many people actually chandwesl tposition or
how many stayed with their original opinion. To eline both the
gross change and the net change, a panel studygweulecessary.

Another example of trend studies would be the atrmognding annual
debate, after the release of results of say WASEC®, NABTEB, etc.
examinations, about the rates and trends of pasmksailures in single
subjects as well as in the entire examination difgpto a flurry of
newspaper and magazine articles, academic papadsy/television
discussions, etc. on the familiar refrain of fajlinsing? standards of
education in Nigeria!

3.1.2 Methodology

In this kind of study, although data are collectexn the population at
more than one point in time this does not alwaysmmthat the same
subjects are used to collect data at more tharpoim in time, but that
the subjects are selected from the population &a @t more than one
point in time. There is no experimental manipulatiof variables, or
more specifically, the investigator has no contreér the independent
variable. Also, no intervention is made by the stigator other than his
or her method or tool used in collecting data.

In analyzing the data, the investigator draws assiohs and may
attempt to find correlations between variables.réfure, trend studies
are uniquely appropriate and valuable for desagibong-term changes
in a population over time, and for prediction ques because variables
are measured at more than one time. However, thiocheis not
appropriate for drawing causal conclusions sinceerethis no
manipulation of the independent variable.

SELF-ASSESSMENT EXERCISE |

i How are trend studies carried out?

3.1.3 Advantages and Drawbacks

Two important advantages of trend studies are Wilbtyi and cost-
effectiveness. A trend study can be based on a @aosgm of survey data
originally constructed for other purposes, subgctourse to necessary
adjustments such as question wording, contextsplgagm or analysis
techniques. Also for this reason, i.e. use of sdapndata, it saves time,
money and personnel.

At the same time, there is less concern for inleuadidity in trend
studies since they do not aim to produce causarentes as in
experimental studies or in some panel studies. ,Afsstudy data are
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unreliable or inconsistent (e.g. changes in the waglexes are

constructed or the way questions are asked), fedsels may show up in
the results or the results will be biased, juse likstrumentation threat
can bias experimental studies. In the worst caseaso, the changes in
measures alone can produce a pseudo trend whicht fmbegloud the

results for both the researchers and the readers.

SELF-ASSESSMENT EXERCISE I

I Why cannot a trend study draw causal conclusions?

40 CONCLUSION

Trend analysis provides descriptive trends of sdopec in a certain
period of time. Being a longitudinal study, it doest aim to provide
causal inferences, although the derivable inforomatican be
enlightening and trigger off some experimental stigations.

50 SUMMARY

Trend studies are valuable in describing long-techanges in a
population. They can establish a pattern over timdetect shifts and
changes in some events, e.g. changes in the nuoilby@eople using
commercial motorcycles (okada) in Lagos metropmlisr a time period
of say two years, or changes in the pattern of wmpsion of packaged
dietary supplements in Abuja capital city betweemuhry 2010 to
December 2010, or the acquisition rate of digitaleBite television
(dstv) in Ikot Ekpene for a specified time peridduch patterns are
obviously transitory, but they do serve a purpode pooviding
exploratory (and perhaps predictive) informatiorr farther use in
several human situations.

6.0 TUTOR-MARKED ASSIGNMENT
I. Give and elaborate on an example of a possieledt study in

Nigeria.
ii. Outline the advantages and disadvantages pilts¢eudies.

7.0 REFERENCESFURTHER READING

Hassan, T. (1995)Understanding Research in Educatiohagos:
Merrifield Publishing Co.

Keeves, J.P. (1990).ongitudinal Research Method&n J.P. Keeves
(ed.),Educational Research, Methodology, and Measurenfent:
International HandbookOxford, England, Pergamon Press.
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1.0 INTRODUCTION

Meta-analysis is essentially a research integrastiategy. It is a
guantitative analysis of a sample of existing redeastudies on a
particular topic. It is used to draw conclusion®wbthe topic from a
range of existing studies, e.g. identify aspecta @frogram associated
with program success. It may also generate newthgges for future
research.

20 OBJECTIVES
At the end of this unit, you should be able to:

meaningfully define meta-analysis in educationaksech
enumerate some of its uses

evaluate its common procedures

discuss some of its problems

conduct an actual meta-analytic study of your ahoic

3.0 MAIN CONTENT
3.1 MetaAnalysisStudies

3.1.1 Description
Educational research, by its very nature, ofterdpces inconsistent or

contradictory results. Differences among studiesréatment, settings,
measurement instruments, and research methods nesg¢@rch findings
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difficult to compare. Even frequent replicationsiqarove inconclusive.
Literature on a topic may be so extensive as t@wiestrends with an
overwhelming amount of information. Therefore, gonted with an

overwhelming number of studies on a given topichwio two studies
exactly alike, it is difficult to determine if thdifferences between the
study outcomes are due to chance, to inadequatly stethods, or to
systematic differences in the characteristics efstudies.

Meta-analysis was created out of the need to extrseful information

from the cryptic records of inferential data anal/sn the abbreviated
reports of research in journals and other printegdces. Meta-analysis is
a collection of systematic techniques for resolvirgpparent

contradictions in research findings, by amalgangatsummarizing and
reviewing previous quantitative research on a topeta-analysts

translate results from different studies to a commmuetric, and

statistically explore relationships between chamastics and findings.

SELF-ASSESSMENT EXERCISE |

I. What are the rationales for meta-analysis?
3.1.2 Uses

Meta-analysis responds to several problems in didmed research.
First, important issues are or have been studied nioynerous
investigators. The amount of information on a gitepic therefore is
often overwhelming and not amenable to normal sumntaven when
there are relatively few studies on a given toptcjs difficult to

determine if outcome differences are attributabte dhance, to
methodological inadequacies, or to systematic diffees in study
characteristics.

The appeal of meta-analysis is that it in effeahbmmes all the previous
research on one topic into one large study with yn@articipants. Its
objectivity is another appeal. Meta-analysis hanhesed to gain helpful
insight into

(@) the overall effectiveness of interventions (e.gpsychotherapy,
outdoor education, etc).

(b) the relative impact of independent variables (¢hg. effect of
different types of therapy).

(c) The strength of relationships between variables.
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3.1.3 Procedures

Meta-analysis typically follows the same stepsraprimary research.
(1) The meta-analyst first defines the review’s gmse. (2) Sample
selection consists of applying specified proceddoedocating studies
that meet specified criteria for inclusion. (3) Badre collected from
previous studies in two ways: (a) study featunesaded according to
the objectives of the review, and as checks onathréo validity, (b)

study outcomes are transformed to a common meirtbat they can be
compared; (4) Statistical procedures are then usednvestigate

relationships among study characteristics and riiggli

In the classic or Glassian meta-analysis (Glas$)19fe approach is to
(i) define questions to be examined, (ii) colletdses, (iii) code study

features and outcomes, and (iv) analyze relatipsshietween study
features and outcomes. In this approach, (1) libectusion criteria are

used; (2) the unit of analysis is the study findli(@g) the effects from

different dependent variables are averaged, eveenwhese measure
different constructs which later can confuse thialpdity of findings.

Meta-analysis report findings in terms of “effectes”. Glass (1976)

defined effect size as a standardized mean differelbetween the
treatment and control groups. The effect size plewiinformation about
how much change is evident across all studies ansgubsets of studies.
There are two main types of effect size: (a) stedidad mean

difference, and (b) correlation (e.g. Pearson’§ he standardized mean
effect size is basically computed as the differesware divided by the
SD of the scores. It is possible to convert oneaf§ize into another, so
each really just offers a differently scaled measuirthe strength of an
effect or a relationship.

In meta-analysis, the effect sizes are usuallyntedowith (i) the number
of studies and the number of effects used to crisatestimate, and (ii)
confidence intervals, to help readers determine dbmesistency and
reliability of the mean estimated effect size. $egif statistical

significance can also be conducted and on thetefiees, and different
effect sizes are calculated for different conssuat interest. Rules of
thumb and field-specific benchmarks can be usednterpret effect

sizes. For example, according to Cohen (1988) adatadized mean
effect size of zero means no change, negative teeEes mean a
negative change, 0.2 a small change, 0.5 a modehaiege, and 0.8 a
large change. Wilson (1986), on the other handgestg that 0.25 is
educationally significant, and 0.50 is clinicaligmificant.

There is often overestimate of effect sizes becafissderestimates of
the within-groups standard deviation. The ultimpt@pose of meta-
analysis, in seeking the integration of a body itdrature, is both to

87



EDU 921 ABNCED EDUCATIONAL RESEARCH METHODS

determine what average effect size is reportedhe dtudies and to
establish whether variability in the effect sizesoas studies can be
accounted for in terms of covariability with chaeatstics of the studies.

In terms of estimating variation in effect sizefie tmore typical
procedure in meta-analysis has been to use patanpgtcedures to
calculate the variance of the effect size estimated then, in many
cases, to establish a confidence interval arouen thean. But classical
statistics seem not to be able presently to fudgroduce the complex
cognitive processes that are commonly applied witbcess by data
analysts.

SELF-ASSESSMENT EXERCISE

I What do you understand by effect-sizes in metayaisabtudies?

3.14  Problems
Problems with doing meta-analysis are:

(1) locating suitable studies;

(2) studies may not all have the same dependent variabl

(3) only findings of statistical significance are usygublished,;

(4) different studies may have many dissimilar aspemaking them
difficult to compare.

Criticisms of meta-analysis tend to fall into twategories: (1) meta-
analysis obscures important qualitative informatiby “averaging”
simple numerical representations across studi¢s; (B2search is best
reviewed by a reflexive expert who can sift kerngfisnsight from the
confusing argumentation of a field. Also to be é¢desed is whether the
accessible literature is itself biased, aside feomy bias by the reviewer
himself/herself.

Another criticism of meta-analysis is that the cajyato cope with large
bodies of literature causes the net to be castvidely and encourages
the attempted integration of studies which arefirsantly similar. But
this does not justify arbitrary exclusion of stglito make the task
manageable, since the use of the modern computdnedp the reviewer
surmount the complexity problem. The reviewer cadechundreds of
studies into a data set. The data set can thenapgpuoiated, measured
and displayed by the computer in a variety of ways.

SELF-ASSESSMENT EXERCISE 111

I Discuss one of the criticisms of meta-analysis.
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4.0 CONCLUSION

In the words of Glass (1976), meta-analysis isigofous alternative to
the causal, narrative discussions of research esudhich typify our
attempts to make sense of the rapidly expandingareh literature”. In
meta-analysis, research studies are collected,dceael interpreted
using statistical methods similar to those usegrimary data analysis.
The result is an integrated review of findings tisatnore objective and
exact than a narrative review.

50 SUMMARY

The human mind is not particularly equipped to agrssimultaneously
a large number of alternatives, which is exacty shope of the problem
faced by a researcher attempting to integrate ¢selts from a large
number of studies. As research results accumutlaeng given topic, it
becomes increasingly difficult to understand whusdyt tell us, and to
find the knowledge in this flood of information. keanalysis is the
statistical analysis of a collection of individustudies to try to make
sense of the multifarious results and conclusioms fthese studies.

6.0 TUTOR-MARKED ASSIGNMENT
I. Critically examine the procedures typically tsMled in meta-

analysis studies.
il. Discuss critically the problems posed in domgta-analysis.
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UNIT 1 MEANING, TYPES AND CLASSIFICATION OF
MEASUREMENT
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7.0 References/Further Reading

1.0 INTRODUCTION

Measurement in fact can have two meanings: theeeligbad sense in
which it can mean mere identification or typificati of phenomena
without quantification, and there is the other moseal sense in which
it can mean the ascertainment of dimensions ortguaf phenomena.
In both senses, especially of the latter, it is kbg to psychology as a
scientific study of human behavior, and is what niigantly
differentiates modern psychology from earlier ‘pkibphical’ or
‘armchair’ psychology. Its purpose is to elicitiaddle information about
the behavior of persons, both as individuals angrasps, and to detect
differences between them. It enables the psychstidgi draw precise
and valid conclusions from controlled and not sontadled
experiments, and to correctly evaluate results.
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2.0 OBJECTIVES
At the end of this unit, you should be able to:

define measurement as applied in educational relsear
identify the main attributes of measurement

explain the major types of measurement

discuss the various scales of measurement.

3.0 MAIN CONTENT

3.1 Definition of Measurement

E.L. Thorndike (1927) once pontificated that “itlang exists, it exists
in some amount; if it exists in some amount, it barmeasured”. This is
true enough in a theoretical, abstract way, big dbviously not always
true in an absolute sense. Umbrellas exist, andlobt it is quite

possible to measure their number (given boundlé&st.eresources,

patience, and luck!). At the same time, the unweatees exist, but our
conception of its size or quantity is not and cdrve@absolute, and will
always be limited by our contemporary capacity tamprehend its
extent.

A well-known and popular definition of measuremenftthe assignment
of numerals to objects or events according to fulgerlinger, 1963),
(Stevens, 1946, 1951), (Campbell, 1940). Althouglk tefinition has
attracted some degree of controversy lately (euxelL1986, Michell,
1999), it is broad and cogent enough to be acclptalimost researchers
in the social sciences.

As applied in education, measurement may be defasethe process of
assigning numbers or other symbols to personsctshge events in such
a way that relationships of the numbers or symbaflect relationships
of the attributes being measured. Put another waig the use of a
number or other symbol to express in quantitaterens the degree to
which an individual possesses a given attributeharacteristic.

Although measurement is essentially a descriptheegss, the attribute
of quantification tends to increase the precisiod abjectivity of the
description, so that it will have the same mearfiogn time to time,
place to place, person to person. For example, stagkement that
Omonye’s score on a standard achievement test thematics falls at
the 80" percentile, based on the norms for that test, i&hmless
ambiguous than the statement that Omonye has a b&agine in
mathematics. For describing the behavior and pedoce of pupils or
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students, it is best, whenever possible, to avio&l use of descriptive
adjectives which tend to have different meaninggitierent people.

SELF-ASSESSMENT EXERCISE |

I. How would you define measurement?
3.2 Attributes of Measurement

The process of measurement involves three stepsdgntifying and
defining the quality or attribute to be measureal;determining a set of
operations by which the attribute may be made reahdnd perceivable
and (iii) establishing a set of procedures or didins for translating
observations into quantitative statements of degressmount.

Three main attributes of any good measurement alidity, reliability,
and usability. Validity of a test refers to its l#lito actually measure
what it claims to measure, or what it was desigreedheing used, to
measure. Reliability means that a test gives degddador consistent
scores. Usability includes all such practical fastas cost, ease of
scoring, time required, etc. The first two elementglidity and
reliability, are in fact, the singuanonof any measurement.

Validity : We may distinguish three types of “non-technicalidity”,
i.e. face validity, content analytic, and faith idél; and three types of
“technical validity”, i.e. content validity, empaal validity, construct
validity.

Non-technical Validity

(1) Face Validity: is concerned with whether a measurement
instrument appears to measure what it was designeteasure,
I.e. the test looks as if it would be valid or reaable. Whilst face
validity has no technical or statistical basis, must not be
overlooked if a test is to be accepted by its usientele. Good
face validity also helps to keep motivation highcg people are
likely to try harder when the test seems reasonable

(2) Content-Analytic validitysometimes also referred to as course or
curricular validity. Here, the content of the téstexamined in
detail to ensure that the test items are reprebemtaf the domain
to be measured. For example, a spelling test guntpionly the
names of professional footballers would be of pcontent
validity as a general purpose measure of spellasgwould be an
achievement test whose items do not cover imporkatist of
knowledge or skills related to a particular tragmprogramme.
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3)

Faith Validity: somewhat similar to face validity, is simply a
conviction, a belief or blind faith that says aestion test is valid.
There is no empirical evidence nor is any suchenad wanted.

Technical Validity

(1)

(2)

3)
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Content validity the concept of content validity (also known as
logical validity) is more commonly met in connectiovith
attainment tests, although an appraisal of testtecbnmust
inevitably enter into the construction of abilitynda interest
measures. This is the extent to which a test cabherentire range
of relevant behaviours, thoughts and feelings abagitven social
construct. For example, a course examination hasl gontent
validity if it covers all the relevant material thatudents are
supposed to learn, and poor content validity diaés not.

Empirical validity. (sometimes also called “criterion-related
validity”). This connotes how well the test measurghat we
want it to in practical situations, i.e. how clos#te test relates to
some criterion or standard of performance. When iecap
validity is high, we can use the test for predigtperformance on
the criterion variable. Empirical validity may bather (a)
concurrent or (b) predictive.

(@) Concurrent Validity is the relationship between test scores
and some criterion of performance obtained at_tmes
time, e.g. relating scores in computer programming to
supervisors’ ratings of work performance in a cotapu
programming office. However, although a test mayobe
high concurrent validity does not necessarily mewsat it
will be useful in predicting later performance. For
example, a high score in a multiple choice tesErench
vocabulary may not successfully predict those pupést
able to learn French before formal instruction bagun.

(b)  Predictive validity i.e the extent to which a test predicts
some future outcome or criterion, e.g. WASC withE]NMr
JME with degree class. This form of validity is yerseful
in placement and personnel selection, but its major
problem, as with concurrent validation, is thatdetiding
the job or placement criteria.

Construct Validity is more abstract than the other forms of
validity, and is the extent to which a test measwaeheoretical
construct or trait. A construct is any hypothetiagttibute such as
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love, duty, happiness, verbal/spatial mechanic#itygbemotional
stability, intelligence, imagination. One cannok s& construct
(e.g. intelligence), but one can see the resulsnatmg from that
construct (e.g. intelligent action).

In general, construct validity is concerned withe tipsychological
meaningfulness of a test. Building up a pictureéhaf construct validity
of a test can be a long process, and involves afgrmation which
throws some light on the nature of the construdeunnvestigation. For
example, correlations with other tests may prowseful information on
test construct validation (e.g. we would expectexinanical ability test
to be more highly related to other measures of @eachl ability than to
tests of clerical speed and accuracy).

The statistical technique for identifying the bagdimensions causing the
inter-correlations between different tests, whishoften met with in
construct validation, is known as factor analysitence, factorial
validity is sometimes used synonymously with candtwvalidity. A test
is said to have high factorial validity if it seetasbe a good measure of
some dimension which has been isolated or idedtiffeough factor
analysis.

SELF-ASSESSMENT EXERCISE Il
I. What do you understand by construct validity oést?

Reliability

Reliability refers to the precision and consistentyneasurement, and is
important because of its relationship to validitytest cannot measure
anything well unless it measures something condigte but the
converse is not true, i.e. a test may measure stemsly without
measuring well the characteristic we are interegted~or example, a
broken ruler may give consistent repeated readwofgtength which
totaled together may not give us a valid measuréwfahe length of the
object we are interested in.

Reliability can be assessed in two forms:

(1) Absolute consistengyefers to the variability in score if a person
were tested repeatedly with the same test (or Ipafafms of the
test). This way of viewing reliability in test seorunits is
expressed through the Standard Error of Measuren(8&tV),
whose formula is given as

SEM=SD _|I-r
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(2)

Where SD = standard deviation of scores in thegrou
r = reliability coefficient of test

Relative consistenagfers to the ability of the test to yield scores
which place examinees in the same position relatveach other.
In other words, relative consistency provides ughwan index of
the overall dependability of scores in the formaotorrelation
coefficient known as the coefficient of reliabilitgr internal
consistency It is important to remember that a reasonablyh hig
reliability e.g. (r> 0.75) is necessary for good validity of a test,
but that reliability does not ensure validity; eddility is necessary
for, but is not a guarantee of, validity.

Three types of reliability have been distinguished:

(1)

(2)
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r=k [1- m (k-m)

Scorer Reliability Unlike in objective tests, there is considerable
evidence that most supply-response tests (suchhasypical
essay examinations given in school and univertyrses) have
very low scorer reliability. The grade an essayhees seems to
depend more on who grades it than on its inhererality
(“beauty is in the eye of the beholder”). Howewtere is also
evidence that this reliability can be increasedemally by careful
preparation of items and by thorough training addgrs, as the
public examination bodies do.

Content reliability This is evidence that test items are measuring
the same thing. In principle, all items on a tésiudd be centered
on the same general content area, even thoughnemgems may

be quite independent of each other. If the teshas highly
speeded, evidence of content reliability may beaioled from one
administration of a single form of a test. A commvaay of doing
this is by the use of an internal consistency mesasuch as the
Kuder-Richardson formula given below.

KR! Formula

k-1 ks } (for internal consistency)

Where r = correlational coefficient

k = number of items in thettes
m = mean score in the test
s=S.D

Another common way of measuring reliability is betuse of
split-half (sometimes called odd/even) reliabiligoefficient
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3)

measured in the Spearman-Brown coefficient of ailance
formula below

XX, = 214, or lelxzi(lxl)(@)
1 +rhY \/ [Nlﬂlzi (Iﬂl)l] [N@zz o (@z)z]

Where ™X. = gplit-half reliability

o= scores from the two halves of the test
respectively.

However, this criterion correlation coefficient isften an
underestimate of the test’s reliability, for longests tend to be
more reliable than shorter ones and we have ctecelavo half-
length tests. It is important to emphasize thatheeithe internal
consistency nor split-half approaches in calcutateliability of a
test may be used where speed is an important faictor
determining a person’s test score.

Temporal reliability i.e. the stability of a test over time: This is
assessed by giving the same test to the same gfaaybjects at
two different times and correlating the scores loé first and
second testings. The flaw in this procedure isgbssibility of
some subjects remembering specific items if theetimerval
between the first and second administration of tdst is very
close, which will of course influence the results.

Other factors affecting reliability are:

(@)

(b)

(©)

Length of testAs a general rule, the longer the test the more
reliable it is likely to be cet pafj.e. that the group tested is the
same, that the new items are as good as thoseea@htter test,
and that the test is not too long to produce fajgun other
words, chance plays a much greater role in influentest scores
on short tests than on longer ones

Heterogeneity of groupOther things being equal, higher
reliability coefficients will be found for groupshich vary more
in ability.

Irreqularitieswill reduce reliability coefficient, e.g. failuréo
follow directions hot, poorly-ventilated, ill-lithoisy room),
personal illness, uneven motivation of tester antbjext,
cheating, etc.

SELF-ASSESSMENT EXERCISE

What factors affect the reliability of a test?
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3.3 Types of Measurement

Psycho-educational tests may be classified undee timajor types

(1)

(@)
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Norm-referenced test (NRT)is a type of test, assessment or
evaluation which yields an estimate of the positdrihe tested
individual in a predefined population, with respeatthe trait
being measured. Tests that set goals for studexgedbon the
average student’'s performance are norm-refererestd. tMany
college entrance examinations and nationally us#wd tests
e.g. SAT, GRE, WASC use norm-referenced tests wtochpare
individual student performance to the performarica wormative
sample, usually given as age norms, grade levehsiogender
norms, etc., and expressed in percentile scoreth Winorm-
referenced test, grade level pass was traditionsdlyy at the
middle 50% of scores.

An obvious limitation of norm-referenced test isttht cannot
measure progress of the population as a whole, worilgre

individuals fall within the whole. A norm-refererttéest does not
seek to enforce any expectation of what all stuglehbuld know
or be able to do, other than what actual studemtdesnonstrate.
Present levels of performance and any inequitytaken as fact,
not as defects to be removed by a redesigned system

Criterion-referenced test (CRT) is one that provides for
translating test scores into a statement aboubémavior to be
expected of a person with that score, or theirticeiahip to a

specified subject matter. Most tests and quizzésenrby school

teachers are criterion-referenced tests. The obgei simply to

see whether or not the student has learned theialate

The word “criterion” is infact often misunderstoodlany
criterions involve a cut-off score, where the exaasi passes if
their score exceeds the cut-off score and fails dbes not. But
this does not mean that the criterion is the clitsabre; the
criterion is the domain of subject matter the testlesigned to
assess. For example, the criterion may be thatd&its should
be able to correctly add two single-digit numberand the cut-
off score may be that students should correctlywansa
minimum of 80% of the questions to pass.

Mastery level measuremena variant of criterion-referenced
measurement, operates on the fundamental belieathstudents
will perform at one uniformly high level in a staard based
system if enough incentives and punishments areirpplace.
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Standard based educational reform is based on ehef that
public education should establish what every studsould
know and be able to do. Students should be tegi@itst a fixed
yardstick rather than against each other or sodedinto a
mathematical bell curve. A rank-based system presludata
which tell which average students perform at anraye level,
which students do better, and which students dsevor

A mastery test does mean identifying whether theememee has
“mastered” a specified level of the subject matbgr,comparing
their score to the cut-off score. But not all aite-referenced
tests have a cut-off score, and the score can wingher to a
person’s standing on the subject domain. A testiwis designed
to accurately assess mastery may use differentigneghan one
which is intended to show relative ranking, evenewhesting
similar topics.

A criterion-referenced test will use questions \imhievere
correctly answered by students who know the spmeaonaterial,
while a norm-referenced test will use questions civhivere
correctly answered by the “best” students and namtrectly
answered by the “worst” students.

Ipsative measurementconnotes a specific type of measure
which respondents compare two or more desirablemgptand
pick one which is most preferred (otherwise knowsnaaforced
choice scale). In this sense, ipsative measures lpeaynore
useful, than say the Likert-type scales, in evatgatraits within
an individual, and for identifying faking.

In education, ipsative assessment is the practfcassessing
present performance against the past performantkeeoperson
being assessed. Ipsative assessment featuresyhgapihysical
education and also in computer games. Encouragiumispto
beat their previous scores can take peer pressuref students,
and eliminates the competitive element associatgd morm-
referenced test.

Other methods of gathering data about individuald groups
apart from tests, include questionnaires, intergieabservation
procedures, inventories (personality, anxiety, stinent,
interests, study habit), check list/rating scalealues, beliefs,
etc). (See Unit 2 for more information on thesesotmethods).
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3.4 Scales of Measurement

A particular way of assigning numbers or symbolsmasure something
is called a scale of measurement. There are diffeseales or levels of
measurement that involve different properties {i@fs and operations)
of the numbers or symbols that constitute the nreasents. It should be
noted that measurement level depends on the comdepce between
the measurements and the attributes.

Stevens (1946, 1951, 1975) identified four basiele of measurement:
(1) nominal, (ii) ordinal, (iii) interval, and (iv) ret. This basic
typology is still widely adopted in psycho-educaab measurement,
although some controversies have been raised, cplarly about
nominal and ordinal classifications, e.g. Coomi&5@), Tukey (1959),
Labovitz (1970), Duncan (1986), Michell (1986, 199Rasch (1960),
Moyer (1981), Luce (1997).

In Nominal Level Measurement the numerical value assigned to the
data category serves merely as a symbol, a labemoe, and there is no
assumption of inherent ordering or distance. Fangle, the village of
one’s birth is a nominal variable, since there @ inherent ordering
implied in such a variable. Variables/data assessed nominal scale
are also called categorical variables/data. Theetees of the real
number system (i.e. being able to add and mulnpimbers, etc.) cannot
be applied to such numerically coded categorieeeOexamples would
include the jersey numbers of football players;atigious identification.

Ordinal Level Measurement implies some order relation or rank-
ordering of the categories according to some ooitefEach category has
a unigue position relative to the other categoiies,it can be said that a
particular category is higher in value than sontegaries and lower in
value than others (except of course, the highedtlawest categories).
Examples of this are social class classificatiorgrades (A,B,C,D, etc.)
for academic performance. But the rank orderingsdoet tell us the
distance between the categories. The mode or med@e can be used
as a measure of central tendency or location afrdmal attribute, but
not the mean.

Interval level measurement In addition to ordering, the interval level
measurement has the additional property that thmtes between the
categories are defined in terms of fixed and equmds. The interval
scale allows us to study differences between thibgs not their
proportionate magnitudes, since an interval scalesdnot have an
inherently determined zero point. Any zero pointasninterval scale is
arbitrary, and negative values can be used.
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In interval level data, there is a meaningful coatius scale of
measurement such that equal differences betwearessah the scale
genuinely correspond to real differences betweerptiysical quantities
that the scale measures. A good example is thentmeter which
records temperature in terms of degrees, and ¢esiegree implies the
same amount of heat whether at the lower or uppel ef the
temperature scale. But, while it is true that tiféecence between say
30°F and 3%F is the same as the difference betweeti &hd 83F, it
would not be correct to say that twice as muchead Is present at &0
than at 46F, since Fahrenheit is not a ratio scale. Othemgias of this
are calendar dates and the 1Q metric.

Ratio level measurementAccording to Michell (1997, 1999), the ratio
scale is the estimation of the ratio between a magm of a continuous
guantity and a unit magnitude of the same kind. r&tio level
measurement, all the properties of an intervalesag¢ present, with the
additional property of an inherently defined, nohimary zero point.
This property of a fixed and given zero point meahsat ratio
comparisons can be made, as well as distance cmopsr For example,
it is quite meaningful to say that a 6ft tall manniot only 3ft taller than
but twice as tall as a 3ft boy. Similar examplesulslobe weight in
kilograms, duration in seconds, and temperatureslagrees, Kelvin
electric charge in volts, the pitch of a tone, idume of a sound (in
decibels), the strength of an attitude.

Since ratio-level measurements satisfy all the @rigs of the real
number system, any mathematical operations appteprior real
numbers can be applied to ratio-level measureso,Atee central
tendency of a distribution using ratio-level vategcan be represented
by the mode, median and arithmetic and geometriansiewhile the
statistical dispersion of the scores of such aidigion can be measured
by the range, SD, and a coefficient of variation.

In many real-life situations, a scale of measureameany not correspond
precisely to any of these measurements. For exaripdee can be a
mixture of nominal and ordinal information in a gi& scale, such as in
guestionnaires that have non-response categotisscobmmon to have
scales that lie somewhere between the ordinal @tedval levels in that
the measurements can be assured to be a smoothamerfanction of

the attribute.

4.0 CONCLUSION

Having stated an operational definition of measw®inits attributes,
types and scales, were next elaborated upon aghmdiackground of
the given definition. Thus, the attributes of valid reliability, and
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usability of a measurement instrument and proces® wiscussed; the
concepts of norm-referenced and criterion-referérnests, as well as
ipsative measurement, and the conventionally aedeptcales of
measurement were adumbrated.

5.0 SUMMARY

In this unit, we have affirmed that ability to maesany phenomenon in
the scientific sense is obviously crucial to reskain general and to
psycho-educational research in particular. It sréfore important for
the researcher to understand clearly what is m@ameasurement, and
its main attributes, types and scales. This wiisishim/her in the whole
process of measurement instrumentation and gewdatal processing
techniques discussed in later units.

6.0 TUTOR-MARKED ASSIGNMENT

I. Differentiate between norm-referenced and dotereferenced
measurement.

ii. Write a short essay not exceeding two pageshenvalidity of
measurement procedures.
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1.0 INTRODUCTION
Now that you have been introduced to the meaningthe rationale of
measurement in educational research, the basis stépst construction

as well as discussion of some of the data-gathdnstjuments, will
next be considered.

2.0 OBJECTIVES

At the end of this unit, you should be able to:

o describe the major processes involved in test ooctshn

o list some of the general guidelines for writing tmlé-choice
items

o assess the merits and shortcomings of either @gtguanaire or
(b) interview schedules

o differentiate between rating scales and checklists

o contrast attitude scales and interest inventories.
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3.0 MAIN CONTENT

3.1 Construction and Validation of Measurement
Instruments

3.1.1 Test Construction
Three major processes are involved in test cortsbruc

(1) Formulation of objectives of the test.
(2)  Construction of a table of specifications or blum{p
(3)  Writing, organization and validation of test items.

A common starting point in test construction is tescription and
clarification of the objectives of the instructiormogram that the test
purports to measure. Objectives are the skeletahdation of any
learning task and in this case are generally dérid®em subject
syllabuses or curricula. They state in general specific behavioral
terms what the learner is supposed to have learné @ble to do at the
end of the learning exercise. They should thereberelearly defined in
terms of levels and specificity of understandinghef subject. For this
purpose, Bloom’s taxonomy of education objectivE356) is the most
often used classification, especially the cognitieenain which Bloom
categorized into knowledge, comprehension, analysysthesis and
evaluation. Tests and examinations are used fockalng achievement
of the objectives stated.

The content area of the test, which is derived ftbesubject syllabus
or curriculum, is usually broken down into abouurf@r five chunks
which must of course adequately sample the universdomain of
knowledge to be examined. For this, the test coosir will need to
produce a number of draft test items, about 50%entioan the number
in the final test, show these to subject expertd st construction
experts, revise the questions if necessary, arrdhgequestions in
apparent ascending order of difficulty, and tryntheut on a relevant
group of testers. Here, it should be borne in niimat the greater the
number of items in a test, the greater the reitgioff the test.

The next step is to develop a blueprint or tablspecifications, which
is simply a two-dimensional cross-tabulated gridnmatrix specifying
the processes, objectives and content area todessesl. The idea is to
ensure congruence between your instructional dbgsctand the test
items. In other words, your test items should matah objectives, by
providing opportunities for testees to exhibit thahavior. (See Table
below). Each cell in the table corresponds to &iqdar task and subject
content. By specifying the number of test items y@ant for each task
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and each cell, you can determine how much emphagjs/e each task

and each content area.

ABNCED EDUCATIONAL RESEARCH METHODS

Table 1: Specimen Test Blueprint (Or Table Of Specificatias)

In Test Contruction

(0] B J E C T | \% E (Cognitive domain)

Know | Comp.| App. | Analysis| Synthesis| Evaluation| Total
CONTENT | 34% | 20% | 18% 12% 10% 6% ltems
1. 4 2 2 2 1 1 12
2. 5 3 2 2 1 1 14
3. 5 3 3 2 2 1 16
4. 4 2 2 2 1 1 12
5. 2 2 1 1 0 0 6
Total Items

20 12 10 9 5 4 60

Test format may take the form of essay or objecteats; the former
allows students to select, organize and supphattssver in essay form,
whilst the latter allows the students to selectdhe correct answer from
a number of given alternative answers or optiossirfamultiple-choice

and matching questions), in which the incorrections are called

distractors. In terms of comparative advantage, dbgective test, in

addition to measuring recall, can also be desighedmeasure

understanding, application and other more complégamnes, whilst the
essay test is more efficient in measuring deepédr lagher levels of

learning.

The large number of questions in an objective pestnits a broader
sampling of course content, in contrast to theyetsst which has fewer
tests. However, the highly structured nature okotiye tests leaves it
prone to guessing, while on the other hand, the dasictured essay test
may be influenced by writing ability and by bluf§in Objective tests
encourage development of broad background of krdiyele@nd abilities,
whilst essay tests encourage organization, integraand effective
expression of ideas.

In terms of scoring, objective tests are usuallgrked only right or
wrong, and therefore scoring is easily accomplisheth consistent
results, while essay tests are time consumingdoesand require special
measures for consistent results.
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Guessing, however, in case of multiple choice qoest can be
ameliorated by use of the formula:

1
K=x-1

(Where k = correction factor for wrong answer, ang number of
alternative answers given). A more general formidacontrol for
guessing in the entire test is

W
S=R-X-

(Where S = True score, R = number of correct answ&r= number of
wrong answers and x = number of alternative angwers

SELF-ASSESSMENT EXERCISE
I Explain the three major processes involved indesstruction.

Some general guidelines for writing test itemssrewn in the figurel
below (Gronlund 1971, Conoley and O’Neil 1979)
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FIGURE I: GENERAL GUIDELINES FOR ITEMS WRITING
Typical rulesfor multiple-choice items: Typical rulesfor short answer and completion items:

1. The stem of the item should be meaningful 1. A direct queistiganerally better than an by
itself and should present a clear problem. incomptatement.

2. The stem should be free from irrelevant material. 2. dXloe item so that the required answer is

3. The stem should include as much of the item as bothalmdeunambiguous.
possible except where an inclusion would clue. 3. Where aveaisto be expressed in
Repetitive phrases should be included in the rinaleunits, indicate the type of units stem
rather than being restated in each alternative. wanted.

4. All alternatives should be grammatically con- Blanks for answers should be equal in with the
sistent item stem and of similar length, so as length. Scoring is facilitated if the blanks
not to provide a clue to the answer. are providectaiuann to the right of the

5. Anitem should include only one correct or clearly question.
best answer. 5. Where completion items are dseuipt

6. Items used to measure understanding should con- ve ey blanks.
tain some novelty and merely repeat verbatim 6. cBopletion items, leave blank only
materials or problems presented in instruction. etlluags that are important to remember.

7. All distractors should be plausible and related to 7. In completion items, don'’t take statements
the body of knowledge and learning experiences averflam students’ textbook or
measured. instruction.

8. Verbal associations between the stem and correct

answer or stereotyped phrases should be avoidetypical rulesfor true-false or alternative response
9. The correct answer should appear in each of the items:

alternative positions with approximately equal fre-  Aloid broad general statements for true-false

guency. items.

10. Special alternatives such as “none”, “all of the Agoid trivial statements.
above” should be used sparingly. 3. Avoid negativtersients and especially

11. Avoid items that contain inclusive terms (e.g., double negatives.
“never”, “always”, “all’) in the wrong answer. ZAvoid long complex sentences.

12. Negatively stated items should be used sparingly. Awmwid including two ideas in a single

13. Avoid alternatives that are opposite in meaning statement unless cause-effect relationships jpre
or that are paraphrases of each other. bedagured.

14. Avoid items which ask for opinions. 6. Include opintatesnents only if they are

15. Avoid items that contain irrelevant sources of attributed to particular sources.
difficulty, such as vocabulary, or sentence 7. Btagements and false statements should
structure. be approximately the same kengt

16. Avoid interlocking items, items whose answers 8. nlimeber of true statements and false
clue responses to subsequent items. tatenments should be approximately equal.

17. Don't use multiple choice items where other item 9. Avoid taking statements verbatim from
Formats are more appropriate. studentsarexstruction.

(Gronlund 1971, Conoley and O’Neil 1979)
SELF-ASSESSMENT EXERCISE

I. State in your own words some of the general guwdslifor
constructing multiple-choice questions.

Other methods of gathering data about individuald groups apart
from tests, include questionnaires, interviews,eobstion procedures,
inventories (personality, anxiety, adjustment, rests, study habit),
check list/rating scales (values, beliefs, etc).
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3.1.2 Questionnaires

A questionnaire is a self-report instrument forhgaing information
from a respondent about variables of interest to irrestigator,
consisting of a number of questions or items onepathat the
respondent reads and answers (Wolf, 1988). The sitemay be
structured (e.g gender, male/female) or unstrudtyeeg. how did you
spend the last Xmas holiday?), and the investigaibneed to maintain
a delicate balance between both types of items.uAstipnnaire of
course assumes that (1) the respondent can readiratetstand the
guestions or items, and (2) crucially that he/ghable and willing to
answer the questions or items honestly.

The content of a questionnaire can be almost st but clearly the
interests of the investigator, the sensitivity etichcy of the questions
(i.e. privacy concerns), and time factor are obsiconstraints to what
can be included in a questionnaire. The last elémecompletion time
will definitely affect issues of respondent fatiguboredom, and
cooperation.

The interests of the investigator should be limited variables of

primary interest to him/her, and should as much as pasbiblexplicitly

related to a particular research question or hygms$h- in an effort to

avoid an unduly lengthy questionnaire which may rease the
likelihood that respondents may not answer. Thersgconstraint is
obvious: asking pejorative or highly personal guest (such as sexual
behavior and religious attitudes) generally has éffect of making

respondents refuse to answer such questions, erfglise (e.g. socially
desirable) responses, or to simply throw away titées questionnaire.
Ideally, it is better to set a reasonable time tlimithin which nearly

everyone can complete the questionnaire (roughky 36 minutes).

Obvious steps in questionnaire development aredéntification of the
population and other variables to be studiedcfi)ection of data which
will depend on the nature of the target populatoa the amount of
resources available for the study; (iii) writingganization and try-out
of the questions with a pilot population from therget population.
Research results and experience have shown thstbetter to place
supplementary classificatory items such as age,p=a®nt’'s occupation,
etc. at the end of the questionnaire rather thathetbeginning; (iv)
administration of the questionnaire.

3.1.3 Interview Schedules

The interview process is a face to face encounteclwemphasizes
more of the interpersonal relationship as well dslared meaning”
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between respondent and interviewer. An interviewm @a fact be
regarded as an oral questionnaire.

The steps in conducting an interview are similathtmse of producing a
good questionnaire given in the earlier sectioa: (a) defining the
general goals and objectives of the interview; @®veloping the
interview schedule in terms of question format aagpropriate
questions; (c) developing appropriate interviewiaghniques; and (d)
developing satisfactory recording/coding of resgsns

Like the questionnaire method, the interview mayfdrenal/structured
or informal/unstructured. The former uses an ingwschedule which
contains set questions to be asked in a specifierand where answers
are either written down or coded in some way. Wmstired interview,
on the other hand, usually uses fewer questionssalooder and form
are not specified, and the interviewee may be mralyeencouraged to
expand on his/her answers.

The response process involves (1) understanding anoper

interpretation of the questions (which are a fuorcof vocabulary level,
clarity of concept, complexity of sentence struetuand other familiar
issues of question wording), (2) cognitive and etffee processing of
information by the respondent and deciding how besespond. Here,
inaccurate and incomplete responses may arise $mmal desirability

bias (need for approval), acquiescence bias, comtiprbias, and other
such distortions. The issue of rapport (gaining thest and perhaps
affection of the respondent) is of course cruaiahterview technique of
gathering information, but a good balance shoulthbentained between
a friendly, empathic style and a neutral, stand&diiand non-directive
approach.

The four main components of the interviewer’s job, &riefly: (a) to
introduce the interview to the person and convinice/her to accept it
and to comply with the expected respondent rolgtdlbadminister the
guestionnaire using standard procedures; (c) tlmvwelp inadequate
responses, using acceptable non-biasing and neaotidi# probes or
feedback; and (d) to record the response accuratelycompletely and
appropriately code the protocols (Miller and CalknE988).

Successful interviewing often requires some trgnamd selection of

interviewer in acquiring interviewing skills invahg role play and
evaluation of speaking, reading and writing modes.
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3.1.4 Rating Scales/Checklists

A rating scale is a paper and pencil device usetkszribe or appraise
human performances or products (Wolf, 1988). Tylhic& consists of
a number of trait names and a number of categohiasare used to
represent varying degrees of the traits, anddter is asked to rate one
or more persons or objects on the trait by assgy@mumber, letter,
adjective or description that is judged to bestHg trait. In education
and psychology, rating scales are commonly uséldenrmeasurement of
attitudes and in personality assessment. They aeelabed to
ameliorate some of the subjectivity in unstructurge@rviews, referees
reports and other such reports by the incorporaifosome quantitative
scale treatment of the data, and systematic désergpand appraisals of
the performances and products.

However, rating scales do not often meet with theve expectations if
the rater is unable or unwilling to rate accurailyconscientiously, for
the following reasons: (i) feeling of botheratidgm) friendship ties, (iii)
insufficient knowledge of the person or object/pbraenon to be rated,
(iv) ambiguity in what is expected of him/her, the lack of a uniform
standard, (vi) extraneous factors like generositsore halo effect,
central tendency error. All these factors contebwd lowering the
reliability and validity of rating scales. Howevéhese problems can be
ameliorated by refining the form of the responsaaldes, e.g. use of
Flanders interactive categories and also througimitrg programs for
raters.

A Checklistis a list of things or statements which a respahtias to go
through and check (or mark) those that apply tolemunder the stated
situation. It is often used in observation situaio

SELF-ASSESSMENT EXERCISE

I. How are rating scales and checklists used in psgduzational
measurement?

3.1.5 Attitude Scales/Interest Inventories

Both attitudes and interests have been describ@deasuring the outer
layers of personality in settled ways of behavard are measured by
self-report inventories or scales in which the wdlial expresses his/her
preferences of given opinions, activities or jabdls by way of ranking
True/False or Likert-type responses, or by comimnatof these forms
of responses.
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Attitude has been defined briefly as “a non-observable diganized

and enduring personal disposition which forms tlasid of human

behavior” (Okoh, 1968). Attitudes determine for eawdividual what he

will see and hear, what he will think and what hé do, and what he

will get out of any situation or activity. As Wilm. James succinctly
put it, attitudes “engender meaning upon the world”

An attitude scale is a measuring device which cissdf a series of
statements which the individual is invited to exgzrdnis/her degree of
agreement or disagreement with, or sometimes simpbther he or she
agrees with the statement or not.

Three main types of attitude scale are frequerdggdu

(1) Likert scaleusually consisting of any number of statementsiabo
an attitude object and scored on a five point gasipstem of
Strongly Agree (SA), Agree (A), Undecided (U), &gsee (D),
and Strongly Disagree (SD) to which are assignetherical
response values of 5, 4, 3, 2 & 1 respectively. $bering is
reversed for negatively worded items. Some exangies

(1) University students should take an active pagolitics
SAAUDSD

(i)  Seminar (or tutorial) meetings are much moseful than lectures

(i)  “Alittle learning is a dangerous thing”

(iv) Examinations are an unreliable index of acaideswtivity

(v)  Education creates a lack of respect for tradal customs and
values

The Likert scale is very popular in behavioral egsh since it is easy to
construct, and vyields greater variance results ttin two or three
response categories options.

(2) Thurstone scales an equal appearing interval scale and uses the
method of paired comparison which hypothesizes ihais
possible to find scale values for statements reflggositive or
negative attitudes and that subjects could be medsun terms of
the scale values for statements they agreed witheSsentially
the method depends on the possibility of reliablaliag
statements in terms of the attitude level of pessaho would
endorse the statement.

(3) Guttman scaleis a cumulative unidimensional scale in which
items are arranged in a scalable order such thetdandual who
responds positively to any particular item also poegls
positively to all other items having a lower raakd vice versa.
The items in the scale are assumed to be diffedgnordered,
rather than equal, and arranged in random ordesh Eam is
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assigned a scale value indicating the strengthttatide for an
agreement response to that item. An example woeld'With
regard to foreigners (non-Nigerians), how closeekationship
would you like to have with them? (i) marriage,) (oersonal
friend or club member, (iii) street or quarters ghdiour, (iv)
colleague in the same office or occupation, (vjzeit of my
country, (vi)visitor to my country, (vii) _personason grata(to
be excluded from my country if possible).

Interests on the other hand and more specifically, are esgions of
what phenomena an individual personally likes aslikes, and the
strength and direction of that preference. Theyuhe (1) measures of
patterns of general interest, (2) measures oepatof occupational
interest, and (3) measures of value.

Interests measurement may take two forms:_(a) esspd interest
which basically involves asking the person whaivéets or jobs he/she
likes and dislikes, and (b) inventoriedterests. Campbell (1973) has
distinguished a number of uses for interest inveeso among which he
listed

(@) to aid the individual in making educational and atenal
choices

(b)  to confirm choices already made

(c) as an aid in understanding the world of work

(d) as aguide in planning self-development

() to help people understand or, possibly, diagnosé jo
dissatisfaction.

The first widely used and still the most populaenest inventory was
the Strong Vocational Interest Blank, developed927 by E.K Strong,

and since 1974 (further revised in 1981) merged itite Strong-

Campbell Interest Inventory. The test contains a28vities, subjects,

etc. Takers of this test are asked whether theg, ldislike, or are

indifferent to 325 items representing a wide variet school subjects,
occupations, activities, and types of people. They also asked to
choose their favorite among pairs of activities amdicate which of 14

selected characteristics apply to them. The St@agpbell test is

scored according to 162 separate occupationalsaalevell as 23 scales
that group together various types of occupationsagic interest

scales”). Examinees are also scored on six “genecalpational

themes” derived from J.L. Holland’s interest cléisation scheme

(realistic, investigative, artistic, social, entesprg, and conventional).

The other most commonly administered interest itvgnis the Kuder
Preference Record, originally developed in 1938. Kluder Preference
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Record contains 168 items, each of which lists ehibeoad choices
concerning occupational interests, from which thaiviidual selects the
one that is most preferred. The test is scored @ninferest scales
consisting of items having a high degree of coti@hawith each other.
A typical score profile will have high and low sesron one or more of
the scales and average scores on the rest.

Interest inventories are widely used in vocaticr@inseling, both with

adolescents and adults. Since these tests measlyrenterest and not

ability, their value as predictors of occupationsiiccess, while

significant, is limited. They are especially usefulhelping high school

and college students become familiar with cared¢ionp and aware of
their vocational interests. Interest inventories also used in employee
selection and classification.

The rationale behind vocational interest inven®saee that:

(1) persons in different occupational groups wifbict have different
interests or preferred activities, and

(2) since the majority of people in a particulacggation will have
similar interests, a person having a pattern adredts typical of
an occupational group will find satisfaction in théeld or
activity.

4.0 CONCLUSION

This unit has covered the major processes invoivadst construction,
and briefly discussed some specific measuremerttuments like

guestionnaires, interview schedules, rating scahelschecklists, attitude
scales and interest inventories in terms of themstruction, use and
typical problems.

5.0 SUMMARY

Measurement is the process of assigning numbeather symbols to
some attribute of a set of things in such a way tektionships of the
numbers or symbols reflect relationships of theritatte being

measured. How this concept is applied in test coagbn generally,

and specifically in some measurement instrumeRts duestionnaires,
interview schedules, rating scales/checklist, attitude scales/interest
inventories was the focus of this Unit. This wi# bbllowed in Units 3

and 4 of this module by the techniques of dataysmal
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6.0 TUTOR-MARKED ASSIGNMENT

I. Compare and contrast questionnaires and int@rgighedules in
human behavior measurement.

il Discuss attitude scales and interest invensoai® measures of the
outer layers of personality.

7.0 REFERENCES/FURTHER READING

Allport, G.W, & Vernon P.E. (1931)A Study of Values: A Scale for
Measuring the Dominant Interests in Personality: iMal of
Directions.Houghton Mifflin, Boston, Massachusetts.

Ebel, R.L. (1979).Essentials of Educational Measuremef3td ed.
Prentice-Hall, Englewood Cliffs, New Jersey.

Likert, R. (1932).A technique for the measurement of attitudes. Arch.
Psychol140.

Miles, J. (1973)Eliminating the guessing factor in the multiple i®o
test. Educ. Psychol. Med&33: 937-51.

Okoh, N. (1968).“Values in Education”. Unpublished M.Ed. Thesis,
University of Glasgow, Scotland.

Shaw, M.E & Wright, J.M. (1967)Scales for the Measurement of
Attitudes.McGraw-Hill, New York.

Thorndike, R.L & Hagen, E. (1977Measurement and Evaluation in
Psychology and Educatiodth ed. Wiley, New York.

Wolf, R.M. (1990).Rating Scalesin J.P. Keeves (ed.Educational
Research, Methodology, and Measurement: An Intemal
Handbook Oxford, England, Pergamon Press.

Wolf, R.M. (1990).Questionnairesin J.P. Keeves (ed.Educational

Research, Methodology, and Measurement: An Intemnal
Handbook.Oxford, England, Pergamon Press.

115



EDU 921 ABNCED EDUCATIONAL RESEARCH METHODS

UNIT 3 DESCRIPTIVE DATA ANALYSIS
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1.0 INTRODUCTION

Descriptive data analysis uses the statistical oreas of central
tendency, measures of dispersion or variability, asnees of
relationship, and measures of relative standinigytto give meaning to
findings of research which used mostly nominal rlireal data.

2.0 OBJECTIVES
After successfully studying this unit, you shoukldble to:

define descriptive data analysis

describe and apply the main measures of centrdétery

explain the principles underlying the normal distition

discuss and evaluate the various types of testsiorm

apply the formulae for the computation of correlati
coefficients.

3.0 MAIN CONTENT
3.1 Descriptive Data Analysis

3.1.1 Basics of Data Processing

The last fundamental stage of the research exeige processing of
data derived from the study, in order to be able attswer/test
meaningfully the questions/hypotheses earlier daise the research
problems/hypothesis. For this purpose statisticabcgdures are
generally employed, especially in quantitative agsl, since statistics is
concerned with describing, synthesizing, analyzamyl interpreting

116



EDU 921 OULE 6

guantitative data. In psycho-educational reseatefo, main types of
statistics are employed, i.e. (1) descriptive stias and (2) inferential
statistics.

3.1.2 Descriptive Data Analysis

This is used to describe large number of scorels avismall number of
indices raised from either a sample (statistic)tha total population
(parameter). The main types of descriptive staséire (i) measures of
central tendency, (ii) measures of spread or vait\gl(iii) measures of
relationship, and (iv) measures of relative stagdin

Measures of central tendency

These reflect the typical or average score in aibligion of raw scores,
and are denoted by indices of mode, median and .nféenModeis the
score which is obtained by more members of the gtban any other
score. Most distributions of scores are unimodahm sense that there
tends to be only one peak of scores within theritigion, but
occasionally some distributions do have two or npwaks of scores and
are said to be bimodal or multimodal. The Medwmmthe other hand is
that figure below which and above which 50% of ¢jneup comes, i.e.
the middle score. By inspection, a score highanithhe median comes
in the top half of the group whilst a score lowleart the median comes
in the bottom half of the group. In a distributiaith an even number of
cases, the median score becomes the midpoint bettheetwo scores
on either side of the middle. For example, the redicore in a score
distribution of 20, 21, 23, 24, 26, 28 is 23.5.(28 + Y2 ). Finally, the
Meanis simply the average mark obtained by the membietise group,
i.e adding up all the raw scores obtained by thenb®¥s of the group
and dividing this total by the number of memberstlod group. The
formula for calculating the mean score is

X =2 X
N Where,

X = mean or average score

> = the sum of
X = each individual raw score obtained by membéth® group
N = number of members of the group

We can therefore inspect a distribution to see pgaaticular score is
above or below the mean or average score for tioaipg The mean can
also be used to compare the performance of twerdifit groups on the
same test. The mean can also be calculated fronpgdoscores by the
use of frequency table and class intervals (detaikdculation of these
central tendency measures can be seen in any ayetatistics text).
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In practice, in the majority of distributions theeamn score the median
score and the modal score tend to be fairly closmne another.

Measures of Dispersion

Measures of variability describe how variable, dised or spread the
scores are with respect to the typical score otraetendency. The first
of such measures is the Rangkich is a measure of the dispersion of
scores in a distribution and is calculated asdeekt score obtained in a
group subtracted from the highest. Another and nmoportant measure
of dispersion is the Standard Deviati¢8D) which is in effect an
average of the departure of people’s scores frangtioup mean. It is
given by formula

SD =N J/NZX* (2 X) or N (for grouped data)

Where

> X* = the sum of all the scores squared
(=X) = square of the sum of the scores
f = frequency of the individual class intervals

The S.D gives an indication of the degree of disiper of the scores
from the mean and an estimate of the variabilitthe total sample. It is
most usefully employed in comparing the variabibfydifferent groups.

The Variancas another measure of dispersion. It is closdigteel to the
S.D, and is simply the SD squared

V = SD?

The Normal Distribution

If you took a large random sample of adult Nigeriarales and
measured their height, you would notice that tiveeee a lot more men
of about average height than there were very tat or very short men.
If you construct a frequency polygon of their heégglyou would see that
they were distributed in the form of what is calledormal distribution
(sometimes also called the bell-shaped curve oGheassian curve). It
Is assumed, for example, that intelligence andtwag#i are distributed
normally throughout the population. The point oftemest is the
relationship between the normal distribution and 8D. In a normal
distribution, 68.26% of the scores lie within ong 8f the mean score,
95.44% of the scores lie within two SDs of the meard 99.73% of the
scores lie within three SDs of the mean (see Figbedow)
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Figure 1 Relationship Between Some Common Score $&s1in
the Normal Distribution

Percentof cases
under portions of 0.13% 2.14% 13.59% 34.13%
the normal curve

Standard E— \ |
Deviations -40 30 20 .10

1 5 10 20130 40 50 60 70/ 8 90 95 99

Percentile ‘ ‘ ‘ ‘ ‘
Equivalents

z-scores -4.0 3.0 2.0 -1.0 0 +1.0 20 +3.0 +4.0

T-scares

Stanines 1 ‘2‘3‘4‘5‘6‘7‘8‘ 9

Percentage in Stanine 4% 7% 12% 17% 20% 17% 12% 7% 4%

Skew

It is sometimes found that a distribution is notmal. A distribution is
said to be skewed when scores are massed at @he other end of the
score scale. Scores are negatively skewed whenatteeynassed at the
upper end as a result of the test being relatiealgy for the group
concerned, whilst positive skew is the result & tast being relatively
difficult

Figure 2 Examples of Skewed Distributions

|
+ve skew zero skew -ve skew
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Kurtosis

The term kurtosis refers to the peakness or flatrefsa frequency
distribution. A peaked distribution is said to beptiokurtic, a flat
distribution platykurtic, whilst the normal disttbon is a mesokurtic
distribution of zero skew.

Figure 3 Examples of Kurtosis

P Iatykurti c Mesokurtic Lebto kurtic

Test Norms

Norms are data which inform us how other peoplesha@srformed on a
test. In a norm referenced test, to know that aividual has a raw
score of 47 out of a total possible score of 56osmeaningful without
appropriate and adequate norms to refer to. loisifthe relevant norm
tables that percentiles, IQ and the various tydestandard scores are
obtained. A testee’s raw score (i.e. the sum of“tdoerect” or keyed
item responses) is referred to the distributiorsajres obtained by the
standardization sample in order to discover whexishie comes in the
norm group distribution. Among the common norm sys used in
psycho-educational testing are (1) percentile, I€®er-grade system,
and (3) stanines scores

(1) Percentiles: A percentile is a score below which a certain
percentage of the members in the group come. Fample, the
90" percentile is the point below which 90% of the nbens of a
group come, and the $®ercentile is the point below which 20%
of the members of the group come. Thée" G@rcentile is the
same as the median. From a percentile norms tedole scores
are read against the appropriate percentiles &irgtoup. A good
norm table must contain the size of the standatidizesample,
the mean raw score, and SD raw score units.

Percentiles have the advantage that they are easihined and
understood. At the same time they have the drawhaakthey
are not equal units of measurement, and tend tg@gexate
differences near the mean and collapse differeraeshe
extremes. Accordingly, percentiles must not be ayed nor
treated in any other way mathematically. Percentidge an
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example of ordinal measurement, i.e. they only ginendication
of rank order.

(2) Letter-grade norm systenietter grades are frequently used to
denote performance, instead of raw marks, in matcational
and testing institutions. This may vary from thpdints scale (A
to E), to the 9 points scale which is a refinemathe 5 points
scale by introducing intermediate scale points.

A letter grade represents a range of performanicee detter

grading groups a number of consecutive marks asigrasthem
the same grade (e.g. 70 — 100 = A). The letterggsydtem has
the advantage of being easy to interpret, and esulsn that it

encourages us to think in terms of bands of sc@esit has the
disadvantage that it can be misleading for thosesan the
borders of the grade, e.g. a raw score differeficewhich may

have occurred purely by chance can mean the diterbetween
A or B grade. Also, because of the loss of prenisio letter

grades the adding and averaging of such gradex feasible.

(3) Stanines

The stanine method of reporting achievement isntisdly the
same as the 9-point letter grade scale, exceptrtst@ad of using
letters as identification marks for the gradesisiés the numbers
9 down to 1 such that stanine 9 will represent 4fothe
distribution, as illustrated below:

9 4%
7%
12%
17%
20%
17%

12%

N W~ OO N ©

7%
1 4%

This implies that the range of marks in the disttikin must be wide
enough and the sample population also relativalgelaas with many
public examinations like GCE, SSCE and UME. Stasiinmlike the 9
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point letter grades, can be added and averaged ey are numerical
scores.

SELF-ASSESSMENT EXERCISE |

I. Describe the common norm systems used in psychcaéduoal
testing.

Standard Score

A standard score is a derived score based on #@nmnd SD of
distribution i.e. it indicates how many SDs abovebelow the mean a
score is.

Z-score which is the basic standard score, is merelyaseore which
has been changed to SD units. It is calculatedh&ydrmula

Z=X-X
SD

Where z = standard score
X=individual raw score

X = mean raw score of sample
SD = standard deviation of standatibs sample

Usually when standard scores are used they ampiated in relation to
the normal distribution curve. As can be seen guFé lon page 120,
the z-scores are marked out on either side of te@nmwvith those above
the means positive and those below the mean negatsign. Therefore
by the calculation of the z — score it can be sgkere the individual's
score lies in relation to the rest of the distnbuot

The standard score is very important when compasogres from
different tests since the scores have been comvérsta common scale
such as the z-score which can then be used to sxpire individual's
score on different tests in terms of norms. Oneoitgmt advantage in
using the normal distribution as a basis for testms is that the
standard deviation has a precise relationship with area under the
curve. One SD above and below the mean includexippately 68%
of the sample. From figure 1 on page 120 it casd®n that standard z-
scores have a mean of 0 and a standard deviatibnBécause of this,
z- scores can be rather difficult and cumbersonteatalle since most of
them are decimals and approximately half of themlmaexpected to be
negative. To remedy these drawbacks, various wamsd standard
score systems have been derived. These simplyl entétiplying the
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obtained z-score by a new SD and adding it to a nean. One
example of this is the T-score.
The T-score

One commonly used transformation of the z-scotamsed on a mean of
50 and a standard deviation of 10. This is knowthasT-score and is
denoted by the formula T = z(10)+50, so that gieen-score of 1.53
translates to 1.53 x 10+50 = 65.

The relationship between some common score scaldgbkei normal
distribution is also given in Figure 1 of page 1R@will be seen that the
mean raw score corresponds to a z-score of Opereaentile of 50 and
an 1Q of 100. Notice also that percentiles are emgual units of
measurement. By comparing their scaling propeviiéls z-scores, at the
middle and tail ends of the distribution of raw 1) it is possible to
construct a table of z-scores equivalents for #we scores. This could
serve as a norm table, and some tests do in fasépt normative data in
terms of z-scores, rather than percentiles, |gtt@tdes or T-scores.

In summary, standard scores have the advantagththaare equal units
of measurement and thus may be manipulated matleathat They

show immediately where a person falls in a distrdou and give us
scores that can be directly compared both withird detween
individuals.

SELF-ASSESSMENT EXERCISE 1l
I. Comment briefly on standard scores, their ratioaale use.
Measure of Relationship

Correlation is concerned with the degree of retetiop between two or
more variables. In everyday life we constantly infal sorts of
relationships between things, people and their gnas,— e.g. clever
people have high foreheads, fat people are jolibyds bring rain, etc.

Relationships vary in closeneasd_direction For example, as the length
of one side of a rectangle increases, the areaases in a fixed,
perfectly close (or predictable) relationship. Tiedationship between
height and body weight on the other hand is notclese, in that
although weight tends to increase with height tlegeemany exceptions
to the general rule.

The direction of relationship refers to whether @aeable increases as
the other increases (positive), or whether oneab#i decreases as the
other increases (negative). With some variable®tisea combination of
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both positive and negative relationships. For eXangirength increases
with adulthood and slowly declines with the apploatold age. This is
known as a curvilinearelationship for which more complex statistics
are required.

The correlation coefficient is the statistic we mofen use to measure
the relationship between variables. It is infacguamary index of the
relationship between two variables, and is so wbriet that it ranges
from +1.00 through zero to -1.00. The sign of tleefticient has no
meaning other than to indicate the direction of te&ationship; +1
indicates perfect positive relationship, and -licates perfect negative
relationship. If there is no relationship betwebe two variables, the
correlation is zero. It is important to note tha torrelation coefficient
is not a ratio scale and therefore it cannot besorea as percentage or
probability scales are. For example, a correlatioefficient of 0.2 is not
half as good as one of 0.4.

There are several different methods of calculatiogrrelation
coefficients. Perhaps one of the most simple is $pearman Rank
Order coefficient of correlation(rhoyvhich is used where the two
variables to be correlated are expressed in ragérpand based on the
principle that the closer the similarity betweep tivo sets of rankings
the higher the correlation. The formula for caltulg rho is given as

6XD’
rho(r)=1-N(N"-1)

Where D is the difference between ranks, and Niesnumber of pairs
of ranks. The Spearman Rank Order Correlation Qoefit is
especially useful where one or both of the variglbtebe correlated are
already in rank order. Unlike the Pearson Produotrdnt Correlation
Coefficient described below, the Rank Order Cotiata Coefficient
does not rest on the assumption that the varidbldse correlated are
normally distributed, and it is therefore a betsgatistic to use with
highly skewed distributions.

The most powerful and commonly used of the corntatoefficients is
the Pearson Product Moment Correlation Coeffic{entlt is employed
with interval or ratio scale variables and is usdten a linear (straight
line) relationship is suspected between two vaesbDOrdinarily, it is
not affected by the number of people in the groupydifferences in
the units of measurement. It is achieved first lpressing all raw
scores as z-scores, and secondly dividing by tihabeu of people in the
group. The computational formula used here is
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r= Xy
NSD, SD,

Where
r = the product moment correlation coefficient
X = the deviation of a person’s raw score on the fiesiable from the
mean of all persons on that variable
y = the deviation of a person’s raw score on tlueisé variable from the
mean of all persons on that variable
SD, = the standard deviation of the first variable
SD, = the standard deviation of the second variable
& = the sum of
N = the number in the group

This is the formula often used in hand calculatibesause it has the
advantage that rather than having to transformyexe&wv score to a z-
score, we deal in raw score deviations, dividingtigh by the SDs of
the two distributions at the final stage.

Another equivalent formula more commonly used impater programs
is

1
r= By -n(0) (69)
[0 -1 (BR)'] (B9 1 (6]

The formula is often easier to apply where the resean the two
variables are not whole numbers.

Multiple Correlation

Multiple correlation is used in studies where ssowme more than two
variables are to be correlated. For example, irupatonal selection
where more than one set of information or testesde.g. interview
results, 1Q or paper form board) are to be related criterion of job

success. To calculate the multiple correlation vstrtknow not only the
correlation of each test with the criterion butaillse correlation between
the two tests. The formula is given as:

2 2
R123_r12+r21“ : :
° (assuming zero correlation between the two

texts)
Where R,s= the multiple correlation

ri» = the correlation between the first test and the
criterion
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r3 = the correlation between the second test and
the criterion

It is obvious that performance on a single aptitte at selection will

not correlate too highly with job performance famyaoccupational

group. Other characteristics, such as 1Q, nAch,stould be considered
and weighted for improved prediction validity. Bititshould be noted

that as we add more and more information or vaegblve get less and
less of a return. Indeed, adding more than thrdewrvariables usually
does little to improve the multiple predictions.

On correlations generally, one should always renegrttiat:

(1) Correlation does not imply cause and effeet, if A correlates
with B does not necessarily mean that A causes B.

(2) The larger our sample the smaller the conaatoefficient has
to be in order to be significant at a particularele This means
that
(@) a high correlation coefficient may have ocedrby chance

alone if our sample is small in size;

(b) a statistically significant correlation coefént may not be
very high, and therefore by itself may not be ofchu
particular significance and usefulness, if our s@mis
large.

(3) the correlation coefficient reflects the clweaistics of the group
on which it was calculated. For example, the heryd verbal
ability correlation would be much higher in 2 — &ay old
children than in adults.

(4) the correlation coefficient is dependent upgba variability of
scores in a sample. Validity coefficients, for exden are largest
in a group with a wide range of ability and tendo®small in a
restricted group.

What does a correlation coefficient of say +.45 mfeln a test manual
we may read that a correlation of +.45 betweenrhalability test and
typing examination performance was significantheg 5% or .05 level.
This means that there were less than five chantea hundred of
obtaining this correlation of 0.05 by chance. If kgad that a correlation
was significant at the 1% or .01 level, it wouldandhat there was less
than one chance in a hundred of obtaining thisetation by chance:
Similarly, a 0.1% or .001 level means that thers {eas than one chance
in a thousand of getting this relationship by clenc
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SELF-ASSESSMENT EXERCISE

I How do you interpret the statement that “a corretatoefficient
of 0.45 between verbal ability and typing examioati
performance was significant at the 0.05 level’?

4.0 CONCLUSION

You have learnt from this unit how to calculate amerpret the various
measures of central tendency, spread, relatiorestprelative standing
used in educational research, in furtherance of gmal of answering
problems raised in your own research.

5.0 SUMMARY

The conclusion of research is to present findihgs &re meaningful and
acceptable to the professionals in the academicraority and beyond.
This unit is part of the process of doing just tha. using descriptive
statistics to analyse the findings of studies whiskd data measured at
the nominal and ordinal levels. The next unit, iafgial analysis, will
conclude the discussion.

6.0 TUTOR-MARKED ASSIGNMENT
I. Discuss the principles underlying the concepttio¢ normal
distribution curve in psycho-educational measurdmen

il. Describe the main types of correlation indicand their
limitations.
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UNIT 4 INFERENTIAL DATA ANALYSIS
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1.0 INTRODUCTION

Following from the last unit which introduced deptive statistical data
analysis, this unit focuses on inferential datalymis which deals with
drawing inferences about a population from sampla @btained from
the same population. The two common methods usedarential data
analysis are parametric and non-parametric tecksigwhich are
adumbrated below.

2.0 OBJECTIVES

At the end of this unit, you should be able to

o distinguish between parametric and non-paramedsist

o calculate the t-test for the means of dependentiadependent
samples

o explain how the F-ratio is calculated and applieANOVA

o outline what the chi-square statistics is used for

o show how the Wilcoxon Matched Pairs Signed Tank iee&he
non-parametric equivalent of the correlated t-testindependent
samples

o demonstrate how the statistic U in the Mann-Whitkyest is
computed and interpreted.
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3.0 MAIN CONTENT
3.1 Inferential Data Analysis

3.1.1 Definition

Inferential statistics is the branch of statistitat deals with drawing an
inference about a population on the basis of sandplia from the

population. Put another way, we use inferentiakigtas to make

judgments of the probability that an observed dififee between groups
is a dependable one or one that might have happenetiance in the

study.

There are two broad techniques used in inferendtakistics: (1)
Parametric techniques which assume that the data are normally
distributed and are measured with interval or raales. (2) Non-
parametrictechniques which are used when the data depart the
normal distribution and the measure can be nonanatdinal.

The parametric tests commonly applied in psychaational research
are the_t-testand the_analysis of varianc&he non-parametric tests
include the chi-squaréhe sign testthe Wilcox on matched pairs signed
rank testthe Median testhe Maun Whitney U-tesSome of these will
now be discussed.

SELF-ASSESSMENT EXERCISE

I. Distinguish between parametric and non-parameggtst

3.1.2 Parametric Tests
t—test

The purpose of t-test is to determine if a diffeem®xists between the
means of two sample groups. The samples may beendent or

dependent. Data are regarded as dependent (oedgldtthey are

obtained when each score or value in one set of @& paired with a
score or value in another set. Use of the t-testirags importantly a
normal distribution of the scores in both samples.

For independent (or unrelated) sampléds t-test is a process for
determining if there is a statistically significadifference between the
means of two different groups of research subjesta given dependent
variable. A typical example of this use of t-test where the first
(experimental) group receives some treatment (e@ging a new
mathematics syllabus) while the second (controbugrreceives no
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treatment (i.e. using the old existing mathemagidabus). The formula
for the calculation of the t-score in this casgii@n as:

M,-M,
(Nl - 1) (S]2)+(N2_1) (Szz) 1+ 1
o™ [ N, +N) -2 N, N] dE=(N, +N,) -2

For dependent (or related) samplién t-test is also used in cases where
two treatments are administered (at different tinesa single random
sample, and the means of the two treatment samapéesompared. In
this case, all subjects contribute a score to Is#imples, and the
calculation formula is given below:

Ml B Mz
& - (&)
t= 7 n
W/ n(n-1)
Where M = mean for sample 1

M, = mean for sample 2

d = difference in any pair of scores

Od° = difference in pairs of scores squared and summed
(@d)* = difference in pairs of scores summed and total
value squared

n = number of pairs of scores

The Analysis of Variance

The main function of analysis of variance (ANOVA) io compare
systematically the mean response levels of two oremndividual

groups of observations, or set of observations,sorea at two or more
points in time.

ANOVA is typically used in a situation when theree ane or more
independent variables and two or more dependentablas. For
example, to find out the effects of study habitge,asex, and socio-
economic background on college grades, one cansim@ale ANOVA
which analyses all four sets of data (study haditd grades, age and
grades, sex and grades, socio-economic statusraddgj at one time-
which is an obvious advantage over the t-test ssiati With this
technique, what are called Main effects (e.g. sthdpits and college
grade), as well as Interaction effects (e.g. sthdbits with age and
grades) are clearly partialled out.
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The fundamental technique in analysis of variarsca partitioning of

the total sum of squares (SS) into componentsecttat the effects used
in the model. Effect size measures are used inysisabf variance to

describe the degree of relationship between a ¢imdior set of

predictors and the dependent variable. Effect estgnates are reported
in ANOVA to allow researchers to compare findings studies and

across disciplines.

When scores vary widely from the mean, the suntketquares will be
large. When they cluster around the mean, the sfisguares are small.
The sum of squares is affected by the number ofescm a sample,
more scores yield larger sums of squares. Thisdjgsted for by
calculating and applying the degrees of freedom. cBiculating the
variability in data and producing an F-ratio, thétio of the variance
provides an estimate of the statistical differete#ween the mean
scores. If the ratio of F is greater than the aaltivalue of the F
distribution at the chosen level of significandgen the null hypothesis
is rejected and it can be concluded that therestatestically significant
differences between at least some of the means.

The measure of differences among means is the “regaare between
groups” (MSB). Mean square between groups is ih &asummary of

these differences, and is generally larger whengroeans are far from
one another and smaller if the subgroup meanslase together. Mean
square within groups (MSW) on the other hand, is theasure of

differences among individual subjects within theugss. The greater the
variation among individuals within the groups, tgeeater the mean
square within groups will be.

The test statistic used here is the F-test or iB-(WSg/MSy) which can
be found in tables of the F distribution. Where *€e=ds the tabled
critical value, M$ is sufficiently larger than M@ to conclude that
group differences predominate, ang id rejected. If on the other hand
the critical F value is not exceeded, the null higgsis of number
difference is maintained.

There are several types of analysis of variancem#pg on the number
of treatments and the way they are applied to thigiests in the
experiment.

o One-way ANOVA s typically used to test for diffex@es among
at least three groups, since the two group caséeavered by
a t-test. For example, in an experiment in whiale¢hGroups A,
B & C are given respectively gin, wine and a plaxeand all
groups are then tested with a memory test, a oneANOVA
can be used to assess the effects of the varieasrtents.
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o Two-way ANOVA is used when the subjects are subpdb
repeated measures, in which the same subjectssatefar each
treatment. For example, in an experiment in whigloup A is
given gin and tested on a memory task, allowedesi for a
period of five days and the experiment is repeatitil wine. The
procedure is repeated using a placebo. A two-wapXN with
repeated measures can be used to assess the effebts gin
versus the impact of the placebo. One flaw of thethod is that
it can be subjected to carryover effects.

o Factorial ANOVA is used when the experimenter wdatstudy
the effects of two or more treatment variables. fifost common
of this type is the 2x2 (two by two) design, whéere are two
independent variables and each variable has twedsl@r distinct
values.

o Multivariate analysis of variance (MANOVA) is us&d studies
that yield two or more interrelated response messsuji.e.
multiple dependent variables).

The major assumption underlying analysis of vamans that the
observations must be sampled and respond indepiyndeh one

another. If dependencies arise because the sanectsubr groups are
measured repeatedly, then multivariate analysisicfwhs primarily

concerned with the study of relationships betwemrath &ithin one, two
or more sets of variables that are sequentiallered with respect to
time) should be employed. Other assumptions uniterlanalysis of
variance are: (1)normal distribution of the popiolatvariance, (2) equal
population variances, and (3) equal means.

A typical format, or summary table of how analysik variance is
usually presented in a research report, is as under

Table 1: Typical Summary Table of ANOVA

Source of Variance Sum of Degrees of Mean
Squares (SS)| Freedom (df) | Square (MS) F
Between-groups 114.96 2 57.48 7.82
Within-groups 176.45 24 7.35
Total 291.41 26
*P<.05

(Source: Hassan, p.229)

3.1.3 Non-parametric (or distribution-free) Tests

Non-parametric techniques are used when the datardéom the
normal distribution and the measures can be nonanardinal. Since
non-parametric statistics do not require that tberes come from a
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population with a normal distribution, they arecatsalled distribution-
free tests. Examples of this include Chi-SquaregnSiest, Mann-
Whitney U test, Median test, Wilcoxon Matched P&igned Rank test,
etc.

(1) The Chi-Square Test

Chi-Square is used to test for differences amongpsa frequency

(nominal) data represented as frequency countemeptages typically
presented in a contingency table or cross-tabulaiibe analyst collects
frequency data indicating the number of subjecteanh category, and
arranges the data in a table format as below

Table 2: Contingency Table of Age and Opinion Respises to a
Questionnaire

Age Agree Disagree No Opinion | Row Total

Under 25 5 22 6 33

25-40 5 16 6 27

Over 40 30 5 5 40

Column

Total 40 43 17 100

The X? analysis assesses the difference between theefiegexpected
(fe), i.e. the theoretical relative frequency, and #wtual frequencies
observed (fp The larger the observed discrepancy is in corsparto
the expected frequency, the larger tHes¥tistic and the more likely the
observed differences are statistically significdite expected frequency
is computed by multiplying the row total by the woin total for each
cell, and dividing the product by the total numbgcases in the table.

Applying the Chi-square formula which is

S [ (fo - fe f]
fe

and computing the degrees of freedom (df=(r-1){¢the X value can
be read off in any standard table of ¥alues at a chosen probability
level. For example, from the above contingencyetatile computed %
value of 36.0 is higher than the table value o®% the 0.5 level of
significance, and one can therefore be certain @4 probability that
the differences among the groups is due to songthtimer than chance.
In other words, that the sample respondents do Hdfexent views on
the subject matter.
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It is necessary to state that although tRel¥es not require normality of
population distribution, it does assume the foliogvi (1) that the

subjects of each group are randomly and indepelydsgiected; (2) that
the groups are independent; (3) that each observéits into only one

category, and (4) the sample size must be faagd such that no
expected frequency is less than 5 for row or column

SELF-ASSESSMENT EXERCISE

I. Demonstrate the computation and application ofdhiesquare
test. What are its assumptions?

Other non-parametric tests

In situations involving two or more related samples two or more
independent samples, the following non-parametastst amongst
others, are also often employed:

(@ Wilcoxon Matched Pairs Signed Rank test

This is infact the non-parametric equivalent of togrelated t-
test, and is used for testing differences betweem @r more
relatedsamples which have been measured at the intervel, le
or repeated measurements on a single sampletitisake is that
researchers using this technique can determine hehebne
member of a matched pair of observations exceexsttrer, and
by how much. Under the null hypothesis, the prolitstbis that
the number and magnitude of differences favouring group
will be about the same as those favouring the ajhaup.

The test is based on the magnitude of the differdretween the
pairs of observations. The distributional assunmption the

correlated t-test that the differences follow amak distribution

is avoided in the Wilcoxon signed rank test becathgetest is
based on the rank order of the differences ratmean the actual
value of the differences.

The procedure for calculating the Wilcoxon is tanpute the
difference between each pair, and rank the diffe¥en
irrespective of the algebraic sign from the lowtesthe largest,
after which the signs are restored to the rankhefdifferences.
The statistic T (different from the standard scdjes obtained
by summing the smaller number of the like-sign sank the

calculated T-value for the normal 6 — 25 pairshi@ Table is less
than 14, then the null hypothesis is rejectedchéfiull hypothesis
were true and there was no difference, then we advexpect the
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rank sum for positive and negative ranks to be same. The
smaller the T-value is, the more significant ilikely to be

(b) The Mann-Witney U-test
The Mann-Witney test is a non-parametric test feseasing
whether two_independersamples of observations measured
least at the ordinal level, come from the sameribidgion. The
null hypothesis here is that the two samples aagvdrfrom one
single population, and therefore their probabitltgtributions are
equal.

The test involves the calculation of a statistilech U whose
distribution under the null hypothesis is knowneMalue of U is
computed, after the combined ranking, by conceingabn the
lower ranked group and counting the number of raokshe
higher group which fall below the lower ranked gsodo be
significant at the given level of significance, thistained U must
be equal to or less than the table value for eitma-tailed or
two-tailed test. One simple way of computing thésWo use the
formula

U=nn +m(Mm+1)-R
2
Where R = the sum of ranks assigned to the grotipsample sizen
SELF-ASSESSMENT EXERCISE

I. Show how the U statistic in the Mann-Whitney U Test
computed and interpreted.

4.0 CONCLUSION

We have now examined the major aspects of infaxledéita analysis in
terms of the common parametric and non-parametdoriques used in
drawing the required inferences about a populdtiom the population
sample. These will clearly aid you in your questtést the various
hypotheses or questions you may have stated fdy.stu

5.0 SUMMARY

Research usually terminates in the analysis of datawhich
relationships or data that support or conflict otiginal hypotheses are
subjected to tests of significance to help us ttieptor reject, with some
degree of confidence, the conclusions to be drafhis is successfully
done, we can then rest assured that our resediath leds been worth
the while.
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6.0 TUTOR-MARKED ASSIGNMENT

I How is the F-ratio in ANOVA calculated and apmali in
educational research studies?

ii. Show how the Wilcoxon Matched Pairs Signed Ré&asdt is the
non-parametric equivalent of the correlated t-tesindependent
samples.
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