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INTRODUCTION

Welcome to EDU 922 Advanced Educational Statisiibgh is a three
credit unit course offered to doctoral studentEducation. There are 21

study units in this course. It has been ettpped with appropriate
examples in education suitable for education stigden

This course guide is for distance learnersoleed in the Ph.D.
programmes in Education of the National Opemniversity of Nigeria
(NOUN). This guide is one of the severalsowce tools available to
help you successfully complete this coursed amtimately your
programme.

In this guide, you will find very useful formation about the course
objectives, what the course is about, what remumaterials you will be
using, available services to support yourrdeg, and information on
assignments and examination. It also offemu yguidelines on how to
plan your time for study, the amount of time yoa bkely to spend on
each study unit and your tutor-marked assignments.

| strongly recommend that you go throughsthiourse guide and
complete the feedback form at the end, beforebgmin your study of

the course. The feedback form must be suéditto your tutorial
facilitator along with your first assignmenfThis guide also provides
answers to several of your questions. However,addesitate to contact

your study centre if you have further questions.

I wish you all the best in your learningkperience and successful
completion of this course.

COURSE AIMS AND OBJECTIVES
Course Aims

This course is aimed to review parametric stagsdied then concentrate
on the critical analysis of non-parametric statedtiechniques.

COURSE OBJECTIVES

There are objectives to be achieved in eathdy unit of this course.
You should read them carefully before studyieach unit. On
completion of this course you should be able to:
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. Explain rationale behind parametric and norapeetric tests
presented

. Compare the parametric and non-parametric analotped such
analogue exists

. Select the “best” parametric and non-parametricfeesa specific
situation

. Perform parametric and non-parametric testsl apply the
techniques to educational research.

. Conduct post hoc comparison on hypothesiecteg by
parametric and non-parametric procedures in urat@analysis.

. Interpret outputs from computer analyses.

COURSE SUMMARY

Module 1 introduces you to the basic pritesp of statistical
measurements, distributions of measures, pbpnlaparameters and
sample statistics. Module 2 examines the eptsc of probability and
statistical inference. Module 3 deals withrgmaetric techniques for
testing hypothesis about the mean(s) of awe more populations.
Module 4 deals with statistical techniques ¢aplore relationships
among Vvariables. Module 5 explores non-parametechniques to
compare groups, and Module 6 is on testsitoation statistics. There
are twenty-one Study Units in this courseacle study unit consists of
one week’s work and should take you about threeshimucomplete. It
includes specific objectives, guidance for dgtu reading materials and
self- assessment exercises. Together with riméoked assignments,
these exercises will assist you in achieving tagestlearning objectives

of the individual study units of the course.

STUDY PLAN

The table below is a presentation oftheseuand how long it should
take you to complete each study unit an& #iccompanying
assignments.

Unit | Title of Study Unit Weeks/Activity Assignment

Course Guide 1 Course Guide
Form

Module 1 Introductory Concepts

1 Principles of Statisticp? Assignment
Measurements

2 Distributions of Measureg 3 Assignment

3 Population Parameters pAd TMA 1 to bg
Sample Statistics submitted

Module 2 Probability and Tests of Statistical Simpaince
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1 Basic Concepts of|5 Assignment
Probabitity
2 Probability Sampling 6 Assignment
Distribution
3 Statistical Inference 7 TMA 2 to |be
submmitted
Module 3 Parametric Techniques for Testing péthesis abouf the
—Vean S ot O or MoTe PopUtatons
T Ftests 8 ASSIOTTTETTt
2 Analysis of Variancg9 Assignment
(ANOVA)
3 Analysis of CovariancglO TMA 3 to be
(ANCOVA) subrmitted
Module 4  Statistical Techniques to explore adehships famong
—varaptes
T cormretation Tt ASSIOTITTETTt
2 Regression 12 Assignment
3 Trend Analysis 13 TMA 4 to be
submitted
Vioduje 5 NOM-Parametric TeCqueS 10 COMpare 80U
T chi-square Tests =7 ASSIOIITTETTt
2 Marmm-Witmey T est 16 ASSIOTITTETTt
3 Wilcoxon Signed Rankl7 Assignment
Test
7t Kruskat-Wattis Test 18 Assignment
5 Friedman Test 19 TMA 5 to be
submitted
~Voduje 6 Test Construction Stati$tics
1 Validity and Reliability of 20 | Assignment
SCOTES
2 HenT ATTatySTS 2t ASSIOTTTETTt
3 Scaling Techniques 22 TMA 6 to be
submmitted

* Now use this overview to plan your personal tiakee.

REFERENCES/FURTHER READING

Your course material is the main text for this sguHowever, you are

encouraged to consult other sources as prdvidor you

references and further reading below:

in the

Vi

list of
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HOW TO GET THE MOST FROM THIS COURSE

In distance learning, the Study Units replace thigarsity lecture. The
advantage is that you can read and work througldbese materials at

your pace, and at a time and place thats syou best. Think of it as
reading the lecture instead of listening &o lecturer. Just as a lecturer
might give you in-class exercise, your Study Upitsvide exercises for

you to do at appropriate times.

Each of the Study Units has common features whieldasigned to aid

your learning. The first feature is an introdantio the subject matter

of the unit and how a particular unit istegrated with other units and
the course as a whole. Next is a setladrning objectives. These
objectives let you know what you should be abldddy the time you

have completed the unit. You should use thesectgs to guide your

study.

These exercises are designed to help yowllregshat you have studied
and to evaluate your learning by yourselfYou should do each Self-
Assessment Exercise as you come to it in the sindy The summary

at the end of each unit also helps you rémall all the main topics
discussed in the main content of each unit. Thegelso tutor-marked
questions at the end of each unit. Working ondlmesestions will help

you to achieve the objectives of the unitdaprepare you for the
assignments which you will submit, and the finahexnation.

It should take you about three hours to mete a study unit, the
exercises and assignments. When you havepleted the first study
unit take note of how long it took you and use thfsrmation to draw

up a timetable to guide your study for the resgair course. The wide
margins on the left and right side of the pagesywiur course book are
meant for you to make notes of main ideas or kegtpavhich you can

use when revising the course. If you make usdl tiese features, you
will significantly increase your chances of pasding course.

viii
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COURSE DELIVERY

As an open and distance learner, you learn threaghral ways. You
learn when you interact with the content iury course materialin the
same way as a student interacts with thach&r in a conventional
institution.  You also learn when you aralidgd through the course;
however you are not taught the course. Instead, gourse material is

your teacher, and as such you will not &kle to get answers to any
guestions which may arise from your study of theemal. It is for this

reason that, in addition to the course materiativlyou have received,

the delivery of this course is supported hytorial, facilitation, and
counselling support services.  Although theservices are not
compulsory, you are encouraged to take maximumradga of them.

TUTORIAL SESSIONS

The total number of tutorial hours for thisourse is 8 hours.  Tutorial
sessions form a part of your learning process ashgoe an opportunity

to receive face-to-face contact with your otigtl facilitator, and to
receive answers to questions or clarifications Wiyigu may have. Also

you may contact your tutorial facilitator by phoeeail or mail.

On your part, you will be expected to prepare ah#dine by studying

the relevant Study Units, write your questioso as to gain maximum
benefit from tutorial sessions. Informaticabout the location and time
schedule for facilitation will be available at yatudy centre.

Tutorial sessions are a flexible arrangeméetween you and your
tutorial facilitator. You will need to contact yostudy centre to arrange

the time schedule for the sessions. Youl wiso need to obtain your
tutorial facilitator’'s phone number and email acdre

Tutorial sessions are optional. However, the benef participating in
them provide you a forum for interaction armmber group discussion,
which will minimise the isolation you may petience as a distance
learner. You seriously need this interactifor the study of a subject
such as statistics.

FACILITATION

Facilitation is learning that takes place hbowithin and outside of
tutorial sessions. Your tutorial facilitator gusdgour learning by doing
the following:
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. provide answers to your questions during riato sessions, or
phone or by email

. coordinate group discussions

. provide feedback on your assignments

. pose questions to confirm learning outcomes

. coordinate, mark and record your assignmeabixation score
and

. monitor your progress.

The language of instruction for this course English. The course
material is available in print or CD formateand also on the university
website.

On your part, you will be expected to prepare ahwddome by studying
the relevant Study Units, write your questioso as to gain maximum
benefit from facilitation.

Information about the location and time schedutddailitation will be
available at your study centre. Time ofcilfation is a flexible
arrangement between you and vyour tutorialilifator. You should
contact your tutorial facilitator if:

. you do not understand any part of the Study Units

. you have difficulty with the Self -Assessment Exses

. you have a question or a problem with an assignmatit your
tutorial facilitator's comments on an assignmeor with the
grading of an assignment.

COUNSELLING

Counselling forms a part of your learning becatiseprovided to make
your learning experience easier. Counselling @&lable to you at two
levels, academic and personal counselling.tudeéht counsellors are
available at the study centre to provide guidancg@érsonal issues that

may affect your studies. Your study centmanager and tutorial
facilitators can assist you with questions awmademic matters such as
course materials, facilitation, grades and so &fake sure that you have

the phone numbers and email addresses of wbudy centre and the
various individuals.

ASSESSMENT

There are three components of assessmentthier course:  Self -
Assessment Exercises and assignments at the edlostudy unit; the
Tutor-Marked Assignments; and a written examinatidn doing these
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assignments, you are expected to use thernmmation gathered during
your study of the course. Below are detailed exgi@ans on how to do
each assignment.

SELF -ASSESSMENT EXERCISES (SAES)

There are Self- Assessment Exercises spreatd tlirough your course
material.  You should attempt each exercisemediately after reading

the section that precedes it. Possible arswto the exercises are
provided at the end of the course book; howevar,sfwuld check the

answers only after you must have attempthd €xercises. The
exercises are for you to evaluate your legrn they are not to be
submitted.  There are also questions sprdadugh each study unit.
You are required to attempt these questions afteryave read a study
unit. Again, the questions are to help you asgess knowledge of the
contents of the unit. You are not requiredl submit the answers for
SAEs.

TUTOR-MARKED ASSIGNMENTS (TMAS)

There are six Tutor-Marked Assignments foris tlcourse.  The
assignments are designed to cover all areeated in the course. You
will be given your assignments and the dafes submission at your
study centre. You are required to attengdt six Tutor-Marked
Assignments.  You will be assessed on ak, $ut the best four
performances will be used for your continuous assesit.

Each assignment carries 10% and together waunt for 40% of your
total score for the course. The assignmemisst be submitted to your
tutorial facilitator for formal assessment on ofdse the stipulated dates

for submission. The work that you submit to yauptial facilitator for
assessment will count for 40% of your total colssere.

GUIDELINES FOR WRITING  TUTOR-MARKED
ASSIGNMENTS

1. On the cover page of your assignment, write thessboode and
title, assignment number (TMA 1, TMA 2), andate of
submission, your name and matriculation numbershdiuld look
like this:

Course Code:

Course Title:
Tutor-Marked Assignment:
Date of Submission:
School and Programme:

Xi
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Name:
Matriculation Number:

2. You should endeavour to be concise and he point in your
answers. You should give full details and rkimy where so
instructed. Your answer should be based on yourseomaterial,
further readings and experience. However, do opydrom any
of these materials. If you do, you will be penadis Remember
to give relevant examples and illustrations.

3. Use ruled foolscap sized paper for writingswaers. Make and
keep a copy of your assignments.

4. Your answers should be hand-written by you. Leaweargin of
about 1.5 inches of the left side and abd&utlines before the
answer to the next question for your tulorfacilitator’s
comments.

5. When you have completed each assignment, nmake that it
reaches your tutorial facilitator on or beftlhe deadline. If for
any reason you cannot complete your work on tiroatact your
study centre manager and tutorial facilitatoefore the
assignment is due to discuss the possibitify an extension.
Extensions will not be granted after the ddate unless under
exceptional circumstances.

FINAL EXAMINATION AND GRADING

The final examination for EDU 922 will be of threeurs duration, and
will carry 60% of the total course grade. Thamination will consist

of questions which reflect the kinds of Selssessment Exercises and
questions in the Tutor-Marked Assignments which lgaue previously
encountered. All areas of the course will be ass®s You should use

the time between finishing the last unit ataking the examination to
revise the entire course. You will find it usefalreview your answers

to Self Assessment Exercises and Tutor-Marked Assemts before the
examination. For you to be eligible to sit for fireal examinations, you
must have done the following:

1. You should have submitted all the six Tuwarked
Assignments for the course.

2. You should have registered to sit for thgamination. The
deadline for examination registration will bavailable at your
study centre. Failure to submit your assignts or to register
for the examination (even if you sit for ethexamination) means
that you will not have a score for the course.

Xii
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COURSE MARKING SCHEME

The following table lays out the marks thabnstitute the total
score.

Assessment Marks

Assignments 1-6 (six submitted, but the Four assignments,
marked

best four of all the assignments selected) 10%, totalling 40%

Final examination score 60% of overall course

Total 100% of course score

CONCLUSION

COURSE GUIDE

course

In conclusion, all the features of this course glthdve been designed to

facilitate your learning in order that you achi¢lie aims and objectives

of the course. They include the aims amljectives, course summary,

course overview, Self- Assessment Exercises amy sfuestions. You

should ensure that you make maximum use ti@fm in your study to

achieve maximum results.
SUMMARY

EDU 922 - Advanced Educational Statistics vgles you with
knowledge of statistical techniques availabdle research in Education.
The course will equip you with the skills of chaagithe right statistical

test to use, how to use it and when te us During the review of the

parametric tests, the assumptions underlyihgirt uses and their
“robustness” to violations of the assumptions wéldiscussed. Much of

the discussions of non-parametric tests will emzieathie comparison of

the non parametric procedures with their paramatralogies. This will
help you in your ability to assess the pros andgadrusing parametric
and non-parametric statistics in given researtfasons. Interpretation
of outputs from computer analysis of the variciasistical tests is also
well highlighted. This is because in this age cht®logy most analyses

are no longer manual but computer processa®y you would be
required to know how to interpret these atdgp Considering the
importance of test in assessing students, d¢barse also addressed test

construction statistics for choosing good tems from teacher made
tests.

I wish you success with the course and hdpat you will find it both

interesting and useful.

Xiii
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MODULE 1 INTRODUCTORY CONCEPTS

Unit 1 Principles of Statistical Measurements
Unit 2 Distributions of Measures
Unit 3 Population Parameters and Sample Statistics

UNIT1 PRINCIPLES OF STATISTICAL
MEASUREMENTS

CONTENTS

1.0 Introduction
2.0 Objectives
3.0 Main Content
3.1 Meaning of Statistics
3.1.1 Statistics as Statistical Data
3.1.2 Statistics as Statistical Methods
3.1.3 Importance of Statistics
3.2 Forms of Measurements
3.2.1 Procedures for Measurement
3.2.2 Properties of Measures
3.2.3 Types of Scales
4.0 Conclusion
5.0 Summary
6.0 Tutor-Marked Assignment
7.0 References/Further Reading

1.0 INTRODUCTION

When you complete your course work and is to gregjuane condition
you must fulfil is to present a report of a resbastudy you undertook.

This is known as ‘Thesis’ or ‘Dissertation’. In yotesearch study, you

are required to use statistics. This unit will prgsan explanation of this
concept called statistics. In statistics yaill make use of lots of
measures or scores. It is therefore importdmt you begin the course
with a review of the meaning of statistiemd the principles of
measurements. These may seem elementary to spce you have
studied them previously, but they are esakningredients for
understanding the course in statistics.
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2.0 OBJECTIVES

At the end of this unit, you should be able to:

. explain the meaning of statistics

. define statistics

. give examples of the different types of statistatata

. give examples of the different types of statistitaithods
. discuss the various scales of measurements

. list examples of different types of measures.

3.0 MAIN CONTENT
3.1 Meaning of Statistics

What is statistics? In this section we wiliscuss the meanings of
statistics. The term statistics is often used tamatherstatistical data
or statistical methods.

3.1.1 Statistics as Statistical Data

As statistical data, statistics refers to mgtioal descriptions of things.
For example, you count or measure things such @astiog the number

of students in a class or school. You may also tthennumber of male

and female students. These numerical descriptigou call statistics of
students in that particular school or clagdther numerical descriptions
may be the heights or weights of personsidents’ scores in subject
tests etc. Table 1.1 represents the statistitata or statistics of the
distribution of students in an institution:

Table 1.1 Campus Distribution of Students

Programme Number Percentage
Undergraduate | 700 70
Postgraduate | 300 30

Total 1000 100

3.1.2 Statistics as Statistical Methods

You have been discussingone meaning of stt#i — that of statistical
data. The term can also mean statistical methocrwbu use the term

statistics to mean statistical method, you wilereb a body of methods

that are used for collecting, organising aadalysing numerical data.

This is the more widely used meaning oftigias. There are different
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classifications of statistical methods. A istatal method can be
classified as descriptive and inferential; pararmo&r non-parametric.

3.1.3 Importance of Statistics
Statistics tell us something about the populative.can use it to:

. Estimate the population parameter. After you havellected
information from your sample, you can use tdt estimate the
population parameters. Let us illustrate thising teachers’
salary. If the average teachers salary in your $armepN 48,600
with a deviation ol 400,you might be able to say that the true

mean salary is likely to be + orN-. 400 (i.e. N 50,000 -

48,200).
. Determine changein the population parameter: These two sorts
of applications results in two modes of statistioérence:

3.2 Forms of Measurements

Statistical methods are basically instruments focessing information.
The information that they process is numéridma nature and derives
from one or another of several forms of measurenfentinderstand the

various forms of measurements we need tm alsderstand the
procedures for measurement and scales of measuremen

3.2.1 Procedures for Measurement

Let us consider some examples of measuremdfitst measure the
length and height of your reading table by pla@ngeter rule across it

and fromup to down of the table respecyiveWhat did you doto get
the measures? One important thing you did get the measures is to
count. Counting is one procedure for measuring.

Let us assume that you have just received a tetepball informing you

that you are one of the latest millionaires. Makistaof what you intend

to do with your money. Your list may inceudbuying the most
expensive car in the world, trip to the tddi States to visit President
Obama, buying a new home, changing your wohel etc. Supposing
you are to rearrange your list to show thest important down to the
least important, what you get is ardering of your measures. Ordering

is therefore another procedure of measuremeAts alternative to
ordering israting. In rating, instead of rearranging, scores are degr

to each activity (say on a five-point scalg) indicate the rate of
importance.

N
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A third attempt will be made to understamulocedures for
measurements. This time let us assume tlat gre a Principal of a
school. You have just conducted interview and aidmhitandidates into

your school. How do you measure those admitted.t@ing you could

do is to separate the students into those adnatiddhose not admitted

or into males and females (if the school as co-educational school).
This is known asorting. We say that the measures have been sorted out
into different categories. Sorting is another prhge for measurement.

These three procedures of measurements prodifferent forms and
types of measurement. It is therefore importaat ylou understand the
characteristics of the forms of measures frohese three different
procedures as they are determinants of ttaistecs that you will
employ.

3.2.2 Properties of Measures

There are three important properties of measutessd arenagnitude,

equal interval and absolute zero. Magnitude is a property of ‘more
ness.’ If it can be said that the attribute bemgasured is more in one

case that the other the scale is said &vehmagnitude. A scale of
measure has equal interval if the distane@wéen any two points has
the same meaning. For example, the positions oatarmule has equal
interval. The difference between 3cm and 5csn the same as that
between 11cm and 13 cm. This difference — 2cm mésmnsame thing

in both situations. Absolute zero exists when whéeing measured is
completely absent. For example when the poEseof iodine is being
measured in different leaves the absence of itgarticular leaf means
absolute zero. However, when a student scdresn a test, it does not
mean that there is no knowledge in the studestniply means that the
student did not answer correctly the points exmktt@m him or her. In

this case the 0 is not an absolute zero. The absmnaresence of these
properties is used in classifying types of measures

3.2.3 Types of Scale

There are four major types of scales neminal, ordinal, interval and
ratio scales.

Nominal Scale —This is a scale that does not have any of the ptiege

of scales described above. In such measum@sibers are assigned just
for recognition. For example the team of 1dotball players wear
jerseys numbered 1 to 11. It does not mebat the player wearing
jersey number 11 is greater than or a better pldnger the one wearing

jersey number 2 and so on. Similarly wheou ygo out to collect data
from males and females, you may decide &siga the number 1 to

4
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males and 2 to females. It does not mean thatswsalare lower or are
inferior to females. Such measures are merelydntify, to name and to
differentiate males from females, one playeom another. Nominal
scale is the simplest of all measurement scales.

Ordinal Scale — This scale has magnitude only. You will esniber
when you had to order your list of requirementsention above. In this

scale there is implication that the steps in timk i@der are equal. Let us
consider students performance in a test. éptudA scored 80%, B had
75%, C 63% and D 60%. Based on their perdmces, student A is
first, B is second, C is third and D isufth. However, the difference
between first and second position is 5%,wbeh second and third
position you have 12% and between third and fopoition is 3%. In

each situation there is no equal interval.

Interval Scale — This is a scale with magnitude and equaterval but
no absolute zero. If you consider studentxfopmance in a test again,
without ordering the measures you will agrdeat the measures on a
scale of 100 has equal interval. Between &#¥d 2% and between 2%
and 3% we have equal interval as the diffee. This is the most
commonly used scale of measurement.

Ratio Scale — This is a scale that has the three pr@serdiscussed
earlier. This scale is not commonly used in thielfed education but for
physical measurement in the pure sciences.

Based on the scale of measurement your data maghse continuous

or discrete  Continuous data are such that the vabie what is being
measured may take unlimited number of inteliate values. For
example, in measuring students’ achievement performance in
mathematics, it is possible for a student to s@6fé, another 20.6% yet

another 21.1% etc. Between 20 and 21, ethare intermediate values.
Discrete data take on only a limited set wdlues. For example the
number of children in the family, the number ofd&ats in the class is

both examples of discrete data. You can have 3, £, or 5 children in

a family. You can have 30, 40 or 50 sttd in a class. It is not
possible to have 2.5 or 30.3 children or studeggpectively in a family

or class. Your data may also be describedoedinal. This is data that
show order or ranking. For example a student wlooest90% may be

the highest and thus ranketl Another student with 75% is ranket 2

A third child with 70% ranks'8 1* 2nd and 3 are ordinal data.

Some times you will collect data from few persond ase them as they
are. This is known aangroup’ data. At other times the data will be so
large that using them may become too cunobees and confusing. In
such situations the data agrouped'.
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4.0 CONCLUSION

Using Statistical methods we process measuresfdt ithis reason that
we have began this study with principles of measerd. The statistical
results you will get will, to a very large extedgpend on the type and
quality of measures used. If you use the wrong tfpeeasure, you will
have a result which will be wrong and theterpretations and
conclusions you will make will also be wrong. Yowshtherefore make
sure that you have understood the meaning of titatend the different
forms or types of measures available for use.

5.0 SUMMARY

In this unit you have learnt the two meagsinof statistics and the
principles of measurement. You also learne tproperties of measures
and the different types of measures. The importahes understanding

of the meaning of statistics and type of asees for proper statistical
analysis was also discussed. In the nextt wou will be introduced to
the concept of distribution of measures.

6.0 TUTOR-MARKED ASSIGNMENT

(1) The temperature in a classroom on a certansda0C while the
outside temperature is @6 what type of scale is this measure? Give
reason(s) to support your answer.

(2)  The results of a student at the end of a seanpsogramme in a
certain institution are A, &, D and E. What scale of
measurement is this? Compare the type of measuregiestion 1 and 2.
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1.0 INTRODUCTION

Measures of a variable are collected from sevadiViduals, objects or

cases. In most studies, huge amount of datacollected. The result is
such that you may not find meaning in thesult if left as collected.
Often what is important is to present the dataonmfs or ways that will

make the data meaningful. The method to wsedescribing or
representing your data will depend on theetyof data collected. You
have studied this in your research methodirse but you will be
required to briefly review it again. In atatsstics course you will be
dealing with list(s) of scores or measurddie list(s) simply is the
distribution. To make meanings of the list scores, we shall study in
this unit the different types of distributoof measures. There are two
major ways of presenting or describing yodata. These are the
Freguency Distribution and Graphical Representation of Data.
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2.0 OBJECTIVES

At the end of this unit, you should be able to:

. draw Frequency distribution tables

. draw Bar charts, histograms, line graph and pietsha

. list the parameters of distributions

. calculate the mean, median and mode

. calculate variance and standard deviation of setedsures
. differentiate between positive and negative skewnes
. identify kurtosis and modality

3.0 MAIN CONTENT

3.1 Meaning of Distribution

The following is a list of students score in a @stintegrated science:
78, 57,50, 47, 76, 70, 74, 57, 71, 63, 60, 72,4md

You can rearrange these measures form the lowdse teighest or from
the highest to the lowest. You can alsokloat how related and how
close the scores are. You may wish to see howerkgsiof haw far apart

these scores are from one another. When you de,tiies are looking

at the distribution of scores. In its simplest fadtistributions is a list of
scores or measures that are taken from a particatable (in this case
integrated science achievement).

3.2 Frequency Distributions
A frequency distribution is simply a tabldhat shows the number of

times each score in a set of data occurred. Istoacting a frequency
distribution table:

. The scores are arranged with the least score diotih@mn of the
table

. Tally (or count) is carried out on each score

. Finally the frequency of each score is determined

3.2.1 Ungrouped data

When the scores collected are few, you camiblute the list of scores
based on the individual scores. This is known agaup data. You can
construct a frequency distribution on the rongp data as shown on

Table 2.
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Table 2 Frequency Distribution for Ungroup Data

Scores Tally Frequency
5 11 2
4 111 3
3 111 3
2 1111 5
1 1111 5
0 11 2

You can see from this distribution that somseores occurred more
frequently than others.

3.2.2 Grouped Data

Some times the scores are too many thatulatig them as individual
scores becomes cumbersome and uninterestimgsuch situations the
scores are grouped. Frequency distribution of gadupscores is shown

on table 3.

Table 3  Frequency Distribution for Group Data

Class Tally Frequency
81-85 1 1
76 — 80 111 3
71-75 11 2
66 — 70 11111 6
61 -65 11111 6
56 — 60 111111 7
51 -55 1111 1111 10
46 — 50 1111 1111 111 13
41 — 45 11 2
36 — 40 1111 1111 10
31-35 1111 4

You have constructed several of such tables ip#se. You will need
the skill in your study in this course.

3.3 Graphical Representations
Sometimes the data collected is presented in férgnapphs. Graphs can

be described as pictorial representation of raw.dafhere are different
types of graphs.

10



EDU 922 MODULE 1

3.3.1 Bar chart

These are graphs with bars whose heightsy vaccording to the
frequencies of the scores.

2.2

2.04

1.84

1.6+

Count

1.4]

1.2

1.0

4

Frequency

Figure 1. Sample Bar Chart

Usually the bars are separate with equal hwidivhat is different is the
height of the bars which represents the frequencies

3.3.2 Histogram

These are graphs that are plotted using mhd-points of sets of data.
The bars in a histogram are joined.

11
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3.5

5.0 7.5

Frequency

Figure 2: Sample Histogram

3.3.3 Frequency
Polygon

This is a line graph. It is simply a line joinitige mid-point of all the
bars of a histogram.

2.2
2.0

18

Count

16

1.4

1.2

1.0

1 2 4 5 6

Frequency

Figure 3: Sample Frequency Polygon

12
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3.3.4 Pie-Chart

This is a circular graph.

Figure 4: Sample of Pie Graph
3.4 Parameters of Distributions

Generally, the main parameters of a distributiaraeasures afentral
tendency and measures ofvariability . Others areskew, kurtosis and
modality. Several statistical methods will require a goodearstanding

of central tendency and variability. You will bepected to study these
two parameters in details. Skew, kurtosis amddality will only be
treated briefly.

3.4.1 Central Tendency

This is also known as measures of location. Theetcbommon ways of
measuring location or central tendency amman, median and mode
You have learnt how to calculate these messuof location in your
previous courses on statistics. In this tisec we will only review the
formulae for computing them and work on some exaspl

Arithmetic means: The symbol for arithmetic mean is read as ‘x
bar’. It is also known as average. It is a meatuedescribes sample of

study. It is a single measure which canegia description of the
attributes of study. When the number of mess is few, you can

13
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calculate the mean without grouping the datdis is known asmean
for ungrouped data. You will recall the statistics for mean:

For ungroup data:

_ 1 X
_Mean = XNZ = 3F

Where = ‘sum of’
= score
N = Number of scores
f = Frequency

For group data:

2fx _ Zfx

Mean =
Mean = X' ot T N

Wherex = mid-point of the class interval.

Median: This is the point in a distribution below whichaisove which
half (50%) of the scores lie. It is aldmown as the midpoint of a
distribution of scores when the scores areanged in order of
magnitude.

For example: 4,7, 8,9, 7,3 and 6 are set afesco When arranged in
order of magnitude you will have 3, 4, 6, 7, 778 &. The score in the
middle or the midpoint of the distributionf dhe scores is 7. This is
known as the median.

Mode: This is the score that occur the greatesmber of times in a
distribution. It is the most frequent or typicalwe of the distribution.

For example in the set of scores 4, 7, 98,7, 3 and 6, all the scores
appear once except for 7. The score 7 appears anités the score that

occurred the greatest number of times. The scéhérefore the mode

of the set of scores.

3.4.2 Variability

In the previous section we considered onduevathat described all the
scores in the set. There are also some statibat¢sriform you how far

apart the measures of location are from eaththe scores in a
distribution.  These statistics are known m@aeeasures of variability or
dispersion. Three commonly used measures of dispease;

14
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The Range:This is the simplest measure of dispersion and gasy to
calculate. The range is the difference betwdhe largest and smallest
scores. For example with the set of scores of 8, 9, 7, 3 and 6, the
highest score is 9 and the lowest score is 3. rdhge is9 -3 =6. The
more spread out the scores are the larger the.range

Variance: You would have noticed that the range makes of only
two scores in the set of data. There is a statiséit makes use of all the

scores in the set of data and for this reason & mamplex to calculate

than the range. It is known as the variance. Thienee is a measure of

the distance of scores from the mean. dwnpute the variance you
need to:

. first know the mean of the distribution

. the mean is then subtracted from each of the scoiié® result of
some of the differences of the scores abthg mean may be
negative. This is the situation when the meanestgr than the

score

. to avoid negative numbers, the difference thé mean from the
scores is squared

. finally the average of the deviation of thszores about their

means is calculated and this is the variance.
Summarising all the steps above, the formula fonmating variance is:

1 _
Variance :;Z (— X)’

The notation for variance is® for sample variarfce) or (for
population variance).

Standard Deviation: This is the most commonly used measure of
dispersion. Because in variance the deviations@uared, the value of
variance is also in square. This is nbe tsame unit as the original
scores. To achieve the unit of the original sctinessquare root of the
variance is computed. This is known as standavéatien.

1 -
SDorS 4y 3 (x- %

In summary, the variance is the square of the stahdeviation, and the
standard deviation is the square root of the vagan

15
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3.4.3 Skew, Kurtosis and Modality

You have learnt that in both mean, mediamd anode the interest is in
the measure in the centre. Sometimes highloev scores occur more
frequently than the scores in the middle or centre.

Skew: When a distribution is off centre it is said todkewed. There are

two types of skew — negative and positive skeva iregative skew the

scores cluster towards the higher range stltdt the tail of the
distribution is longer at the lower end. the positive skew, the scores
cluster to the lower range such that the tail igytr at the higher range

end.

SELF- ASSESSMENT EXERCISE 1
I. Which of the three distributions below is) (@ositively skewed

(b) negatively skewed?
. How would you describe the third distribution?

7s_ SectionA 75 SectionB 7 Section(
% 50 50 50
5
!5 }/\ 25/ /\‘\ 25/ ./\
g
[I 1 1 1 1 1 [I 1 1 1 1 1 l] 1 1 1 1 1
50 60 70 80 90100 50 60 70 80 90 100 S0 60 70 80 90 100
Bxam Score Exam Score Exam Score

Kurtosis: Sometimes distributions are short and flat oraatl slender.
This is also a deviation from normalitigurtosis describes the shape of
a distribution.

75 Section D 75 SectionkE 7. sectionC
al
f=2}
T 50 50 504
i
£ 20 T 25 25 /\.
g
l] T T T T 1 [I- l] T T T T 1
50 60 70 80 90 100 50 0 70 80 90 fop 30 60 70 80 90 100
Exam Score Exam Score Exam Score

The shapes above are examples of Kurtosis.

16
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SELF -ASSESSMENT EXERCISE 2

I Describe each of the shape above
il. If in a class majority of the students haegual mastery level
what shape will their measure assume?

A distribution is said to beplatykurtic (flat-curve) when the shape is
short and flat (as with graph D. In a ykairtic distribution the
individual measures are spread out fairly farmly across their range.

When tall and slender (graph E) it is describetepsokurtic (slender-

curve). In a leptokurtic distribution the imdual measures tend to
cluster compactly at some particular point tine range. A shape in

between these two extremes (graph C) is ridbest as mesokurtic
(medium-curve).

Modality

The number of distinct peaks or areas afistek that appear within a
distribution is known as the modality. Eadif the peaks is called the
mode. A distribution with only one distingbeak is described as
unimodal; if it has two distinct peaks it is spoken oftasiodal; three

peaks, trimodal; and so on. Most distributions that you dikely to
encounter will be either unimodal or bimodal. Ordyely will you find
distributions that have three or more distinct [geak

4.0 CONCLUSION

You have learnt of some of the preliminary workttisausually carried

out on data. This is basic in some investigatiarsle in others it may

be the main statistical work to be done. a&Vhyou have learnt is very
important because many statisticians are ésted in certain decision
parameters which the population being studied has.

5.0 SUMMARY

In this unit you have tried to learn how to putadetllected in numerical
form into a meaningful form. You have summarisethaetical data into
tables, charts, graphs and have also madee ssummary calculations.
You also learnt how to calculate measures lafation and dispersion
such as the mean, median, mode, standard devaitbrariance.

6.0 TUTOR-MARKED ASSIGNMENT

The following is the score of 60 students an integrated science
examination

17
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24 14 11 |12 13 15 |8 17 |1 7

14 7 3 15 28 10 10 19 20 1
14 16 4 11 22 18 6 14 100 4
9 19 16 20 5 5 16 15 23 10
6 7 ) 0 13 | 4 5 0 8 17
24 0 29 14 | 3 24 22 8 2 28

(@) Construct the frequency table using the ungroupéd.d

(b) Group the data and using class interval/sife 3 construct a
second frequency table.

(c) Draw the different types of graph for the data.

(d)  Compute the mean, variance and standard d=viat the set of
scores.
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1.0 INTRODUCTION

In your previous programmes you studied some statidn this unit we

will try to discuss some language of statisticasTif necessary because

it helps to reduce the anxiety and confusioh dealing with many
concepts in statistics. The word statistics is usedean statistical data

or statistical method. Statistical data are colddtom units which may

be referred to as population and samples. This tatfirst of the three

units of module 1 will consider these two concepts.

2.0 OBJECTIVES

At the end of this unit, you should be able to:

. define terms used in describing population and $amp

. identify concepts associated with population andas

. explain the different types of parameters, stasstind sampling
. compare and contrast population and sample

. make connections between parameters and statistics

3.0 MAIN CONTENT
3.1 Population versus Sample

Population and sample are key concepts itissts. Understanding
these concepts is vital to understanding the ppiasiof statistics. This

19
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section presents definitions, parameters atatisscs as they relate to
population and samples.

3.1.1 Definitions

This course is on Advanced Statistics. Wdl viiegin by defining the
term ‘Statistics’. Kerlinger, (1986) defined s the theory and method
of analysing quantitative data obtained from saspleobservations, in

order to study and compare sources of variatigghehomena, to help

make decisions to accept or reject hypotleésizelations between
phenomena, and to aid in making reliableergices from empirical
observations. From this definition the concepit sample is very
important in statistics. Related to sample is grentpopulationWe will
begin with the definition of population and sample.

There are different conceptions of the words pdmriaand sample. Let

us now consider two such conceptions. The firgtas in statistics you

study groups of people, objects, or data smesments and produce
summarising mathematical information on theougs. The groups are
called samples The larger collection of people, objects data
measurements is called theopulation. In the second conception you
study a clearly defined set of elements in which sce interested. This

set of elements is called theniverse A set of values associated with
these elements is callegpapulation of values. Therefore the statistical
termpopulation has nothing to do with people or objects per gesa
collection of values. Let us illustrate these vathetudy of students at a
particular school, all the students at thadrticular school make up the
universe while students with a particular ghei or weight values make
up the population. Both conceptions are acceptatdeimportant. They

are often used interchangeably. No matter the quiwse it is important

to note that population includes all objeat$ interest whereas the
sample is only a portion of the populatioRowever, it is often
impossible to measure all of the values in a pdmraA collection of
measured values is calledample.

SELF- ASSESSMENT EXERCISE 1

Which conception will be superior in a caursn research method and
statistics?

3.1.2 Differences between Population and Sample

To understand the differences between a ptippland a sample,it is
necessary to consider numbers which are useddescribe the two. A
number that describes some aspect of theulgipn is known as
‘Parameter’, while the number which can be calculated mfrahe

20
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sample datais described &Statistics’. Mean: The arithmetic mean
one commo n population parameter and imbsjised asp(Greek
small letter mu) whereas the sample mean is wedten.

Example: Teachers salary in Nigeria. There are differeategories of
teachers with different salaries. If it is possitdecalculate one salary to
represent teacher’s salary in Nigeria, the valueuonber will be known

as the ‘mean’ or average teacher’s salary. Sinseclculated from the
salaries of all teachers in Nigeria, it ddses the population and is
known as parameter represented &s.g == N 50,000)

In real applications, parameters are not genekalbyvn since it is often

very difficult or impossible to reach all mbers of a population. You
have to draw a random sample of all caiegorof teachers. If you
calculate the average salary of teachers frons sdample and assuming
you get an amount of forty-eight thousandc giundred naira, this
number is described as statistic and is repres@&stes N 48,600.

To distinguish between population parametersl sample statistics,
different symbols are used. There is no ems&l agreement, but
generally Greek letters refer to population valaesl Roman letters to
statistics. Let us consider some of the populgiamameters and sample

statistics which you studied at the undergehel or postgraduate
diploma levels.

Variance: The population variance usually denoted hy? (Gruéll
letter sigma squared), is the expected value ofdjuared difference of
the values from the population mean. The samplanee is denoted by

s2.

Unbiased Estimates of Population Parameters

Suppose we want to estimate the population meam &rsample of 50.

We could use the sample mean or the sample mesligh. an estimate

is called gpoint estimator. In using the sample median, lots of different
medians corresponding to the different samptgs 50 are computed. If
you compute the expected value of the sample mexdhdnt equals the
population mean, it is said to be ambiased estimator of the
population mean, if not it is diased estimator with bias equal to the
difference between the expected value of the ettinaad the value of

the population parameter.

Sample Variability

Let us assume that 1000 teachers we samfiieeh the population to
calculate the statistic == N 48,600. If you select another set of 1000
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teachers (a second sample), it is most likelyttiaimean of this second
sample will not be exactty =N 48,600. This is due to variations that
exist in different samples. The variation af sample statistic from one
sample to the next is calledmpling variation or sampling variability.
When sampling variation is large, the samgentains little info about
the population parameters, but when sampliggiation is small, the
sample statistic is informative about the parameter

SELF- ASSESSMENT EXERCISE 2
What are the formulae for the following?

(@) Population and Sample Means
(b)  Population and Sample Variance
(c) Population and Sample Standard Deviation

Try calculating each of these parameters and statissing examples
3.2 Sample Techniques

In the last section you learnt that the pl@amis an estimate of a
population and that information about a populatogenerated for the
samples of the population. In this sectioou ywill learn the different
ways by which samples are derived from a population

3.2.1 Ways of Generating Information about a Popuaition

There are two major ways of generating informatibout a population.

These are throughCensus and Sampling. Taking a census involves
collecting information from all elements irhet population. For large
population, this is almost impossible and when fssery expensive.

Sampling is the less expensive and the megtely used method.
Sampling is a process of selecting a subsktelements from a
population for the purpose of estimating the popaiaparameters.

3.2.2 Types of Sampling Techniques

There are two major types of sampling techniquesahdom and non-
random sampling techniques.

1. Random sampling

In a random sampling technique, every elementerptipulation has the
same probability of being selected for isadm in the sample. This
type of sampling yields unbiased estimates paframeters and for this
reason is mostly used. Four types of random sagpdichniques are:
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. Simple random sampling- Every person has emual chance of
being selected

. Systematic sampling- Every kith person is selected

. Stratified random sampling- divide into groups #meh sample

. Cluster (area) sampling- naturally occurring growgtarts on the
groups

2. Non-random sampling

This is a technique in which every elemant the population does not
have the same probability of being selected fdugion in the sample.

This type of sample can yield biased andeliable estimates of
parameters.

SELF- ASSESSMENT EXERCISE 2

Write short notes on each of the four types random sampling
techniques

4.0 CONCLUSIONS

Understanding sample statistic and populatjgarameters is very
important. Statistical analysis will depend awmhich parameter or
statistic you wish to study. Besides knowledgeagyation and sample

will go a long way in assisting you to rmeakight decisions on what
statistical method to employ.

5.0 SUMMARY

In this unit you have learnt about populatiparameters and sample
statistics. You also learnt of different ways afngding so as to generate
representative data that will aid making of conidosabout a population
parameter from the sample statistics.

6.0 TUTOR-MARKED ASSIGNMENT

In the following data, two class frequencies aresinig:

Class Interval Frequency
100 — 110 4
110-120 7
120 - 130 15
130 - 140
140 - 150 40
150 - 160
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160 -170 16
170 - 180 10
180 - 190 6
190 - 200 3

However, it was possible to ascertain thhe ttotal number of
frequencies was 150 and that the median has besctyp found out as

146.25. You are required to find out withet help of the information
given:

(i)  The two missing frequencies
(i)  Having found the missing frequencies, calailahe arithmetic
mean and standard deviation.
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1.0 INTRODUCTION

Betting is an activity common among many eYigns. We have pool
houses, electronic betting and the rest. Tdwotivities of these often
require one using intuition to predict what willgpeen. This we may call
common sense. You and many others have thad opportunity to
exhibit your intuition. Great Mathematiciansave explained that
probability has its roots in common sense. Thissgo show that you
already have some good, solid intuitions &bdle generalities of
probability, even though you might not yetolw anything at all about
its technical details. In this unit you wiltonsider the technical and
mathematical considerations of our common eemsnslated into the
concept of Probability.
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2.0 OBJECTIVES

At the end of this unit, you should be able to:

. explain the meaning of probability

. differentiate between simple and compound proligbili

. differentiate between conjunction and disjunctioolbability
. apply addition law or probability correctly

. apply multiplication law of probability correctly.

3.0 MAIN CONTENT

3.1 Meaning of Probability

Consider this simple scenario; assuming you havall$ and 3 of them
are red balls while 1 is a blue ball, and you Wiingdant to chose one red

ball. Assuming you placed a bet with youierdds on whether the ball
you will be drawing is a red or blue ball. This gtien of which of the

balls you will draw is similar to the question ‘wehi of the two colours

has the grater probability of being drawn?’ Yoamtnon sense should

tell you that if you have 3 of the 4 balls as riéen you have 3 of the 4
chances of drawing a red ball, but only 1 out ef4lchances of drawing

a blue ball. Mathematically, the chance of drawangd ball is % which

is equal to 0.75,while the chance of dragwia blue ball is ¥ which is
equal to 0.25.

It follows that the probability of the occurrenceam event ‘X’ is given
as:

Py = Total number of petinen

This is known aselative frequency concept of probability.From the
foregoing a simple definition of probability tise relative frequency of
an event within a reference class of similar events

3.1.1 Simple Probability

Consider a second scenario. For example a dicé feees 1 to 6. The

probability of throwing a 5 in a single owr of an unbldsed die is
This is because of the 6 faces thereisy ohl face labelled 5. Another
example is coin having 2 faces — a head and a fHile probability of an
unbiased coin falling heads is %2. In these ilatstns the probability of
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individual events are considered. These are examples of simple
concepts of probability.

Seeing probability as relative frequency meansithahy calculation of
probability the value is between 0 and 1. If aarévs certain to occur

its probability is 1. If an event is certain notdccur its probability is O.
It is possible to combine probabilities e.g. prabigbof 4 or 5 showing
in a single throw of a dice. To achieve this ther® some simple laws
of probability that will frequently speed up thdadation.

3.1.2 Compound Probability

In 3.1.1 you learnt of a simple probabiligvent. It is possible to link
two or more individual events and determitiee probability of the
events occurring. This is known as compound prditgabl here are two

major ways of linking individual probabilities- conjunction and
disjunction.

. Conjunction Probability — This is associated withthe common
sense meaning of the wor@nd’. Conjunctive probability asks
such questions like, ‘what is the Probabiligf X and Y
occurring?

. Disjunctive Probability — This is associated with the common
sense meaning of the woml’ It asks such questions as, ‘what is
the probability of Xor Y occurring?

3.2 Simple Laws of Probability

The twoways of linking individual probabies have given riseto the
laws of probability. In this section you Wilearn about the two major
laws of probability and their amendments.

3.2.1 The Addition Law of Probability for Mutually Exclus ive
Events

This law states that if 2 events A and B are miyuedclusive, then the
probability that either A or B will occursiequal to the sum of their
separate probabilities. (Events are said to beiatlytexclusive if they
cannot both occur simultaneously.) For eXempa coin has two faces
head or tail. It is not possible to throw a comu doth faces will show
at the same time. Only one at a time will showhu§'the head and the
tail are said to be mutually exclusive. The proligiof a head or a tail
of a coin is:
1 2 11 2
2 + :i: =1

2 2 2
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For a dice with six faces, the probability of atla 5 occurring is:
1 1 2 1
e
676 3

The probability of a 2, a 3 and a 6 occurring is:
)/ ;1/ /1/ 1+11 3 1
6+ +7 = =

6 6 6 6 2
3.2.2 Joint Probability

Supposing the events are not mutually exefysithe addition law is
modified to calculate the probability of the eventket us consider the

dice again. If you want to know the probabilityeMents divisible by 2

or 3 occurring, you need to know the eventsFaces 2, 4 and 6 are
divisible by 2. Similarly faces 3 and 6&eadivisible by 3. In such a
situation 6 is occurring in both events, s® say the events araot
mutually exclusive

If you apply the addition I%‘.rN the probability ofetlevents will be:

For divisibility by 3 %6 .
For divisibility ¥y*2'%s = */6
Addition law =

This is not true since the probability of 6 hasrb&ken twice. In such a
situation the Law is to subtract — the probabitifythat which makes it
not to be mutually exclusive from the added prolighie.

2+ &f — L,

vigt ofay '

Probability of 2 oy 3 divisible by =

Pl -
43 4

- Ly 1
Ly _1

¥
’—
= Fil ]
Ty

This is more correct because if you considee gaces, there are 4 that

meet the requirement - 2, 3, 4 and Gherefore:
The general formula for probability of A or B ocoag is:
Prob (A or B) = Prob (A) x Prob (B) — Prob (A anjl B

This formula is known a30INT PROBABILITY A and B.
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3.2.3 The Multiplication Law of Probability for
Independent Events

Assuming you tossed two unbiased coins, the résuit one coin does
not affect the result in the second coinSuch events are said to be
independent. Suppose you toss the two coins &nults are possible —

both coins displaying heads (HH), both coidsplaying tail (TT), first
coin displaying Head and the second coinl {®T) and first coin
displaying tail and the second Head (TH). Theretbe probability of

getting each combination i¥s . The multiplicatiawlgives a simpler

way of arriving at the same result. This law stdtet “if two events are
independent then the probability of both occurigthe product of the
probabilities of each. For example:

prob (HH) = Prob (H with first coin) x prob (H wit?* con).
= ¥ X ¥
= Ya

When two events are mutually exclusive bdtie addition and the
multiplication laws apply; for example finding tpeobability of getting

only one head when two coins are tossede Two events are HT and
TH. If we take the simple explanation above,

prob (HT) for the independent event = ¥4
prob (TH for the independent event = 1/4 .

.. For the 2 eventdis + Vs =214 =1/5

Applying multiplication Law

Prob (one head) = prob (HT or TH) + prob (H) + prob
(TH)

Prob (HT) = prob (H) x prob (T) = /,xt, =1/,

Prob (TH) = prob (T) x prob (H) = Y5x1/5=1/5

3.2.4 Modification of Multiplication Law

When events are not independent the mulépba law is modified.
Consider a bunch of cards (for games) with mangscch as the club.

Assuming you have a bunch containing 52 cards laaickhe number of

club cards is 13, and then the probability of drayvany club of the 13

clubs is not independent. If you draw a first club, the probability of a
second one will be dependent on the firstThe probability of the first
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card being club is 13/52. The probability of acetcard being club is
12/52. This is because a first club has been d(aa+1) leaving one, 1

clubs left. In this situation, the multipltean law is given as: “The
probability of two events x and Y both occurringhe probability of x

occurring multiplied by the probability of Y oceurg given that x has
already occurred. Symbolically this is:

Prob (X and Y) = prob () prob (Y/X)
Where Y/X means Y occurring given that X has alyeaccurred.

From our example:

Prob (X and Y) 9prob (X) x prob (Y/X)

4.0 CONCLUSION

The concept of probability is highly used mtatistical analysis. The
outcome of most statistical analysis is to deteenfiaw likely it is that a
particular set of result occurred merely by chafrebability therefore

is the foundation of all statistical inference sak@& sure you don’t take
anything about it as trivial.

5.0 SUMMARY

In this unit you have learnt basic concepts of plolity. You also learnt
what simple and compound probabilities mean, amdvisays of linking
individual probabilities to form compound paddility. Based on the
linkage, simple laws of probability were also dissed.

6.0 TUTOR-MARKED ASSIGNMENT

In an integrated science class of 76 studentss &haemistry-education;
3, physics-education; 39, biology-education aRfl, mathematics-
education students. What is the probability of dnawa:

I Biology-education students from the pool?

il. Chemistry or Physics-education student from thdpoo
iii. Mathematics or Physics-education student from t@?
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1.0 INTRODUCTION

In module 1, units 2, you learnt various ysaof gathering, describing
and distributing data or measures. You alsarnt of the various
procedures of drawing samples from populatiohs this unit we will
expand the idea into different types of distribni@nd the relationship
between them.

2.0 OBJECTIVES

At the end of this unit, you should be able to:

. define distribution formally

. list the different types of distribution

. state the relationships between the different typelstributions
. give the importance of sampling distributions

3.0 MAIN CONTENT
3.1 Types of Distribution

You will recall that we considered variables attributes that can
assume two or more values. You have comeosac various variables
such as sex, age, height, weight, achievemen&etccan either be male
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or female; age can be in form of ranges or by ysach as 11 years, 15
years etc. You can represent height by tall ortstroby measures such

as 1.5 meters etc. In module 1, unit 2, wenstructed frequency
distribution tables and drew graphs to regmesthese distributions. In
this section attempt will be made to expand omtleaning and type of
distribution.

If you go back to module 1 unit 2 you will find thigutions of ungroup

and group data. From the distributions yomps/ observe how many
cases or observations were seen in eachs cotas category of you
variable. With variable sex, the distributiowill tell you how many
males and how many females were seen. Then means that
distribution can formally be defined as:

A statement of the frequency with which umitof analysis (or cases)
are assigned to the various classes or categ that makes up a
variable.

There are three major types of distributiors Population distribution,
Sample distribution and Sampling distribution.

3.1.1 Population Distribution

In module 1 unit 3 you learnt of population and pnYou learnt that
population covers all the units of study or thevense. For example if in

a study you are interested in second yeaddlm basic education
students in Nigeria, your population will ball the male and female
students in juniour secondary schools all otbe 36 statesand federal
capital territory of Nigeria. If in the stydyou wishto determine those
who approve or disapprove the introduction thie new curricula, then
you have to observe the frequencies in eaakegory. By implication,
population distribution is defined as:

A statement of the frequency with which the unitsanalysis or cases
that together make up a population are observedice expected to be
observed in the various classes or categories thake up a variable.

However, it is not always possible to carry outasus. Consequently it

is not possible to study all members of the popatatOften a sub-set of

members of the population is selected foudwt This sub-set you
studied in the previous section is known as sanmjie.sample can also

be distributed.
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3.1.2 Sample Distribution

In module 1 init 3 you also learnt that wman only study a population
when it is smalland the subjects few. Yalso learnt that to study the
entire population requires carrying out a censumschvoften is not easy.

Consequently representative sample(s) of tlpulation is used. To

have a representative sample means to randomlysehmembers of the

sample. This is done through methods that give lezpgortunity to all

members of the population to be selected. A fomhedinition of sample

IS:

A sample distribution is a statement of th&#equency with which the
units of analysis or cases that together make up ample are
actually observed in the  various classes or catégs that make up a
variable.

Considering the above discussion you will eagrthat population
distribution represents the “total information¥hich you can get from
measuring a variable, while the sample diatron represents an
estimate of this information.

3.1.3 Relationship between Sample and Population
Distributions

Let us use examples to illustrate some itxmbr features of sample
distributions and their relationship to a pigpion distribution. Let us
assume we have a population which considtsomly seven units of
analysis - seven principals, each of whond hdifferent numbers of
conversations about class management with dl@ssroom teachers.
Table 2.1 is the data array along with the popaoiagarameters.
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Table 2.1: Parameters of a Fictitious Population (N 7)

Principal X X-M (X -M)*
1 4 -3 9
2 5 -2 4
3 6 -1 1
4 7 0 0
5 8 1 1
6 9 2 4
7 10 3 9

TX = 49 Y (X -M)*= 28
Population Mean (M) 3 XIN =49/7 =7/
Population Variances) =Y (X —M)?/N = 28/7 = 4
Population Standard Deviatios’ 5 4=2

Let us consider three sample statistics from tlealpopulation and see
haw they estimate the population parameteéks.summary of the
statistics is presented in the Tables 2.2, 2.32a#hd
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Table 2.2: Descriptive Statistics of First Three-Saples (N = 4)

X X-M (X -M)*
5 -2 4
6 -1 1
Sample 1
8 1 1
9 2 4
>X =28 Y (X -M)*=10

Sample Mean (M) 3 XIN=28/4=7

Sample Variances]) =Y (X —M)?/N = 10/4 = 2.5

Sample Standard Deviatios? 5 2.5=1.58

Table 2.3: Descriptive Statistics of Second Threeagples (N = 4)

X X-M (X -M)*

7 -1.5 2.25

8 -0.5 0.25
Sample 2

9 0.5 0.25

10 1.5 2.25

YX =34 Y (X -M)’=5

Sample Mean (M) 3 X/N = 34/4 = 8.5

Sample Variances) =Y (X —M)?/N = 5/4 = 1.25

Sample Standard Deviatios” 5/ 1.25=1.12
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Table 2.4: Descriptive Statistics of Third Three-Smples (N = 4)

X X-M X —M)”
) -2.75 7.56
7 -0.75 0.56
Sample 3
9 1.25 1.56
10 2.25 5.06
X = 31 S(X—MY'= 14.74
Sample Mean (M) 3 X/N =31/4 =7.75
Sample Variances) = Y (X —M)*/N = 10/4 = 2.5
Sample Standard Deviatios® 5/ 2.5= 1.58

Tables 2.2, 2.3 and 2.4 show three of thany different sample
distributions that can be obtained from the popoiadf principals. You

will observe that values of the three samplare not identical, the
means, variances, and standard deviations different among the
samples, as well. You will also observe that theda statistics are not
identical to the population parameters. These saustalistics are said to

be only estimates of the population parametédVe have distinguished
between these estimated values and the actuaimtese values of the
population by using the term parameter for popafatind statistics for

sample. The meaning of the term statistics is [gral the meaning of

the term parameter: they both characterisstriblitions. Different
symbols are used for population parameters aample statistics, and

this is discussed in Module 1. It is important tdenthat a characteristic

of statistics is that their values are always knoWmat is, if we draw a

sample, we will always be able to calculate stagswhich describe the

sample distribution. This however is not tlsame with parameters,
which may or may not be known, depending on whetleehave census
information about the population.

At this point let us contrast the statistics coneguirom the three sample
distributions with the parameters from therresponding population
distribution as presented in the Table 2.5.
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Table 2.5: Descriptive Statistics from Three Samples tiie same
Population

Mean | Variance Standard Deviation
Population I 4 2
Sample 1 7 8.5 7.75
Sample 2 2.50 1.25 2.50
Sample 3 1.58 1.12 1.58

You will observe from this table that thealwes for the mean,
variance, and the standard deviation in each o$déneples are different.

This difference between the population parametalue and the
equivalent sample statistics indicates theorerwe make when we
generalise from the information provided by sample to the actual
population values. This brings us to the third tgpdistribution known
asSampling Distribution.

3.2 Sampling Distribution

From our discussion so far, samples can &so distributed. Sampling
distribution describes how sample results behaf you draw repeated
samples of a particular size ‘n’ from a larger gagian. It is a statement

of the frequency with which the units of analysiases that together

make up a sample, are actually observedthe various classes or
categories that make up a variable. Sampldigtribution is a kind of
“second-order” distribution. Whereas the populatigstribution and the

sample distribution are made up of data valuessanepling distribution

is made up of values of statistics computedm a number of sample
distributions. We can now define sampling distnbutas:

A statement of the frequency with which veki of statistics are
observed or are expected to be observed wlkennumber of random
samples are drawn from a given population.

It is extremely important that you have é&eac distinction between the
concepts of sample distribution and of samplidigtribution. A sample
distribution refers to the set of scores or valbas you obtain when you

apply the operational definition to a subset otainhosen from the full
population. Such a sample distribution can beasttarised in terms of
statistics such as the mean, variance, or any sthgstics. A sampling
distribution emerges when you sample repeateaihd record the
statistics that you observe. After a number of dampave been drawn,

and the statistics associated with each ctedpuyou can construct a
sampling distribution of these statistics.
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3.2.1 Binomial Probability Sampling Distribution

In unit 1 of this module you learned of the theofyrobability. In this
section we will further consider the idea ¢pfobability. Let us once

again consider the example of coin tossing. If igms 2 coins with the

probability of head (H) occurring as 0.5, you regemgt such information

as p = 0.5. Similarly the probability of head notorring is 1 — p. This
is represented as . So g is also 0.5. Table 2$epts the conjunctive
outcome and the associated probabilities when w3 are tossed.

Table 2.6: Conjunctive Outcome and the Associated Prolitbs of
Tossing Two Coins

Coin

A |B | Sub-Pathway Number of Heads Main Pathway
Probability Probability

- |- 105x05=0.25 |0 0.25 (25%)

- |H]0.5x0.5=0.25 1 0.25 + 0.25

H|[- [05x05=025 |1 = 0.50 (50%)

H|H 05x05=025 |2 0.25 (25%)

TOTAL

1.0 (100%)

Information in Table 2.6 shows that:

Such an experiment is known Bsomial.

There are two identical trials

Each trial results in one of two outcomededd or

success of failure)

no Head or

The probability of Head or success on a singlé isiaqual to ‘p’

and remains the same for trial to trial

The probability of no head or failure is ‘g’ which 1-p

The trials are independent

We are interested in the number of successes @tkdving the

‘n’ trials.

in Table 2.6 as follows:

The sampling distribution therefore specifitisat for any 2

The coin toss example has 2 coins (n = 2)

The probability of head occurring

probability of head not occurring is 0.5 (q=0.5).

You can interpret the results

is 0.5 @B while the

randomly

selected sample cons, there is 25% chance of imgjuro head, 50%
chance of including 1 head and 50% chance of imatud heads. It then
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follows that for such sample there is 75% & 50% + 25%) chance of
includingat least 1 head.

3.2.2 Parameters of Binomial Probability = Sampling
Distribution

Like all sampling distributions, binomial salng distributions has
parameters. These are:

. Measure of central tendency - this is abdlé mean of the
distribution
. Measure of variability — which is the measure & tbndency of

individual outcomes to be dispersed away frahe average.
Common among the measures are variance aaddasd
deviation

Calculation of Parameters of Binomial Probabity Sampling
Distribution

Mean is represented by the symbol (lowerecdsreek letter ‘mu’)
when the entire population is involved andowér case Greek letter
‘sigma’) represents variance and standard deviation

Mean: p = Np
Variance:s’= Npq
Standard deviations 5/Npqg

Considering our coin toss example:
Mean: p=2x0.5
=1.0

Varianceic’=2x0.5x 0.5
=2x0.25

=0.50

Standard Deviatiorns =/ 0.5
= +0.71

3.2.3 Importance of Sampling Distribution
Sampling distributions:
. Give insight into sampling error

If you look at the tables on sampling disitions above, you will
observe that it is quite possible that there will be differences
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between sample characteristics and population ractexistics.  This
means that when you draw random samples from alaibguthere are

no guarantees that the samples will indeed dxactly representative of
the population. The discrepancy between the paermef a population

and the corresponding statistics computed &rsample drawn
randomly from that population is  known as sangpknror.

. Give insight into probability

Perhaps the most important reason for coctstigi sampling
distributions is that, they can be interpretetemms of the probability
associated with the various statistics that atd#ained when we sample
randomly. The probability of any outcome is simfiig¢ ratio  of
that outcome’s frequency to the total frequencyu Yall learn more of
probability  in our next unit.

. Allow to test hypotheses.

Using sampling distributions, you can assign prdhiegs to the various
values of means obtained and probability statements enigcal for
hypothesis testing. For instance, if the mean of a population i 7.
and if we were to draw a sample of 2 observationsut of the
population, and if we then obtained a mean of &r®@® this sample,

we would consider this mean a relatively sural event because,
according to the sampling distribution based samples of this size, a
mean of 5.00 had only a 4% chance of oowr We would have
expected to observe a value like 6.5, or or, 7.5, because these
outcomes are much more likely to occur. we obtain a mean of 5.00,
we can say that it is relatively unlikehbuf not impossible) that the
population meanis really 7.0. Such statemel®d to hypothesis
testing.

4.0 CONCLUSION

Sampling distribution is a device by whiclkesearchers rationally
determine how confident they may be that their oleskresults reflect
anything more than mere chance coincidence.

5.0 SUMMARY

In this unit we have learnt the differengpaes of distribution —
population, sample and sampling distributionle have also tried to
show the relationships between the different distron types as well as
the importance of each
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6.0 TUTOR-MARKED ASSIGNMENT

A coin is thrown twice. The sample space is
S=(HH, HT, TH, TT)

A =(HH, HT), B=(HT, TT)

Find the probability of A, B, AB and A + B
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1.0 INTRODUCTION

In the previous units you learnt that using sanialiea one can calculate
sample statistics and that because it is not alwagyg to study the entire

population, samples are used to estimate the populgarameters. You

also learnt that one importance of statisscsfor hypothesis testing. In

this unit you will learn more about hypotisestesting. Types of
hypothesis and errors due to statistical ingstwill also be considered.

2.0 OBJECTIVES

At the end of this unit, you should be able to:

. formulate null hypothesis

. formulate alternative hypothesis

. differentiate directional from non-directional hypesis
. define hypothesis testing

. list steps in hypothesis testing

. identify errors due to statistical testing

. differentiate between type 1 and type 2 errors
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3.0 MAIN CONTENT

3.1 Meaning of Statistical Inference

Let us start with a scenario in which your frieedches a cartoon on a
table and then hands over to you a wrap Mikks blue sweet. What
would be you thinking? Many ideas will lie beforewy You may think

that your friend brought the sweet from the boxuYway also think that

the sweet was hidden in the palm beforechieg out for the box.
Several other thoughts will come to play. sé®ing your friend again
deeps the hand into the cartoon and brings out oeesweets you will

become better convinced that the Vicks bleweets come from the
cartoon and that the content of the cartoon is ¥ldke. But suppose on

another draw what came out is lemon yellow plusesyt@en your first
thought may be modified. You may find atisthpoint that your
confidence of getting Vicks blue is not sure.

In our previous units we considered the essc of calculating the
probability of getting Vicks blue or lemon Vickshik is by probability
sampling techniques ensuring that the sam@es drawn randomly.
From the various samples we then infer anegalise about the
population. Statistical inference is any procedure by whh one
generalises from sample data to the population.

3.1.1 Statistical Significance

"Significant” in normal English means ‘importantwever, in statistics

it means ‘probably true’ (not due to chance). A research findingyma
be true without being important. When statishs say a result is
"highly significant” they mean it is very gimably true. They do not
(necessarily) mean it is highly important.gréficance is a statistical
term that tells how sure you are that a differemceslationship exists.

3.1.2 Significant Level

The amount of evidence required to accemt tan event is unlikely to
have arisen by chance is known as thignificance levelor critical p-
value. Significance levels show you how likely a ressiltue to chance.

In the field of Education, the most commdevel, used to mean
something is good enough to be believed,.95. This means that the
finding has a 95% chance of being true. Howeves, thlue is also used

in a misleading way. No statistical packagéll show you "95%" or
".95" to indicate this level. Instead it will shox@u ".05," meaning that

the finding has a five percent (.05) chance oflieng true, which is the
converse of a 95% chance of being true. To findstpeificance level,
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subtract the number shown from one. For ¢tema value of ".01"
means that there is a 99% (1-.01=.99) chanceliiig true.

3.2 Statistical Hypothesis Testing

In the last few sections you have learnt siftistical inference and
significant levels. The philosophy of making a @¢emn about statistical
significance has resulted in the practice bfypothesis testing
Hypothesis testing has become so important research that in most
departments research students are requiredistothe hypotheses to be
tested in their projects.

The hypotheses are often statements abouulgigm parameters like
expected value and variance. A hypothesis himiglso be a statement
about the distributional form of a charadtci of interest. They are
simply informed of intelligent guess about the $ioluto a problem. To
understand more about hypothesis it will hecessary to consider the
different types.

3.2.1 Types of Hypothesis

Hypothesis can be classified as eitlesearch hypothesisor statistical
hypothesis. When postulations are about the relationships éetviwo

or more variables it is known &ssearch hypothesisSuch a hypothesis

is not directly testable statistically becauge is not expressed in
measurable terms. For an example ‘Studenter pmerformance in
science is due to use of inadequate methofisteaching the subject.
However, it is possible to express the relationglgfwveen two or more
variables in statistical and measurable terms. iBhisown astatistical
hypothesis.Statistical hypothesis is formulated in two formsul and
alternative hypothesis. A null hypothesis is a hypothesis of no
difference, no relationship or no effect whilthe alternative hypothesis
specifies any of the possible conditions ratticipated in the null
Hypothesis (Nworgu, 1991). The null hypothess represented as$i,
while the alternative isl1 or "a.

Examples:

H,= There is no significant difference in the mean ssan science of
students taught using inquiry method and thosehtausgjng no inquiry
method

H.or Ha =There is a significant difference in the mean s@omience
of students taught using inquiry and non-inquirthoes.
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Alternative hypothesis can further be describeN@as-directional and

Directional Alternatives. When an alternative hypothesis gives the
direction of the difference or effect it iknown as aDirectional

Alternative, but when direction is not given it is non-directbn

Example:

Directional Alternative : Boys taught using inquiry method have higher

mean scores in science than girls taughngusihe same method of
teaching, is Directional Alternative.

Non-Directional Alternative: The mean score in science for boys
taught

Steps in Hypothesis Testing

Hypothesis testing is the use of statistics determine the probability
that a given hypothesis is true. The uspabcess of hypothesis testing
consists of four steps:

1. Formulate thenull hypothesisand thealternative hypothesis

2. Identify a test statisticthat can be used to assess the truth of the
null hypothesis

3. Compute thé>-value,which is the probability that a test statistics
at least as significant as the one obserweduld be obtained
assuming that the null hypothesis were trilee smalfer the -
value, the stronger the evidence against the nplbtinesis).

4. Compare ther -value to an acceptable sigmbea value
o(sometimes called aralpha valugr.=df , that the observed
effect is statistically significant, the nulhypothesis is ruled out,
and the alternative hypothesis is valid.

3.2.2 Two-tailed and One-tailed Tests

One important concept in significance testing igthler you use a one-
tailed or two-tailed test of significance. The apsvs that it depends on
your hypothesis. When your hypothesis statke direction of the
difference or relationship, you use a one-tailambpbility. For example,

a one-tailed test would be used to testsehewll hypotheses: Females
will not score significantly higher than males onl® test. Blue collar
workers will not buy significantly more prociu than white collar
workers. Superman is not significantly strongenttiee average person.

In each case, the null hypothesis (indirectly) priscthe direction of the
difference. A two-tailed test would be used to tesse null hypotheses:
There will be no significant difference in 1Q scet@etween males and
females. There will be no significant differencehe amount of product
purchased between blue collar and white colkorkers. There is no
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significant difference in strength between &uwupan and the average
person. The one-tailed probability is exactalf the value of the two-
tailed probability.

There is a raging controversy (for about tlest hundred years) on
whether or not it is ever appropriate toe ua one-tailed test. The
rationale is that if you already know the directafrthe difference, why

bother doing any statistical tests. While it is ggafly safest to use two-
tailed tests, there are situations where ree-tailed test seems more
appropriate. The bottom line is that it tke choice of the researcher
whether to use one-tailed or two-tailed researastjons.

3.2.3 Errors in Statistical Testing

We define atype | error as the event ofrejecting the null hypothesis
when the null hypothesis was trudi.e. HO is wrongly rejected). For
example, in a trial of a new instructionatethod the null hypothesis
might be that the new method is no better, on @esrdhan the current

method; that is HO: there is no differenbetween the two methods of
teaching. A type | error would occur if weoncluded that the two
methods produced different effects when in factalveas no difference
between them. The probability of a type idroe (@) is called the
significance level. Aype Il error (with probability(]) is defined as the

event offailing to reject the null hypothesis when the nulhypothesis

was false A type Il error is frequently due to gam sizes being too
small. Table 2.7 gives a summary of possible tesflany hypothesis

test:

Table 2.7: Summary of Statistical Decisions and Tygs of Errors

Decision
Reject H, Don't reject H,
Truth H, | Type | Error Right Decision
H, | Right Decision Type Il Error

4.0 CONCLUSION

The purpose of collecting and analysing data fenba reasonable and
objective criterion for deciding on a propéne of action. In most
statistical investigation we either accept mmject the hypothesis. What
you have studied in this unit will help you to thght decision to make

in a given situation.
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5.0 SUMMARY

In this unit we have discussed different typesygdihesis and how to
formulate these types of hypothesis. You alsarnt conditions for
making different decisions, and the types e@wors when wrong
decisions are made.

6.0 TUTOR-MARKED ASSIGNMENT

A panel is set up to try students involvém examination malpractice.
The panel decides to set up a hypothesis to aidebision concerning
cases brought before it. How best can this be done?
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MODULE 3  PARAMETRIC TECHNIQUES FOR
TESTING HYPOTHESIS ABOUT THE
MEAN(S) OF ONE OR MORE
POPULATIONS

Unitl t-tests
Unit2  Analysis of Variance (ANOVA)
Unit3  Analysis of Covariance (ANCOVA)

UNIT1 t-Tests
CONTENTS
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3.1.2 Assumptions of t-test
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1.0 INTRODUCTION

In unit 1, you learnt about population partare and sample statistics.
You have also learnt from probability that a randsample will tend to

reflect the properties of the population fromwhich if is drawn. This
means that the mean of any particular samgd@ be taken as an
unbiased estimate of the population mean. Wh®u estimate a
population parameter by a single number, it isechlpoint estimate of

that parameter. Consequently you can use lsampean® () as a point
estimate for the population mean (u). You can as®sample standard
deviation () as a point estimate for the populatiorandard deviation
(o). In this module you will learn about those tecju@s that are used to
explore differences between means. Specificalbu shall learn of
parametric techniques used for testing hymabeabout the means of
one or more populations.
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2.0 OBJECTIVES

At the end of this unit, you should be able to:

. calculate one sample t-tests

. calculate paired sample t-tests

. calculate independent sample t-test

. calculate effect size, and

. interpret computer outputs on t-tests analyses

3.0 MAIN CONTENT
3.1 t-Tests

When sample size is 30 or more, we canroxopate the population
parameters with the sample statistics. Unfately, in many practical

and important situations large samples are notlgianmilable. Does it

mean that in such situations we can notragimate population
parameters with the sample statistics? Before wa/anthis question, it

is important to note that with small samples ereoeslikely to occur. So
estimating population parameters with the damptatistics may
introduce these errors. To avoid the erramgolved a new variable

called the student's t-variable has beenoduced. The test statistic is
known as student’s t-test.

3.1.1 Origin of t-variable

W. S. Gosset discovered the distribution sd#mples drawn from a
normally distributed population. His pen nam®tudent’ was used to
publish the work in 1908 while he was still a s@fflGuiness and was
working on stout. He referred to the quantity unstedy as‘t’ and it has

ever since been known as ‘student’s t'.

The t variable is defined by the following formula:

=

i

e

)

t = yn

Wherex is the sample mean
i is the population mean
To use the t-test, you must have one depend/ariable and one

independent variable. The independent variatiiast be of two levels
only.
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3.1.2 Assumptions of t-test

The following are the assumptions that must besadi before the t-test
can be used:

. The Level of Measurement for the dependeariable must be

continuous. That is, the dependent varialde measured at the
interval or ratio level rather than discrete categ

. The sampling must be random. That is, tlweres are obtained
using a random sample from the population.
When these assumptions are violated t-test carenapplied.

3.2 Types of t-test

We will discuss three types of t-tests. These are:

. One sample t-test
. Independent samples t-test, and
. Paired sample t-test

We will now consider each type in some detail.

3.2.1 One Sample t-test

This is typically used to find out whethéhe mean of a sample drawn
from a normal population deviates significantlynfra stated value (the

hypothetical value) of the population mean.

The formula for one sample t-test is given as:

_ X-wyN
S
Wheret = Sample mean
M = Population
S = Standard deviation of sample
N = Number of items in sample

Let us consider an example. Ten students are claiseandom from a
population and their scores in English are founbdd®3, 63, 66, 67, 68,

69, 70, 70, 71 and 71. Considering the data dssthessuggestion that

the mean score in English in the population is 66.
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Before you begin your test, it is important to ée¥ the following steps:

ADVANCED EDUCATIONAL STATISTICS

Step 1: State the Hypothesis

In this example the hypothesis can be stated as:

“The English mean score in the population is 66”.

Step 2: Calculate the sample mean¢( ) and standadkviation (S) as

illustrated in Table 3.1.

Table 3.1: Steps in Calculating Sample Mean and Standard
Deviation
Studenty Scores In | Deviation from thgDeviation from th

English Mean (67.8) Mean Squared

(X) (x) ()
1 63 -4.8 23.04
2 63 -4.8 23.04
3 66 -1.8 3.24
4 67 -0.8 .64
5 68 0.2 .04
6 69 1.2 1.44
7 70 2.2 4.84
8 70 2.2 4.84
9 71 3.2 10.24
10 71 3.2 10.24
N=10 | D X =678 2 x=816

x=""=67.8
10
81.6
s =/ — =301
101

Step 3: Substitute the values ®f, S and N into the formula to

calculate ‘t’

J

=

(= - N. (67866) 10
S -

3.0
1
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Step 4: Interpretation of result

To interpret this result you need to compahe calculated t with a
critical t-value also known as table t-valu&o determine the table t-
value, you need you read off the value of the degfdreedom against

the level of significance from a table ofdistribution which can be

found in any good statistical table.

If you look at the values in this table, the t-vafor our example above
which has df = 9 at 5% (.05) significant level2i262. The calculated t
(1.9) is less than the table t (2.262), deenour hypothesis that the
population mean is 66 is retained.

Example 2:Let us consider a situation where you wish to camjpiae
Reading achievement of boys and girls. For exangptgpup of 17 SSI
students are assigned to a new style otnsei teaching.  Their
performance before entering the new classroom wasge, though as

a result of the new style of instruction waeelieve they should score
higher than average on tests of science laugpe, if the new
curriculum is working. After 6 weeks in the classm they are given a

test assessing their knowledge of basic seiemoncepts to see if the
teaching has been effective. The resultXis = 84, SD = 16, N =
Previous research has shown that SSI studentggeneral score an
average of 78 on this exam (N =78). Is the difieeewe observed after
6 weeks of instruction consistent with what is Ilykender conditions of
chance above or does it reflect a difference?

. Research Hypothesis:

The new teaching style resulted in better testgperdnce than average
SSI students.

. Statistical Hypothesis:

SSI students do not differ in knowledge s€ience concepts from the
average performance . Hi, =

t= &;g)fuz(sﬂ 17
16
=15

The table't value is 2.12. The calculatedvatue (1.5) is lower, so we
fail to reject Hi.e. we accept H
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Interpretation of Computer Output of One-Sample t-test

The computer output for a one sample t-test isrghadow:
One Sample t-test

One-Sample Statistics

Std. Errof
N Mean $td. Deviation Mean
Post-test Integfated
Science 48 | 36.96 6.813 .983
Achievement Score

One-Sample Test

Test Value = 100

95% Confidencs
Interval of the
Mean Difference

v

t df Sig. (2- Difference Lower| Upper
Post-test Integrated tailed)
Science 164.103 47 .000| -63.04|-65.02|-61.06
Achievement|Score

There are two table titled One-Sample Siatistand One-Sample Test.
In the one sample t-test the mean of tleiallle is compared with a
hypothesised (or test value). From the table tided-Sample Testou
observe the column mark&ig. (2-tailed). This is the probability value.

You conclude that there is a significant fatiénce between the two

scores if the probability value is equal t@ss than .05. If the value is
larger than .05 you conclude that there nis significant difference
between the two scores.

3.2.2 Independent Samples T-test

This is used when you have two different groups
(known as
independent groups) and you want to compdre groups’ scores. In

this case you only collect data on one sicte from the two different
groups and the scores must be continuous data.

What Does T-test for Independent Samples tell you?

The test will tell you whether:

54



EDU 922 MODULE 3

. There is a statistically significant differencin the mean scores
for the 2 groups (e.g. do males differ sigaifitly from females
in the measured variable?)

. Statistically you are testing the probabilithat the two sets of
scores came from the same population.

The formula for Independent Sample t-test is giasn

1 2
t_ I 2 2
- S +$
n n
Where: /
- T 7
2
S
N
1

S = S
Nz is known as sum of squares.

Further Assumptions of Independent t-test

In addition to the general assumptions ot thtest, the following are
assumptions of the independent t-test:

. Independence of observations - the obsenatitmat make up
your data must be independent of one anothefhis means that
your observations or measurements should et collected in a
group setting. (If you suspect that thisswanption is violated.
Sterens 1996 p. 241 recommends setting stringehaalalue of
p<0.01.

. Normal Distribution — the population from which te@mples are
taken is assumed to be normally distributedo @&void violation
of this assumption the sample size must be large 36+).

. Homogeneity of Variance — samples are obtairiemm
populations of equal variances. This means tlev#niability of
scores for each of the groups is similar.

Calculating ‘t’ for Independent Samples

The formula for ealculating t fer two\i/ﬁependeanmle means is:

t= \x % or , n:
= \x 2 2
X X +ln

Sl+1 182 na

n n
1 2
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Where:

andx; = means of the first and second samples respéctive

nland_ra are the number of items in the first asdcond samples
respectively

S = standard deviation between the differefoetween mean of two
samples

r— X1X1

=Jy( - )+ - )

S + =X X

N N 2

1 2

Test of difference between the means of two samples

/; X
= X1
t 1 2

S

S = Standard diﬂaljgn_oj_the_djiter_ence_betweertWO samples

S = Yy ( =)
S LJ 1 1 —~ 2 2
XX X— X
+ =2
\ N—N
1 2
X 2 X 2

2 ( 1) + 2 _ ( 2)
— le_ N1 sz N2
+ =2
N N
1 2
Where x and x are squares of deviations of the 2 samples

Example

A new method of teaching science acquisition skglt® be introduced

into the schools. Two groups of nine teachers wareed for a period

of three weeks, one group on the use & tlew method and the other
following the standard method of teaching. The deg@f acquisition of

science skills were recorded at the end tlé three weeks for the two
groups of teachers and are summarised in Tableedoiv.
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New Procedure Standard Procedure
32 35
37 31
35 29
28 25
41 34
44 40
35 27
31 32
34 31

Do the data present sufficient evidence twlicate that the degree of
acquisition of science skillsat the end tfe three weeks was high for
the new method of teaching?

Solution

. Let p, and 4 equal the degree of acquisition of science stolts
the new and standard teaching methods respectively.

. The sample means and sum of squares of deviatiens a
X, = 35.22 SS of deviation = 195.56
X 2=231.56 SS of deviation = 160.22

\/ (= )P+ -y
S XXt +N —2Xx
B Z N.2

| 195 160.22
S‘\/ 56 +_

9+9 2
S=V22.24

S=472
=X

t = X1 2
s+, T

N N

1

2
t = 35\/’22—31.56

4.72 9t

'—\
© R

=1.64
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Interpretation of Computer Output for Independent-Sample t-test

Several computer programmes are used for datalysis. Common
among them is the Statistical Package forcigboSciences (SPSS) and
any other spread sheet programme. However in weenkider the use

of SPSS in this unit. An example of thetpoti generated by the
computer for independent-sample t-test using SB®&sented below:

t-Test

Group Statistics

Std. Errpr
Sex N [Mean$td. Mean
Deviation

Males 24 30.83 | 4.631| .945
Achievement ScoreFemales 24 4.556 .930

30.33

Independent Samples Test

UHevene's Test for
Eqguality of Varian¢ces t-test for Equality of Means|

5% Confidence
Interval of the
Mean $td. Errof  Diffefence

E Sig 1 df Siqg. (2- Differencel ower lipper
Integrated  Equal variances tailed)Difference
Science
Achievement Score .000 .987 .377 46 .708 .50 1.326-2.169 3.169
assumed
Equal variances 37745988 708 .50 1.326-2.169 3.169

not assumed

Specifically, two tables are generated; one na@Gxip Statisticsand

the other Independent Sample test.In the group statistics box, the
number of subjects in each group, the mestandard deviation and
standard error of mean are given. In thdependent sample test box,
there are two sections. The first is thevdme’'s test for equality of
Variance, while the second part is the t-test tesul

Interpretations of Output for Independent Sample ttest

We will discuss this in steps:
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Step 1: Checking the information about the groups

You are expected to check the values from thistbascertain that they

are correct with respect to your sample .si&ich information will
enable you determine when data are missifgthere are missing data
you are expected to check the data that yed into the computer.
Perhaps you have entered something wronglige Dox also gives you
information on the descriptive statistics on yoaimple. For example in

the output presented above, there are 24esmand 24 females. The
mean score for the males is 30.83 whilet thar females is 30.33. The
standard deviation and standard error of mese 4.631 and 0.945
respectively for males and 4.556 and 0.930 respygtfor females.

Step 2: Checking Assumptions
You need to confirm that the assumptions feest for independent

sample are not violated. To do this you ckhehe first part of the
independent sample test box marked Levenetst.TThis tests whether

the variance of scores for the groups i® tsame. The outcome of this

test determines which of the t-values tha&SPprovidedis the correct
one.

. If sig. value (second column of this test) is lartp@n 0.05, you
use the first line in the table, which refeto Equal variance
assumed.

. If sig. value is equal or less than 0.05, it metas the variance

of the two groups are not the same. Theg different. This
means that your data violates the assumption adleguiance. In
such a situation you are not expected to use thst.tHowever,

SPSS is able to provide you with an altévea t-value which
compensates that the variances are not edbal. you use the

information in the second line which referrs tqual variances
not assumed.

Step 3: Assessing Differences between the Groups

To find out if there is a significant difemce between the groups,

check from the second part of the box Ilebelt-test for equality of
means. You refer to the columnSig. (2 tailed). Two values are given.
Considering the result from the Levene tegbu choose which is
appropriate.

If the Sig. (2-tailed) value is larger than .05 yamancluded that there is

no significant difference in the two mean score$n the example output
above, the sig. value from the Levene test is .98 is larger than .05.
It means that there is no significant differencéhia variances of the two
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groups. That is to say, they have equaliamae. So we use the
information in the first line. Looking at d@hcolumn Sig. (2-tailed), the

value .708 is above the required cut off of .05uonclude that there

is no significant difference between the two groumpthe mean score on

integrated science. If the Sig. (2-tailed) valuegsial to or less than .05,

you concluded that there is a significanffedénce in the two mean

scores.

It is important to determine the magnitudé the differences between
your groups. There are a number of differaffect size statistics.
However, the most commonly used is theta' squared’. Eta squared
can range fro O to 1 and represents thepgstion of variance in the
dependent variable that is expaline by tmelependent variable. SPSS

does not provide this value so you have to caleutaising the formula:
2

Eta squared = t
t+ (N1+N 2 - 2)

Although in the result presented in the attpabove, there is no
significant difference, let us assume that thesmisve can practice the
calculation of eta squared.
Replacing with the appropriate values from thedadtiove:
2

Eta squared =, 377
377+ (24 +24 - 2)
142

+
= 142 46

=.003

According to Cohen (1988), the guidelines fmterpreting this result
are:

. .01 = small effect
. .06 = moderate effect
. .14 = large effect

For our example .003 is very small. Exprdssas percentage (i.e.
multiply by 100) it is only .3%. Thus only3% of the variance in
integrated science score is explained by sex.

3.2.3 Paired Samples t-tests
This is also known as repeated measuresn this technique you have
only one group of people, and you collecitad from them at two

different occasions or under 2 different atods (e.g. pre-test/post-
test). This technique requires that you have obegoaical independent
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variable measure at two different levels, atite dependent variable
which must be continuous also measured ab whfferent occasions or
under 2 different conditions.

t ="ch

I\ S
s n

-1
Where:x_nZX

Sz:l _— 2

n-1(X X

3.3 Interpretation of Computer Output for Paired Sample t-
test

In the previous section you learnt of theeps of interpreting t-test for
independent sample. In this section you walso learn of steps to
interpret the output for paired-sample t-tefelow is an example of a
computer output for paired sample t-test.

Paired Sample Statistics Output

Paired Samples Statistics

Std. Error
Mean N Std. Deviation Mean

[®X

Pair  Pre-test Integrate]
1 Science 30.58 48 4,552 .657
Achievement Scord
Post-test Integratpd

Science 36.96 48 6.813 .983
Achievement Scare

Paired Samples Correlations

N Correlation|  Sig.

Pair  Pre-test Integrated

1 Science Achievemen
Score & Post-test 48 .034 .81
Integrated Science 6

Achievement Score
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Paired Samples Test

Paired Differences

95% Confidence
nterval of the

Std. ErrorDifference
Mean{Std. Mean|Lower Upper t dfSig. (2-tailed)
Deviation
Pair Pre-test Int¢grated
1 Science Achipvement
Score - -6.38| 8.063|1.164 8.72 44.03 -5.478 47| .000
Post-test
Integrated Science
Achievement Score

%)

The output consists of three tables:

. Paired Sample Statistics — This table prasetite descriptive
statistics of the variables. These are thember of subjects for
study, the mean, the standard deviation and timelatd error of
mean for each of the variable measured.

. Paired Sample Correlation — This provides tberrelation
between the two variables of study.

. Paired Sample test — This table provides the tstasistics of the
paired variables.

There are two steps involved in interpreting thaults of this analysis.
Step 1: Determining Overall Significance

In the table labelledPaired Sample Testou look in the final column
labelledSig. (2-tailed).This is the probability value. You conclude that

there is a significant difference between the tearss if the probability

value is equal or less than .05. If thelugais larger than .05 you
conclude that there is no significant differencen®s®n the two scores.

In our example above, the probability value is .0bus means that the
actual probability value was less than .000%is is smaller than .05.
You can conclude that there is a significant défere between the two
scores (pre and post test scores) in IntegraScience. It is important
that you note the t-value and the degree of free(ttfjras you will need

to quote the values when you make your report.

Step 2: Comparing Mean Values

Having established that there is significadifference from step 1, the
next step is to find which of the set stores is higher. You get this
information from the table labelledPaired Sample Statistics. In the
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example here, the post test is higher (6.8ff8an the pre-test score
(4.552). You can then conclude that there is aifstgimt increase in the
post test score.

Using the formula and the procedure as discussttiprevious section
you determine the effect size.

4.0 CONCLUSIONS

The introduction of t-distribution is very portant. It should enhance
your ability to make statistical inferences.

5.0 SUMMARY

In this unit we have discussed examples to illtstilae method of using
t distribution for testing the significance of vauis results obtained from
small samples. We have also discussed interpratatioomputer output

for the various types of t-tests.

6.0 TUTOR-MARKED ASSIGNMENT

(1) Nine students were chosen at random from alptipn and their
weights were foundto  be (in pounds) 110, 115, 118, 120,
122, 125, 128, 130, and 139. In the light of thesdata,
discuss the suggestion thatthe mean weightthe population is
120 pounds.
(2) Two laboratories measured the fat contemetream produced
by a company. The results are:

Lab. A 7

Lab. B 9

O ~No
o0 0~
N
~
~
©
fo)

Is there a significant difference between theean fat content
obtained by the two laboratories?

(3) The following data show ten students perforcea before and
after an educational intervention:

Student 1 2 3 4 5 6 7 8

9 10
Before 24 26 20 21 23 30 32 25
23 23
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After 26 26 22 22 24 30 32 26
24 25

Test whether there is any significant change ifigperance before and
after the intervention.
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1.0 INTRODUCTION

In the previous unit you used t-tests to compagentiean scores of two
different groups or conditions. Consider s#uation where the
performances of two schools were compared aincertain subject.
Because the comparison is for two group you leidwattyou can use the
t-test to test the hypothesis. Assuming we haweetigroups in place of

two, what we have learnt so far does not accomnecslath testing. An
alternative you may argue is to use a t-test topgmthe schools two at

a time. The implication of doing so is that the BB&ance thereln many
situations you are likely to have more than twougor conditions. In
such a situation you use Analysis of variance (AMQV ANOVA is a
statistical technique for testing hypothesdsoud many population
means. In this unit you will learn of the differdgpes, the assumptions
and applications of Analysis of Variance.

2.0 OBJECTIVES
At the end of this unit, you should be able to:

. calculate ‘f' for different samples

. state assumptions governing use of ANOVA

. differentiate between the different types of ANOVA
. give conditions for use of the different types di@QVA
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3.0 MAIN CONTENT
3.1 Conceptual Introduction to Analysis of Variance

In unit 1 we discussed the independent-sasnpiest with the aim of
determining if the independent variable with t&wels or groups have

different effects on the dependent variable. Leasmume that we have

an independent variable with three levels gmoups. If the dependent
variable has effect on the groups, it wik reflected in significant
differences among the means of the threeupgo At first glance, you
might suppose you could determine whether theee group means
significantly differ form one another, by fmming a separate
independent-samplégest for each possible pair of means: thais
test for

. Mean of group 1 versus Mean of group 2
. Mean of group 1 versus Mean of group 3 and
. Mean of group 2 versus Mean of group 3

This is a form of pair-wisétest comparisons.

However, it is important that you note th#tis simple strategy is not
possible. Let us now consider the reasons tfe simple strategy not

being possible. Remember what it means forpaticular result to be
significant. If an observed result is fourtd be significant at the basic

.05 level, what this means is that there is orBy@chance of its having

occurred through mere chance. It then folloWsat for any of the pair-
wise comparison; there would be a 5% probabilityrigre chance even

when the null hypothesis is true. If this true, you will end up with
three times 5% which will amount to 15%. This isiadication that the

probability that one or another of the congans might end up
significant by mere chance is substantiallyeager than 0.05.

Considering this from the law of probabilitgs discussed earlier, the
disjunctive probability would be 0.05 + 0.05 + 0:6515.

To overcome this complication, the Analysi$ Wariance (ANOVA)

was developed. ANOVA is essentially an extmmsof the logic of t-
tests to those situations where we wish to comihereneans of three or

more samples concurrently. As its name suggethe analysis of
variance focuses on variability. It involveset calculation of several
measures of variability.

3.1.1 Assumptions of ANOVA

One-Way Analysis of Variance (ANOVA) makese thfollowing
assumptions about the data that are being fedtinto
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1. that the scale on which the dependent vigrials measured has
the properties of an equal interval scale;

2. that the k samples are independently and randomly dravom
the source population(s);

3. that the source population(s) can be reasonablycsgul to have
a normal distribution; and

4, that thek samples have approximately equal variances.

3.1.2 Calculation of Several Measures of Variability

You will remember that you learnt how to tab the raw measure of
variability in module 1, unit 2. Let us review theocess again. For any

set of N values of Xi that derive from aqual-interval scale of

measurement, a deviate is the difference betweamdandual value of
Xi and the mean of the set:

deviate = X—M,
a squared deviate is the square of deviate:
squared deviate = (M,)’

and the sum of squared deviatess the sum of all the squared deviates
in the set:

SS=%(X—M,)’?
The algebraic equivalent formula is:

(X))’

N

SS=ZXi —

It is more convenient to use this formula duringhpaitation.
Aggregate Differences among Sample Mean

At the beginning you learnt that ANOVA foess on variability. The
basic concept is that, whenever you haveeethor more numerical
values, the measure of their variability éxuivalent to the measure of
their aggregate differences. That, indeed, is pedgiwhat "variability”

means: aggregate differences.

Calculating the aggregate differences requifest the calculation of
each sample mean and grand mean of the samplestfiadifference
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between each sample mean and the grand neaderived. To avoid

negative scores the difference
is then weighted. This

difference

is then squaféach of the squared
is done bwltiplying each with the

number in the sample (N). The sum of these redt@nes gives what

is known asSum of squared deviates between groups (3SThis is an
aggregate measure of the degree to which the sareple means differ

from one another.

Let us illustrate these stages with a hypothetaaiple. Assuming that

three sample means are 11, 8 and 5 and it sample size is 4, as
presented in Table 3.2, let us practice the caticmaf ANOVA.
Table 3.2: Sum of Squares Deviate between Groups

Sample A Sample B Samplg C Mean of Mean

NA = 4 NB = 4 NC = 4

11+ 8+ 5/3

MA:ll MB:8 MC:5 :8

4(11 - 9) 4 —-08) | 4(5—29)

=36

=0 = 36

The sum of these three values (36 + 0 + 36 = A@®sgivhat is known as
the sum of squares deviate between groups. That is:

SS, =72

Once we have this measure, all that remdssto figure a way to
determine whether it differs significantly fino the zero that would be
specified by the null hypothesis.

Once the SS between groups have been fotimel, next stage is to
calculate the sum of squares within-group.(53he sum of squares of

the samples when summed together, constitute aityulamown as sum

of squared deviatesithin-groups, symbolised aSS,

In ANOVA therefore, three quantities of suwmf squares are required.
These are Sum of Squares total. {SSum of Squares between groups

(SS,) and Sum of Squares within group $S The relationship
between the three is:

y SS =S8, +S§;
. S§, =SS —SS,
‘ S§, =SS —S§,
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These procedures can be summarised into the fioljpstages.
3.1.3 The f-ratio

We will begin our discussion of this section wikte texplanation of two
concepts “degree of freedom’(df) and‘mean square’ (MS).

Degree of Freedom (df)

The basic concept of degrees of freedom this context is "N—1,"
where "N" refers to the number of items on which teasure of sum of

squared deviates is based. Let us assume thaaline of the between-
groups SS is based on the means of three groups,th® number of
degrees of freedom associated V8§, is df,,=3—1=2. Similarly if the
between-groups SS is based on the mean of foupgrdlie number of
degree of freedomis 4 -1 = 3.

When you consider within-groupS&S, it is the sum of the separat®S
measures for each of the samples. If wesiden our example above

with three samples we will hav8S, SS, and SS. Each of these
separate within-groups measures 88 is associated with a certain
number of degrees of freedom=NL, N—1, and N—1, respectively.
Let us assume that sample size for eachupgree 5, so the number of
degrees of freedom associated with the coitgowithin-groups

measureSS,, i1s (N—1)+(N,—1)+(N—1). Therefore:

df.,= (N—1)+(Ny—1)+(N.—1)
=(5-1)+((B-1)+((5-1)
=4 + 4 + 4=12

Mean Square (MS)

Within the context of the analysis of vadan an estimate of a source
population variance is spoken of as naean square (shorthand for
"mean of the squared deviates") and conveallyp symbolsed asMS.
The variance estimate MS,, = SS, / df,,

Consider the example in section 3.1.2 in whichlié®eveen group SS is
found to be 72 and calculated from three samphesyariance estimate
Mean Square between-groups is:

MS,, =SS,/ df,

MS,, =72/3
=24
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For within sum of squares, the variance neste is MS,, =SS,/ df,,

The relationship between the two values okaN square MS) is
conventionally described by a ratio knownFasvhich is defined for the
general case as:

M Seffect
F=

MSerror

Where MSeffect is a variance estimate pertaining to thartigular fact

whose significance you wish to assess (etge differences among the
means of several independent samples), Bifékror IS a variance
estimate reflecting the amount of sheer, cussedbranvariability that is

present in the situation. For the presenangle,MSefiect would be the
same asMS,, and MSemor would be the same aMS,, When the null
hypothesis isrue, MS,, will tend to be equal to or less th&tg,,,; and
whenthe null hypothesis isot true, MS,, will tend to be greater than

MS,,. Consequently F ratio comes out as:

MS,,
F= =

MS.,
3.2 Types of Analysis of Variance

There are different types of ANOVA. In ghisection we will consider
three types — one-way between groups ANOWke-way repeated
measure ANOVA and two-way between groups AMOV It is called
ANOVA because the statistics compares the variéireevariability of

scores) between or within the different groups.

3.2.1.0ne way ANOVA (Between Groups)

This is called one-way because it involveslyoone Independent
Variable (referred to as a factor) which must haveimber of different

levels. These levels correspond to the eckfit groups or conditions.

For example, consider the effect of a teaaghistyle on students’
performance in Mathematics. The teachinglestis the independent

variable while student mathematics score fr@am achievement test is

the dependent variable. Assuming the indég@en variable (teaching

style) has 3 levels (whole class lecture,alsngroup activities and self-
paced computer assisted activities) you are exgeotase ANOVA
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Example 1

A
14
10
11
9
11

o8]

(o] BNV INYe')
D
gk, o o

Groups

11+ 8+ 58
3

Grand+

Observations
(1) There seems to be an overall difference
Questions

(1) Isthis difference statistically significant?
(2) If so, is the size of the difference signihta

Step-by-Step Computational Procedure: One-Way #alysis of
Variance for Independent Samples

Step 1: Combining all k groups together, calculate Total Sum of
Squares

(X))’
SS =ZXi —

N;
= ) (Each observation — Grand mean)

= (14-8j+(10-8)+(11-8)+(9-8) +(8—-8)+ (14-8j+ (3-
8y+(7-8j+ (8-8)+(6-8j+ (5—-8j+(1-8j= 174

Step 2 For each of th& groups separately, calculate the sum of squared
deviates within the group ("g") as:

(E}(gi)2
S§= szgi —

N,
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= (Each Observation — Treatment méan)

= (14-1D+ (10— 113+ (11-11)+ (9 -11j+ (8 — 8j+ (14 — 8y +
(3 — 8§ + (7-8f + (8-5) + (6-5) + (5-5) + (1-5f = 102

Step 3: Between Treatment Sum of Squares
Take the sum of th8S, values across all groups to get
SS, = SS+SS+SS+SS

= (Average treatment outcome - Grand nfean)Number of
observations in treatment

(11-8)x4+(8-8)x 4+ (5-8)x 4
36 + 0 +36
72

Between treatment SS is the explained variance.

Step 4 Calculate the relevant degrees of freedons a

df; = N—1

df,, =k—1

df,, = N—k
Or
Df=c-1,n-c
=3-1, 12-3
=2, 9

Step 5 Calculate the relevant mean-square values a

SS,
MS,, =
df,,
and
SS,
MS,, =
df.,,

Step 7 Calculate F as

F = MS,
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I
MS.,.

Step 8.Refer the calculated value Bfto the table of critical values of
F, with the appropriate pair of numerator/danator degrees of
freedom,

For example, if table or critical value d&f = 4.26 ¢=0.05)it must
equal or exceed 4.26 for the means to be significaifferent.

Example 1:

Consider the following scores and means foree students from three
classes:

Class 1 Class 2 Class 3
4 16 10
14 18 19
3 14 7
X = 7 16 12

There seems to be an overalldifference. The question is:

. Is the difference statistically significant?
. If so, is the size of the difference significant?

Let us practice the step by step ANOVA calculatising this example.

Step 1. To begin, you need to calculate the granéam for the three
classes:

Grand x 7+16+12 11.7
3

Step 2:You calculate the total variance sum of squares:
Total Variance sum of Squares £( Each observation — Grana )
= (4117 + (14-11.H + (3-11.7 +

(16 — 11.7)+ (18 — 11.7) + (14 -
11.75 + (10 — 117 + (19 — 117 + (7 -
11.7}

=59.29 + 5.29 + 75.69 + 18.49 + 39. 69
+5.29+2.89 +53.29 + 22.09
Step 3:You calculate between Treatment Sum of Squares

> (Groupx - Grand XN
2 2 2
(7 - 117+ (16 = 11.7)+ (12 i 3

7)
22.09x3 + 18.49x3 + 0.09x3
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66.27 + 55.47 + 0.27
122.01

Step 4:Then Within-Treatment SS (Unexplained variance)

> (Each observation — its groupxy’

= (4—Tj+(14—T)+ 3-Tj+ (16 — 16)+ (18 — 16)+ (14 — 16}+
(10 — 12§ + (19 — 12)+ (7 — 12}

= 9 + 49 + 16 + 0 + 4 + 4 +449 + 25 = 160

When reporting the results of an analysis of vamait is good practice

to present a summary table as shown in eTaBl3. Clearly identifying
each component ofSS df, and MS, allows you to take in the main
details of the analysis at a single glance.

Table 3.3: ANOVA Summary Table

Source of SS Df MS F-cal F-table
Variation

Between | 122.01 |2 61.00

group 2.29 5.14
Within 160.00 6 26.67

group

Total 282.01 8

Interpretation of Computer Output of One-Way ANOVA
The output generated from oneway ANOVA is presebtddw.

Oneway ANOVA

Test of Homogeneity of Variances

Post-test Integrated Science Achievement Score

Levene
Statistic dfl df2 Sig.
2.418 2 45 101
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Post-test Integrated Science Achievement Score

Sum of
Squares df Mean Square F Sig.
Between Gioups 2| 408.896 13.489 .000
§17.792
Within ~ 1364.125 45| 30.314
Grouns
~s T UMP\J
Total 2181.917 47
Post Hoc Tests
Multiple Comparisons
Dependent Variable: Post-test Infegrated Science|Achievement Score
Tukey HSD
Mean
Difference 956 Confidgnce Intervial
(1) Experimental (J) Experimenta| (I-J) Std. Errgr Sig. Liower BoundUpper Bound
Groups Groups
Discovery GroupLecture Group| -.38| 1.947| .980 -5.09 4.34
Controt Group|— 85617 1.947 | .000 384 1328
Lecture Group Discovery Grou .38 | 1.947 | .980 -4.34 5.09
control Group — 8.94* 1.947 .000 1722 13.66
Control Group Discovery Group -8.56* 1.947 .000 -13.28 -3.84
Lecture Group -8.94*1.947 .000 -13.66 -4.22
*. The mean difference is significant at the .05 level.
Homogeneous Subsets
Post-test Integratef Science Achievement Score
Tukey HSD"
Subset for plpha = .05
Experimental Groups N 1 2
Control Group 16 31.13
Discovery Group 16 32960
Lecture Group 16 40.06
Sig. 1.000 .980

Means for groups in homogeneous subsets are displayed.

a. Uses Harmonic Mean Sample Size = 16.000.
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Me@s Plots

42

40

38 4

36 A

34

32 4

1l

Mean o fPost-tes tintegrated Science Achievemen tS

30

T
Discovery Group Lecture Group Control Group

Experimental Groups

There are five separated pieces of informationséteee:

. Table titled Descriptive — gives information about the different
groups. You should always check this firgt tonfirm that the
number of subjects is correct, and to carsidhe descriptive
statistics of the groups.

. The second table is titledest of Homogeneity of Variance—
You look at this table to determine if thessumption on
homogeneity of variance is violated or not. To do/su look at
the column markedSig. If the value is larger than .05 it means
you have not violated the assumption of hgemeity of
variance. If the value is equal or less than &5 lyave violated
the assumption. In the example used for the arslye value is
.101. This is larger than .05 so the assumptidmafiogeneity of
variance is not violated.

. The third table is labelleANOVA — This table gives the various
sums of squares in ANOVA computation. Howeveou are
interested in the column markedig. If the value is equal or less
than .05, then there is a significant differenceagithe means of
the different groups. The value in the above outpud00. This is
less than .0005 which is by far smaller nthad5. You conclude
that there is a significant difference among theamseof the three
groups. The ANOVA table only tells you that a difface exists
without indicating where the difference lies. Itedanot show the
groups that are different.

. To determine which group is different fromhieh other group,
the table titledMultiple Comparison is consulted. This gives the
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results of the post-hoc tests. On this talgleu look down the
column labelledvean Difference.You look for any asterisks (*)
next to the values listed. The asterisksicateé that the two
groups being compared are significantly ddfdér from one
another.

. The final piece of information is th&lean Plots —This gives a
visual comparison of the means of the groups.

Calculating Effect Size

You have learnt how to compute this for t-testthm previous unit. For
ANOVA, the formula is:

SumofSguar esbetween — groups
Total SumofSguares

Eta squared =

SELF-ASSESMENT EXERCISE
Question 1: Are the means significant different?

Question 2
Schools

50

ool A~~N®>
Nobhwbhoou~Nw
NhUWhADwWUQO
DNo~Nwohoo

3.2.2 One-way ANOVA (repeated measure)

In unit 1 section 3.2.3 you learnt of pasample t-test also known
repeated measure or correlated-sample t-t€su can think of this
version of the analysis of variance as éstension. The most
conspicuous similarity between the two is ihe way the data are
arrayed. In the correlated-samplégest we typically have a certain
number of subjects; each measured under tweoditions, A and B. Or
alternatively, we have a certain number oftahed pairs of subjects,
with one member of the pair measured under comdAi@and the other
measure under condition B. It is the same structuite the correlated-
samples ANOVA, except that now the number of cood# is three or

more. When the analysis involves each subjeeing measured under
each of thek conditions, it is sometimes spoken of asrepeated
measuresor within subjects design. When it involves subjects matched
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in sets of three fork=3, four for k=4, and soon, with the subjects in
each matched set randomly assigned to onearather of thek
conditions, it is described asandomised blocksdesign. (In this latter

case, each set &fmatched subjects constitutes a "block.")

Step-by-Step Computational Procedure: One-way ANOVA
(repeated measure)

The logic and procedure of the One-way repeatedoelated ANOVA

are the same as for the independent-samptsion. described in
section 3.2.1 above. In the independent-sssnpdNOVA, SS s
analysed into two complementary componerf&s, and SS,. Each

divided by its respective value df yields a value of MS; and these, in

turn, yield the F-ratio. The numerator of the ratidylS,, reflects the
aggregate differences among the means ok greups of measures; and

the denominator,MS,,, reflects the random variability, commonly
described as "error," that exists inside khgroups.

In most real-life situations, a certain amounthed variability that exists

inside the k groups will reflect pre-existing individuatlifferences
among the subjects. The pre-existing individudifferences are sources

of variability and could be entirely extramso to the question the
investigators were aiming to answer. To avoid tkteameous clutter, all
subjects in a study must be equivalent. Unfortupdkes is not easy to
achieve. Repeated measure ANOVA is a dedigat identifies these
pre-existing differences and removes them. Tpwmtion of S, that is
attributable to pre-existing individual differees is designated as
SSubjects In repeated measure ANOVA it is dropped nfrathe analysis;
and the portion that remainSSSrror, is then used as the measure of
random variability. The formula for calculati@Bubjects iS:

X (3(subj*)2 (r)*
SSubj —
= K N,

When the SSubj is removed from the SSwg what remains isowkn as
SSrror. The formula for calculatin@ Serror is:

SSerror = SSVQ— SSubj

3.2.3 Two-way ANOVA (between groups)

This section will explore two-way between-gpesu ANOVA. Two-way
means that there are two independent vadalded between-groups
means that different people are in each groupuiregample in the last
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section, we considered the effect of teachimgthods on integrated
science achievement. Results indicated tharethwas a significant
difference of the effect of the different method#hwpost hoc indicating

that the major difference was between disgovenethod and control.
We may further ask: Is this the case for bottales and females? With
this question, a second independent variable sexrgduced. One-way
ANOVA can not answer these questions; rathex use what is known
as two-way ANOVA. Two-way ANOVA is a procadu that examines
the effects of two independent variables conculyeihe advantage of

using a two-way design is that you can testriteen effect’ for each of

the independent variables, and also expldie possibility of an
‘interaction effect’. An interaction effect occurs when the effect of one
independent variable on a dependent variable depamthe level of a
second independent variable.

Two-Way ANOVA Computational Procedure

The two-way ANOVA for independent samples gemds exactly the
same way like the corresponding one-way ANOVA. Lukién the one-
way you are required to calculate the suin squares between-group
(SSg)as you did in section on one-way ANOVA. This is theasure of

the aggregate differences among the severalpg. With two
independent variables and the data arrayedthe form of rows-by-
columns matrixSS, is further divided into three parts. As illustrdie

the diagram below.

¥ SSrqpg g MS
\ Sshﬂ #SScolumns =8 MS

~_ : interaction™ % MSiI‘ItEI‘EIﬂ

Frows

column

-/ #MSerror

One part measures the differences among the mé#mes twvo or more

rows SSows), another measure the mean differences amhenigvo or

more columns $S;o|umns), and the third is a measure of the degtee
which the two independent variables inter&Sieraction’. Each of these

three components is then converted into aresponding value ofMS,

with the result that three separakeratios are calculated, and three
separate tests of significance are perfornfede for the row variable,
one for the column variable, and one for the irdéoa between the two
variables).
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You are also required to calculate the swin squares within-groups
(SS,) which is the measure of random variability inside groups. The

SS., is treated the same way as in the one-way asalygenerate the

value for MSerror that appears in the denominator of tReratio. These
are illustrated as step by step as below:

Step-by-Step Two-Way ANOVA Computational Procedure

The discussion above can be summarised in a stefgpyrocedure. To
illustrate this let us consider an examplethw2 rows and 3 columns
(hence rc=6). We will also assume that you haveadly done the basic

calculation to geEX, and® X for each of the groups separately and
for all groups combined.

Step 1:Combining all rc groups together, calculate

(X)
SS =ZXj — —
N;

Step 2. For each of the rc groups separately, utaie the sum of
squared deviates within the group ("g") as

(Exgi)2

SS =Z X% —
N,
Step 3.Take the sum of th8S values across all rc groups to get
SS, = SS+SS+SS+SS+SS+SS
Step 4.CalculateS§, as
SS§, =SS—SS,
Step 5.CalculateSSows as:

(X (X (X
SSows ™ + —
er Nr2 NT

Step 6.CalculateS&ors as:

2 2
SS:OlS: (&01)+ ( XcZﬁ ( XcS) — T
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Ncl ch Ncs
Step 7.CalculateSS,. as:
SSXC = SSQ — SSows — SSols
Step 8.Calculate the relevant degrees of freedom as:
df; = N—1
df,, = N\—rcC
df,, = rc—1
dfrows = r—1
dfcols = c—1
df,. = (r—1)(c—1)
Step 9.Calculate the relevant mean-square values as:
SSSSSS SS
MSrow =S MSM =s |\/|SrX =c MSerro -9
S S C —
dfrows dfcols dfrxc dfwg
Step 10.CalculateF as:
MSrows MScols |\/|SrXC
Frows = Fcols Foc
MSerror  _ MSerror MSerror
Example 1 — Class
Location Class 1 Class 2 Class 3
R1 4 16 16
R2 14 18 19
R3 3 14 7
Example 2
Types of | Class | Class Il Class Il Total ~x
School
All girls 4 16 10 10
All boys 14 18 19 17
Mixed 3 14 ! 8
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Group xClasses= 11.7

Group x for type 2 of school
2

2 2
= (10— 11.7)+ (17 -11.7) (8 —% 3

ADVANCED EDUCATIONAL STATISTICS

7)

8.67 + 84.27 + 41.07

134
Two-Way ANP VA Catcutatjon
E)\cllllp:U . 2 3
class
Types of Fotad
Sb: IUU:
Attgirts 4 16 16 16
AtHboys % 18 19 7
Mhixed 3 4 T o]
Total 7 16 12
3.3 Interpretation of Computer Output from 2-Way

ANOVA

Four tables and a graph are produced whempuater

analysis of a 2-way ANOVA:

Descriptive Statistics

= rateu Dbie Ice /-\LIIiEVEIIIEI L oSCllre

Sex Experimental Groups Mean Std. Deviation N
Males Discovery Group 40.00 7.540 8
Lecture Group 40.00 5.855 8
Contro-Grotp 3156 4408 8
Total 37.17 7.100 24
Females Discovery Group 39.38 4.955 8
Lecture Group 40.13 6.770 8
Centrel-Group 3675 3655 8
Total 36.75 6.661 24
Total Discovery Group 39.69 6.172 16
Lecture Group 40.06 6.115 16
Controt-Group 313 3931 16
Total 36.96 6.813 48
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Levene's Test of Equality of Error Variances

Dependent Variable: Post-test Integrated Science
Achievement Score

F

dfl

df2

Sig.

1.350

5

42

.263

Tests the null hypothesis that the error variance of
the dependent variable is equal across groups.

a. Design: Intercept+SEX+EXPGROUP+SEX
* EXPGROUP

Tests of Between-Subjects Effects

Dependent Variable: Post-test Integrated Science Achievement Score

Tlype Il Sum Partial EtaNoncent, Observed
Source bf Squares df Mean Squafe F Sig. |Squared|Parameter FPower®
Corrected M¢del821.667" 5| 164.333| 5.074 .001 377 | 25.370 971
Intercept  §5564.083 1 65564.0832024.401 .000 .980 024.401) 1.000
SEX 2.083 1 2.083 .064 .801 .002 .064 .057
EXPGROUP| 817.792 2 | 408.896(12.625 .000 375 | 25.251 .994
SEX * 1.792 2 .896| .028| .973 .001 .055 .054
EXPGROUP
Error 1360.250 42 32.387
Total gq7746.000 48

Corrected 2181
Total

917 a7

a. Computed using alpha = .05
b. R Squared = .377 (Adjusted R Squared = .302)

Post Hoc Tests

Experimental Groups

Multiple Comparisons

Tukey HSD

Dependent Variable: Post-test Integrated Sciefce Ach

Mean

ievement Score

95% Confidence Interval

Difference
| (I) Experimental ____ (J) Experimental Grougs (1-J) Std. Error] _Sig. ower BoundUpper Bound
Groups
Discovery Group Lecture Group -.38 2.012 .981 -5.26 451
Control Group 8.56* 2.012 .000 3.67 13.45
Lecture Group Discovery Group .38 2.012 .981 -4.51 5.26
Control Group 8.94*  2.012 .000 4.05 13.83
Control Group Discovery Group -8.56* 2.012 .000 -13.45 -3.67
Lecture Group -8.94* 2.012 .000 -13.83 -4.05

Based on observed means.

*. The mean difference is significant at the .05 level.
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Homogeneous Subsets

Post-test Integrated Science Achievement Score

Tukey HSD*

Subset
Experimental Groups N 1 2
Control Group 16 31.13
Discovery Group 16 39.69
Lecture Group 16 40.06
Sig. 1.000 .981

Means for groups in homogeneous subsets are displayed.

Based on Type Il Sum of Squares
The error term is Mean Square(Error) = 32.387.

a. Uses Harmonic Mean Sample Size = 16.000.
b. Alpha=.05.

Profile Plots

Estimated Marginal Means of Post-test Integrated Science Achievement Sco
42

40 @

38

36 ]

34 |
Sex

32
1] o Males

Estimated Margina IMeans

30 Females

Discovery Group Lecture G'roup Control Group

Experimental Groups

1. Descriptive Statistics: This table provides the mean score$, (
standard deviations (SD) and the number @) item or
candidates for each group check that these vaheesoarect.

2. Levene’s Test of Equality of Error Variances
This is a test of one of the assumptionsdedying ANOVA.
From this table, you should be interested om ttolumn marked
“sig”. If the value is greater than 0.05, the tisstot significant.

If the value is equal to or less than 0.05 theitesignificant. A
significant result suggests that the varianee your Dependent
Variable across the groups is not equal. They dierent. This
situation can be studied by setting a matengent significance
level (e.g. 0.01). If there is no signgiit difference, it means
that the variance of your Dependent Variabla®ss the groups
is equal and that you have not violated themogeneity of
variance assumption.
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Test of Between — Subjects Effects Table

This

Is the main output from two-way ANOVA. This table gives

information on:

4.0

Main Effects: In the left-hand column the Independent
Variables are listed. To determine if thei® a main effect for
each Independent Variable, the column mar®ieds read. |If the
value is equal to or less than 0.05, thdwe main effect for that
Independent Variable is said to be significan If greater than
0.05 the main effect is not significant.

Effect Size: This is provided in the column labelldgta
Squared, unlike in t-test and one-way ANOVA where you have

to manually compute it. You will recall thenterpretation of eta
squared. It is same as previously discussed. Yguanthnis point

read Cohen’s (1988) criterion as discussedieunone-way
ANOVA.

Interaction Effects: This is the row with the 2 Independent
Variables separated by an asterisk (SEX*EXPGRD SPSS

tells you whether there is an interactiontween the two
independent variables in their effect on thependent variable.
To check if the interaction effect of the two degent variables

is significant, you look at the column mark8u for that line for
interaction. If the value is equal to orsdethan .05, the effect is
significant. If the value is larger than .05 th&enaction effect is

not significant. From the output above, these no significant
interaction effect. It means that there ign#icant difference in
the effect of method of teaching on integdatscience
achievement for males and females.

Post-hoc Tests: The ‘f' test can only identify the exstce of
differences.  However, it is only possible know where the
difference lies through post-hoc tests. Thistisshthat compares

the levels of Independent Variables in pairsThe result of the
post-hoc is presented on the table mankedtiple comparisons

The column markedig gives an indication of significance or not.
Plots: Plots allow youvisually inspect the relationship among
your variables

CONCLUSION

In many research situations we are interesiedcomparing the mean
scores of more than two groups. One waylyaisa of variance is
important in this respect. It is so calldmecause it compares the
variances (variability of scores) between the déife groups.
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5.0 SUMMARY

In this unit we have discussed the basiquirements and assumptions
of one-way analysis of variance. We alsornieaof the steps in
calculating f-ration and interpretation of compuetput for a one-way

ANOVA

6.0 TUTOR-MARKED ASSIGNMENT

1) A track coach developed three different medshoof coaching
‘track’. A sample of 21 subjects believed tme of equal ability
was randomly assigned to each of the thteaching methods.
The data below show the time it tool eastbject to run a
particular distance following the coaching prograenm

Method A Method B Method|C

6 3 5

8 4 6

9 4 7

8 3 6

9 4 6

7 3 5

7 3 5

a) Calculate the appropriate analysis of variareoed draw
relevant conclusions

b) Which of the coaching method is superior? (Owi€&)0

2)  Explain the terms:
a) Sum of squared deviates within the group
b)  Sum of squares between groups
C) F-ratio
d) Interaction effect
e) Degree of freedom
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UNIT 3 ANALYSIS OF COVARIANCE (ANCOVA)
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1.0 INTRODUCTION

In the previous sections and units we diseds designs for analysng
variances. You will recall that both in st& and analysis of variance,
we discussed the use of repeated measurgndeth such a design, a
subject is subjected repeatedly to the defereonditions under study.
Unfortunately, there are certain situations emh a repeated-measures

design might not be feasible; and there atbers where, even if it is
feasible, it might not be desirable. In this uné will consider one other

design that has the advantage of removing-egisting individual
differences without resorting to repeated mess This is known as
Analysis of Variance (ANCOVA).

2.0 OBJECTIVES
At the end of this unit, you should be able to:

. explain the uses of Analysis of Variance

. list the Assumptions of ANCOVA

. list the types of ANCOVA

. differentiate among the different types of ANCOVA
. interpret computer output of ANCOVA
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3.0 MAIN CONTENT

3.1 Understanding Analysis of Covariance

The purpose of all research study is to explairefifiect of independent
variable(s) on the dependent variable(s). Ws a research design to
provide structure for the research. Using a resedesign a researcher
controls Independent variables that can h&dp explain the observed
variation in the dependent variable, which in tteduces error variance
(unexplained variation). This method of cohtis called experimental
control, since the research design is structured rbefthe research
begins. Sometimes experimental control is ialiff or impossible. An
alternative is to use what is known agatistical control. An analysis
procedure employed in statistical control tise Analysis of Variance
(ANOVA). Analysis of Covariance is a design that dapable of
removing the obscuring effects of pre-existimdividual differences
among subjects, without resorting to the repeatedsures strategy. It is

a very powerful and robust package. ANCOVA is ageeof ANOVA

and regression for continuous variables. ANCOVAst@ghether certain
factors have an effect after removing the varidocevhich quantitative
predictors (covariates) account. It allows ydo explore differences
between groups, while statistically controllinigr an additional
(continuous) variable.  This additional valeabis one that you suspect
may be influencing scores on the dependeatiable and is called
COVARIATE.

3.1.1 When to Use Analysis of Covariance
ANCOVA can be used when you have:

. Two-group pre-test/post-test design. For exampgbu are
interested in finding the effect of a new educadidntervention.
What you do is to test the subjects befdhe intervention (pre-
test), and after the intervention (post-test). $bares on pre-test
are treated as a covariate to ‘control’ for presérg differences
between the groups.

. ANCOVA is also useful when you have been unabletaomly
assign your subijects to the different groups bsteimd has had to
use existing grouping. This is peculiar techmol situations and
research in education. Many schools may adbw you to
disorganise the school arrangement during ydata collection.
In such situation, you use what is known iasact class. As the
students may differ in a number of attributes (aotlnecessarily
on the one you are interested in), ANCOVAncbe used in an
attempt to reduce some of the differences.
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3.1.2 Assumptions of Analysis of Covariance

You will recall that we discussed the asstioms underlying the
analysis of variance in unit 2. These assumptitsts &ffect analysis of
covariance. You may take time now to retvishe unit on ANOVA to
remind yourself of these assumptions.

In addition to the assumptions for ANOVA,eth are key issues and
assumptions associated with ANCOVA. These tamdil assumptions
and key issues are:

. I nfluence of Treatment on Covariate Measurement

When you plan to use ANCOVA, you must endure thatdovariate is
measured prior to the treatment or experimenfThis is to avoid the
influence of treatment on the covariate.

. Reliability of Covariates

ANCOVA assumes that covariates are measurethow error.
Unfortunately in  education research there are variables ttat be
measured without avoiding errors. Most measutieat rely on
scale may not meet this assumption. To iwvgron the reliability of
your measurement tools you must ensure W@t use good and
validated scales or questionnaire. If it is asaylsation study, make

sure you train your observers.

. Correlations Among Covariates

Your covariates should correlate substantialiyth the Dependent
Variable and not with one another. If covariates correlate strongly
(r=80 and above) you should considerremoving some of the
covariates.

. Linear Relationship between Dependent Variable and Covariate

ANCOVA assumes that the relationship between tipedéent variable
and each of your covariates is linear (ghtiline). It also assumes a
liner relationship between pairs of your covariatg®u are using more

than one. Violation of this assumption reducespineer (sensitivity) of

your test.

. Homogeneity of Regression Sopes

ANOVA assumes that the relationship betwedr tcovariate and
dependent variable is the same for each of thepgtothere should be
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no interaction between the covariatand the dependent variable. If
interaction exists, the result of the ANCOVA wik Inisleading.

3.2 Types of Analysis of Covariance

Analysis of covariance can be used as p#rtone-way, two-way and
multivariate  ANOVA techniques. In this sectiowe will discuss the
different types of ANCOVA. However, computasutput for only one-
way and two-way ANCOVA will be interpreted.

3.2.1 One-way ANCOVA

You will recall that the one-way ANOVA disssed in unit 2 has only
one independent variable and one dependeniabl@ The situation is
similar with the one-way ANCOVA. This involse one independent
variable which is usually categorical variab{ith two or more levels
or conditions), one dependent variable whish a continuous variable
and one or more continuous covariates. Thain difference between
the two designs is that one-way ANOVA has povariates. One way
ANCOVA will tell you if the mean dependent varialsleores at time 2

(post test) for the Independent Variable gsuare significantly
different after initial pre-test (covariate) scoegs controlled for.

Calculating F-ratio for One-way ANCOVA
Four sets of calculations are necessary in oneANGOVA.

. The first is similar to what you learnt IANOVA. These
calculations are on the dependent variable yotir interest. The
set of calculations require you to calculate tha st squares for
total (SS), sum of squares within-group (9Sand sum of

squares between-groups ($S You may wish to refer to these
calculations in the section on ANOVA.

. The second and third sets are aimed at the cowariaspect. The
focus of the second and third sets of datmns is on the
covariate that you wish to statistically contrabr Ehese sets you
are required to calculate the sum of squat@sl and within-
group for the covariate, and the sum of covariates.

. The final set ties the two aspects together.

Because of the complexity in the calculations, Bpeexamples are not
considered here. You are however, advisedrdad any good statistical
group for detailed calculations. We will onlgoncentrate on
interpretation of computer output, since magstrsons employ the
computer to analyse their data when complicatetydesre used.
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Interpretation of Output from One-Way ANCOVA

There are at least 4 tables generated in the oges@raputer analysis:

1.

Table Labelled Descriptive Statistics

Descriptive Statistics

Dependent Variable: Post-test Integrated Science Achievement

Score

Experimental Groups Mean Std. Deviation N
Discovery Group 39.69 6.172 16
Lecture Group 40.06 6.115 16
Control Group 31.13 3.931 16
Total 36.96 6.813 48

This table gives you the group mean scores, stdrdfanations and the
number of subjects in each group.

2. Table Labelled Levene’s Test of Equality of Error \ariances

This allows you check that you have not lated the assumptions of
equality of variance. If value is greater than Q@&re is no significant

difference. This means that there is equaldl variance and the
assumption is not violated. However, if the valsiequal to or less than

.05 (as in the output below), it means thhere is a significant
difference in the variance and that there ne equality of means.
Therefore the assumption is violated.

Levene's Test of Equality of Error Variances

Dependent Variable: Post-test Integrated Science
Achievement Score
F dfl df2
3.464 2 25

Tests the null hypothesis that the error variance of
the dependent variable is equal across groups.
a. Design: Intercept+TOTPRESC+EXPGROUP

Sig.
.040
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Table Labelled Test of Between-Subjects Effects

Tests of Between-Subjects Effects

Dependent Variable: Post-test Integrated Science Achievement Score

This

Type Il Sum Partial EtaNoncegnt.Obsgrved

Source qgf Squares df Meéan Square F Sig. SquaredParameterPower"
832.132

Corrected Model 3R77.377 9.042 .000| .381R27.126| .993
Intercept 1118.909 11118.909 86.474 | .000| .45336.474 | 1.000
TOTPRES{14.340 1| 14.340| .467| .498| .011| .467| .103
EXPGRO (829.547 2414774 13.521| .000| .38127.041| .997
UP
Error  1349.785 44| 30.677
Total 674746.000, 48
Corrected Total 47

2

181.917

a. Computed using alpha = .05
b. R Squared = .381 (Adjusted R Squared = .339)

is the main ANCOVA

results. Very portant pieces of

information are derived from this table. They are:

Column marked Sig: The value on this column tells you if you
(Independent Variable) groups are significantlfediént in terms

of their scores on the Dependent Variablelt also

indicates the

influence of your covariate. To read the valuesexity, you find

the

lines

in the table which correspond ttee

Independent

Variable and covariate. #igis less than 0.05, the difference is
significant. If greater the difference is not sigrant.

Column marked Eta squared:

The value on this column helps

you consider the effect size of your independent variable and

covariate. When the value

is converted tacemage by

multiplying by 100, the value indicates how mucltteé variance

in the dependent variable

variable or the covariate.

is explained by timdependent
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4. Table Marked Estimated Marginal Means
Experimental Groups

Dependent Variable: Post-test Integrated Science Achievement Score
95% Confidence Interva

Experimental GroppsMean |Std. Erron Lower Bound Upper Bound
Discovery Group | 39.705° 1.385 36.914 42.496

Lecture Group 40.103% 1.386 37.310 42.896
Control Group 31.067°| 1.387 28.271 33.863

a. Evaluated at covariates appeared in the model: Pre-test Integrated
Science Achievement Score = 30.58.

This provides you with the adjusted means on tipedéent variable for
each of your groups. “Adjusted” tell you that tHéeet of the covariate
has been statistically removed.

3.2.2 Two-way ANCOVA

Two-way ANCOVA is so called because it inved two independent
variables, which are categorical and consiefs two or more levels or
conditions.  There is only one dependentiabée which is continuous
variable and one or more continuous covagiate Let us consider an
example of the effect of teaching style astudents’ achievement in
mathematics. Let us also assume that there aee&lof teaching style

and that the achievement test was given réefthe treatment (pre-test)
and after the treatment (post-test). Ins thexample, the teaching style
becomes the independent variable, score orthévatics test before
treatment (pre-test) is the covariate and scorensathematics test after
treatment (post-test) is the dependent variabl Assuming that the
situation involves sex (boys and girls), tlsex becomes a second
independent variable. In this example inimv two independent
variables, one dependent variable and one covatisdest statistics is
two-way ANCOVA.

Interpretation of Computer Output from Two-Way ANCO VA

Six tables and a graph are generated for the twoANCOVA. Tables
generated are interpreted to give pieces of infionas follows:

1. The first table is LabelledDescriptive statistics. This gives the
value of the mean, standard deviation and numbsulofcts for
each group forthe individual variables. Ihet output below, the
mean and number of males and females in diféerent
experimental groups and sex are given. Tm#l also help you
check for errors especially during data entry.
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Descriptive Statistics

Dependent Variable: Post-test Integrated Science Achievement Score

Experimental Groups Sex Mean Std. Deviation N
Discovery Group Males 40.00 7.540 8
Females 39.38 4.955 8
Total 39.69 6.172 16
Lecture Group Males 40.00 5.855 8
Females 40.13 6.770 8
Total 40.06 6.115 16
Control Group Males 31.50 4.408 8
Females 30.75 3.655 8
Total 31.13 3.931 16
Total Males 37.17 7.100 24
Females 36.75 6.661 24
Total 36.96 6.813 48

2. Table Labelled_evene’s Test of Equality of Error Variances

This tests the non violation of the assumptiof equality of variance.
The interpretation is same as in previous units.

Levene's Test of Equality of Error Variances

Dependent Variable: Post-test Integrated Science
Achievement Score

F dfl df2 Sig.
1.730 o 42 149
Tests the null hypothesis that the error variance of the
dependent variable is equal across groups.
a. Design:

Intercept+TOTPRESC+EXPGROUP+SEX+EXPGROUP
*SEX

3. Table labelledrest of Between-Subjects Effects

This is the main two-way ANCOVA results. From thable you should
consider the following important pieces of informat

. If there is a significant main effect of ethtwo independent
variables on the dependent variable

. If the interaction between the two independemriables is
significant

. The influence of your covariates(s)
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Tests of Between-Subjects Effects

Dependent Variable: Post-test Integrated Science Achievement Score

Tlype 11l Sum Partial EtaNoncent]Observed
Source pf Squareg df Mgan Square, F Sig. |SquaredParametef Power”
Corrected 836.064" 6| 139.344 | 4.245 .002 .383 | 25.470 .960

Model

Intercept 1109.746 11109.746 33.807 .000 .452 | 33.807 | 1.000
TOTPRESC| 14.397 1| 14.397 .439 512 .011 439 .099
EXPGROUP| 829.605 2| 414.803 12.637 .000 .381 | 25.273 .994
SEX 1.512 1 1.512 .046 .831 .001 .046 .055
EXPGROUP[* 2.408 2 1.204 .037 .964 .002 .073 .055
SEX

Error 1345.853 41| 32.826

Total 67746.000 48

Corrected 2181.917 47

Total

a. Computed using alpha = .05
b. R Squared = .383 (Adjusted R Squared = .293)

To do this you look at the column markety for each of the
independent variables and interactions. If theea equal or less than

0.05 then there is a significant differendé, value is greater than 0.05
then the differences are not significant.

. The effect size is derived from the corregpog eta squared
value. You can determine how much of the vaeana the
dependent variable is explained by the. Independamables.

4. Tables Labeled Estimated Marginal Means
These tables give you the adjusted means on thendept variables for
the groups after the effects of the covaf(@t have been statistically

removed.

Estimated Marginal Means

1. Expefimental Groups

0 ol 4\ [ H Ll Im} 44 4 1 4 FPs I a P | 4
Bependent-yearable—Pdsi-tesiriegrated-Seienee—ehievement-Seare

95% Confidgnce Interval

Experimental Groups Mean Std. Error | Lower Bound | Upper Bound
D;Dbuvcly OTUuupy Jv.IUDH 1.400 00.01Z HL.099
Lecture Group 40.103a 1.434 37.208 42.999
Control Group 31.066a 1.435 28.168 33.965

a. Evaluated at covariates appeared in the model: Pre-test Integrated
Science Achievement Score = 30.58.
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2. Sex
Dependent Variable: Post-test Integrated Science Achievement
Score
95% Confidence Interval
Sex Mean Std. Error | Lower Bound | Upper Bound
Males 37.136° 1.170 34.772 39.500
Females 36.781° 1.170 34.417 39.144

a. Evaluated at covariates appeared in the model: Pre-test
Integrated Science Achievement Score = 30.58.

3. Experimental Groups * Sex

Dependent Variable: Post-test Integrated Science Achievement Score

D5% Confidence Intervpl
Experimental Groups Mean $td. ErrorLower BoundUpper Bojnd
SEexX
Discovery Group Males | 40.025°2.026 35.934 44.117
Femalep39:385{2:026 35294 A3476
Lecture Group Males | 39.964°2.026 35.872 44.057
Fematep40:24212-033 36:-136 A4.349
Control Group Males | 31.418°2.029 27.320 35.517
Femates 36 714'2:626 267622 34867

a. Evaluated at covariates appeared in the model: Pre-test Integrated Science
Achievement Score = 30.58.

Sometimes you may request for a plot (gramh) the adjusted means.
The plot is presented below.

Profile Plots

stimated Marginal Means of Post-test Integrated

42

40
38
36
34

32

Estimated Margina IMeans

0

30

Discovery Group

Experimental Groups

Lecture Group

cience Achievement Sco

Sex—

(]
Males

Females

Control Group
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3.2.3 Multivariate ANCOVA
Multivariate ANOVA or MANOVA

This is called multivariate because it hasren than one (many)
dependent variables. For example you may wisimtbdut the effect of

different methods of teaching on studentsfgperance and interest in
science. Here you have just one independariable — methods of
teaching which must have more than 2 levelge.g. lecture, inquiring
and demonstration) and two dependent variablesperformance in
science and interest in science (Multi-depaehdgariable). In this
example with just one independent variable ist known as one-way
MANOVA. If there aretwo independent variables, it is knownta®-
way MANOVA, more than two independent variablés is higher
factorial design.

What do you need?

. one, two or more independent (categorical varigbles
. two or more continuous dependent variable.

4.0 CONCLUSION

Analysis of covariance is an extension of analgéigariance. It allows
you to explore differences between groups lavhtontrolling for an
additional variable.

5.0 SUMMARY

In this unit we have learnt about Analysis of Caslace. We discussed
the assumptions of ANCOVA and types of ANCOVWe also learnt
how to interpret computer output for ANCOVA.

6.0 TUTOR-MARKED ASSIGNMENT

1) List and explain two major differences betwean Analysis of
Variance and Analysis of Covariance

2) What are key issues and assumptions associatedhiNBOVA

3) In a study to reduce fear of statistics two groofpstudents made
up of male and female students were treatgth two
programmes mathematics skills and confideneaglding. An
instrument to measure the students’ fear stdtistics before the
intervention was used. Data on fear of sfia8 was collected
before and after the intervention. Part d&fe toutput for the
analysis is:
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Intervention Sex Mean| Std. N
Deviation
Maths Skills Male 37.25|5.50 8
Female |38.14|3.44 7
Total 37.67|4.51 15
Confidence Building Male |40.57]5.56 7
Female |34.50|4.78 8
Total 37.33]5.88 15
Total Male 38.80(5.60 15
Female |36.20|4.48 15
Total 37.50]5.15 30
Part of Test of Between Subject Effects
Source Type 111 Suml o df Medn Sig.
Squares Square
Fear of
Statistics 1 545.299 1 |545.299 [164.69§ .000
Group
4.739 1 {4.739 1.431 |.243
Sex
4.202 1 |4.202 1.269 |.271
Group* Sex
104.966 1 |1104.966 |31.703].000
Error
82.772 25| 3.311

All assumptions satisfied, interpret the resultthie output above.
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1.0 INTRODUCTION

In modules 3 we looked at techniques for testiagjsgical significance

of differences between and among means. Theretaatiens when the

interest is on exploring relationship among vaeabln this section we

will focus on dictating and describing redaiships among variables.

These techniques are mostly used by resaarckagaged in non-
experimental research designs. Unlike experiatemesigns, variables

are not deliberately manipulated or controlledheathey are described

as they exist naturally. In this unit we consider technique known as
Correlation.
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2.0 OBJECTIVES

At the end of this unit, you should be able to:

. describe the different types of relationships

. list the different forms of relationship

. differentiate between correlation and causality

. calculate Pearson product-moment correlation agefit
. calculate partial correlation coefficient

. calculate coefficient of determination

. interpret correlation

3.0 MAIN CONTENT
3.1 Understanding Correlation

Correlation is a description of the strengdmd direction of a linear
relationship. In correlation you are interéstén exploring the
association between pairs of variables. Let usrblegiconsidering two
variables, X andY, in the case where egmrticular value of X is
paired with one particular value of YFor example: the measures of
height for individual human subjects, pairedth their corresponding
measures of weight; the number of hours thatividual students in a
statistics course spend studying prior to exam, paired with their
corresponding measures of performance on dRam; the amount of
class time that individual students in atistias course spend snoozing
and daydreaming prior to an exam, pairedhwiheir corresponding
measures of performance on the exam; and so oseTdre examples of

what is known as relationship. We will consider thigerent types and
forms of these relationships.

3.1.1 Types of Relationship

Relationship can be of different types amoini’s. There are two major
types of relationship — linear and curvilinear:

1. Linear Relationship
A relationship that can be described by taaight line is spoken of as
linear (short for 'rectilinear’). The various forms thaear correlation is

capable of taking are:

Positive correlation The plot for a positive correlation, ornet other
hand, will reflect the tendency for high wes of X to be associated
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with high values of Y and vice versa; hence, the data points willl ten
to line up along an upward slanting diagonal.

Negative correlation- The plot for negative correlation will reflet¢tet
opposite tendency for high values oftX be associated with low values

of Y, and vice versa; hence, the data points will terithe up along a
downward slanting diagonal.

Zero correlation - In the case of zero correlation, theordnate plot
will look something like the rather pattees$ jumble shown in
Figure 3.2a, reflecting the fact that there is ysteamatic tendency for X

and Y to be associated, either the one veay the other.

Perfect correlation

When the data points line up along the oy like beads on a taut
string it is typically spoken of gserfect correlation.

2. Curvilinear Relationship
This is a relationship that can be described byraed line.
3.1.2 Graphical Representation of Relationships

You can plot the relationship between tworialdes graphically. This
coordinate plot is known aatterplot or scattergram. Scatterplot is a

standard method for graphically representing theiosship that exists

between two variables, X and Y, in the case whaoh @articular value

of X, is paired with one particular value of YThis is aivariate list.

Steps in Constructing a Bivariate Coordinate Plot.

When you have a bivariate list, you have to folkbw following steps to
construct a coordinate plot:

. Lay out two axes at right angles to each otheBy convention,
the horizontal axis is assigned to the X varialole #he vertical
axis to the Y variable, with values of Xcigasing from left to
right and values of Y increasing from bottom to.top
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In examining the relationship between two causalgted variables, the
independent variableis the one that is capableiofluencing the other,

and thedependent variable is the one that is capable of being
influenced by the other. For example, the amount tiohe you spend
studying before an exam can affect your subsecquenfidrmance on the
exam, whereas your performance on the exannat retroactively
affect the prior amount of time you spent studyimgit. Hence, amount

of study is the independent variable and perforreancthe exam is the
dependent variable. By convention X axis left for the independent
variable and the Y axis for the dependent variadbbe.cases where the
distinction between "independent” and "depetidetioes not apply, it
makes no difference which variable is cakedand which is calledY.

In designing a coordinate plot of this type, ihat generally necessary

to begin either the X or the Y axis atwerThe X axis can begin at or
slightly below the lowest observed value of &nd the Y axis can begin

at or slightly below the lowest observed value of Y

. Plot the various values of X against Y

Figure below illustrates a scatter plot.

Pair XY,

a 1 |6

b 2 |2 Y ¢ ®

c 3 |4 4 —
d 4 |10 Z "
e 5 112 I
f 6 |8 X
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The different forms of relationships can also qgesented graphically
as shown in the figures below

F.Zc
"

b
F.2e
"

x

3.2a is a case of zero relationship. Theordioate plot looks rather
pattern-less, reflecting the fact that there isystematic tendency for X

and Y to be associated, either the one way orttiner03.2b is a case of

a positive relationship. This reflects the tendefacyhigh values of Xto

be associated with high values of, Yand vice versa; hence, the data
points will tend to line up along an upward slagtthagonal. 3.2d is a

case of negative relationship. This refle¢te opposite tendency for
high values of Xto be associated with low values of &nd vice versa;

hence, the data points will tend to line @ong a downward slanting
diagonal. In 3.2c and 3.2e data points linp along the diagonal like
beads on a string. This arrangement is #&flyic spoken of asperfect
relationship. These would represent the maximunnesegf relationship

that could possibly exist between two vaeabl In the real world you
will normally find perfect relationship onlyn the realm of basic
physical principles; for example, the relatbip between voltage and
current in an electrical circuit with congtamesistance. Among the less
tidy phenomena of the behavioural and biologicadrsmes, positive and
negative relationships are much more likely to occu
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3.1.3 Assumptions of Correlation

There are a number of assumptions for correlafibese are:

. Level of Measurement — The scale of measenemshould be
interval or ratio scale (except when you éhawne dichotomous
variable such as sex)

. Related Pairs — each subject must providescare on both
variable X and variable Y

. Independence of Observation — the observatidmst make up
your data must be independent of one another.

. Scores on each variable should be normally digeibu

. The relationship must be linear

3.2 The Measurement of Linear Correlation
3.2.1 Pearson Product- Moment Correlation Coeffiant

The primary measure of linear correlation tise Pearson product-
moment correlation coefficient symbolised by the lower-case Roman
letter r, which ranges in value fromm=+1.0 for a perfect positive
correlation tor=—1.0 for a perfect negative correlation. Teidpoint

of its range, r=0.0, corresponds to a complete absence mfelation.
Values falling betweenr=0.0 and r=+1.0 represent varying degrees of
positive correlation, while those falling betwn r=0.0 and r=-1.0
represent varying degrees of negative coroglat

The raw measure of the tendency of two variableanX, to co-vary

is a quantity known as the&ovariance Covariance is a measure of the
degree to which two variables, X andY, ewyw Pearson product-
moment correlation coefficient is a simple ratidvizeen:

. the amount of covariation between X and Nattis actually
observed, and
. the amount of covariation thatvould exist if X and Y had a

perfect (100%) positive correlation.

Thus

The quantity listed above as "maximum possibletp@scovariance” is
precisely determined by the two separate amags of X and Y.
Specifically, the maximum possible positive vaoance that can exist

between two variables is equal to tlgeometricmean of the two
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separate variances. So the structure of the rakdtip now comes down
to:

observed covariance
|" =

sqrt[ (variance) x (variance)]

(where sqrt. = square
root)

Although in principle this relationship invas two variances and
covariance, in practice, through the magicalgébraic manipulation, it
boils down to something that is computationally msanpler.

The third item, SC,, denotes a quantity that we will speak af the
sum of co-deviatesand as you can no doubt surmise from the name, it

is something very closely akin to a sum of squaledates. SS is the

raw measure of the variability among the ueal of X SS is the raw
measure of the variability among the values pWdSC,, is the raw
measure of theo-variability of X and Y together.

SCy
r=
sqri[SS, x SS]

From our previous Modules and units you wikcall that for any
particular item in a set of measures of the vaeiahl deviatg=X, —
My ; Similarly, for any particular item in &et of measures of the
variable Y, deviateY, —M,

The relationship between codeviates and deviatgises by:

co-deviatg, = (deviatg) x (deviate)

And finally, the analogy between a co-deviate asdw@ared deviate:

For a value of X the squared deviate is
(deviate) x (deviate)

For a value  of Y. it is
(deviate) x (deviate)

And for a pair of Xand Y values, the co-deviate is
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(deviate) x (deviate)

This should give you a sense of the undeglyconcepts. Just keep in
mind, no matter what particular computatiorsequence you follow
when you calculate the correlation coefficiethat what you are
fundamentally calculating is the ratio

observed covariance
r=
maximum possible positive covariance

which, for computational purposes, comes down to

SCu«
r=
sqri[SS, x SS]

Example

Consider the pairs of X and Y as shown below, tepssfor calculating
ris:

Step 1: Calculating the square of each value of ahd Y, along

with the cross-product of each YX pair. These are the
items that will be required for the calculationtioé three

summary quantities in the above formuldS, SS, and

SS..
2vi

Pair— XY, X XY
a 1 6 1 36 | |6
b 2 |2 4 |4 4 2
c 314|916 |12 |Y°¢ ’
d |4 |10 |16|100 |40 -
e 5 |12 125144 |60 .
f 6—8 36 64 48 01z 3

sums 214291364 —170
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Step 2 Calculate the sum of squared deviatesor X, ans Y values
using the formulae

SS, =in2-—|‘

N=6 [because there are 6 values  of X
ZXi2=91

zX;=21

(EX) = (21) = 441

Thus:
SS =91—(441/6) = 17.5

Similarly, the sum of squared deviates for sat of Y values can be
calculated according to the formula

sy, |

SSY = z‘fiz i ( I]
N

N = 6 [because there are 6 values of ] Y
2Y2 =364
LY, =42
(ZY) = (42y=1764
Thus:

SS = 364—(1764/6) = 70.0

Step 3: Calculate (SG/)sum of co-deviates for paired values of ;X
and Y;using the formula:;

SCxy = Z[xivi]_ M

N =6 [because there are 6rXpairs]
X, =21

ZY =42

(X)( &) =21 x42=2882

Z(XY) =170
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Thus:
SC,, = 170—(882/6) = 23.0

Step 4: Calculate the Correlation Coefficient usinghe formula:

SCy
sqrt[SS x SS]

23.0
= =+0.66
sqrt[17.5 x

70.0

3.2.2 Coefficient of Determination

A closely related companion measure of linearrelation is the
coefficient of determination symbolsed asr’, which is simply the
square of the correlation coefficient. Theefficient of determination

can have only positive values ranging frorme+1.0 for a perfect
correlation (positive or negative) downrte0.0 for a complete absence

of correlation. The advantage of the corretat coefficient, r, is that it
can have either a positive or a negativgn,siand thus provide an
indication of the positive or negativdirection of the correlation. The
advantage of the coefficient of determinatiari, is that it provides an
equal interval and ratio scale measure ofsthength of the correlation.

In effect, the correlation coefficient, gives you the true direction of the
correlation (+or —) but only the square troof the strength of the
correlation; while the coefficient of determinatjof) gives you the true

strength of the correlation but without an indioatbf its direction. Both

of them together give you the whole works.

From the example in the previous section 3.2.1:

r* = (+0.66§ = 0.44
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3.2.3

MODULE 4

Interpretation of Computer Output for Pearsan Product-

Moment Correlation

Correlations

Score on | Score in
Reading Exam

Score on Reading Pearson Correlation 1 .010

Sig. (2-tailed) : .949
N 48 48

Score in Exam Pearson Correlation .010 1

Sig. (2-tailed) .949 .
N 48 48

Step 1

Step 2

Step 3

(.010)

Step 4

Step 5

Check and make sure the N (number of cases) isatorr

Determine the direction of the relationship. Whghss in

front of r? Is it positive or negative? n Ithe table above
there is a positive relationship. Meaning tthacrease
reading score increase exam score.

Determine the strength of the relationship. sThias to do
with the size of the value of r. Cohen (1988) sustjge
r=.10to .29 orr =-.10 to -.29 is small relatdip

r=.30to .49 orr =-.30 to -.49 is medium redaship

r=.50to 1.0 orr =-.50to -1.0 is large relasbip

From table above the relationship is extrgmaimall

Calculate the Coefficient of Determination. Thisisply
the square of r. You can convert this tercpntage by
multiplying by 100. From our example it is:
r*=.010 x .010 = .0001
=100 x .0001 = .01%

Assess the significant level — This is from the roarked

(Sig. 2 tailed). Report this but ignore it since it is greatly
influenced by sample size.

3.3 The Measurement of Partial Correlation

Partial

correlation is similar to Pearson duct-moment correlation,

except that it allows you to control for aadditional variable.  The
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additional variable is usually a variable tthgou suspect might be
influencing your two variables of interest. Letagnsider two variables

X and Y. The relationship between the twariables is influence by a
third one Z. Graphically the relationship is:

'
\ v
Partial correlation statistically helps to remokie tnfluence of the third

variable, which if left to exist will inflat the correlation between the
two variables of interest.

For partial correlation you need three camdims variables. Two of the
variables are those you wish to explore their i@ship, while the third
is that you will control.

3.3.1 The Measurement of Partial Correlation

Suppose you measured each of N subjects ach eof your three
variables, X, Y, and Z, and found the following i&ations:

Xversus Y: r, =+.50 r’y =.25
Xversus Z: r,, =+.50 r’xz=.25
Y versus Z: r,, =+.50 r’z=.25

Considering the value of, which in each case is equal to .25, it means

that for each pair of variables—XY, XZ, avid—the covariance, or
variance overlap, is 25%. Partial correlation g@cedure that allows us

to measure the region of three-way overlagcipely, and then to
remove it from the picture in order to detme what the correlation
between any two of the variables would be (hypath#y) if they were

not each correlated with the third variablBlternatively, you can say
that partial correlation allows us to detareni what the correlation
between any two of the variables would be (hypath#y) if the third

variable were held constant.

The partial correlation of X andY, with theffects of Z removed (or
held constant), would be given by the formula
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B rxv_(r xz)(r YZ)
Moz~

sqrt[1—r3xz] x sqrt[1—r>z]
Considering our example it would work out as:

.50—(.50)(.50)

MyZ
sqrt[1—.25] xsqrt[1—.25]
=+.33
Hencer’xy.z = .11
3.3.2 Interpretation of Computer  output on
Correlation

There are two outputs as shown below:

--- PARTIAL CORRELATION CEBGFFICIENTS

Zero Order Partials

PRESCOA TOTPOSCO PRESCOB

PRESCOA 1.0000 .0096 4308
(0 ( 46 ( 46)
P=. P=.949 P=.002
TOTPOSCO .0096  1.0000 .0584
( 46) ( 0 ( 46)
P=.949 P=. P=.693
PRESCOB 4308 .0584  1.0000

(46) ( 460 ( 0
P=.002 P=.693 P=.

(Coefficient / (D.F.) / 2-tailed Significance)

" . "is printed if a coefficient cannot be complite

113

Partial



EDU 922 ADVANCED EDUCATIONAL STATISTICS

--- PARTIAL CORRELATION CEBGFFICIENTS

Controlling for.. PRESCOB
PRESCOA TOTPOSCO

PRESCOA 1.0000  -.0173
(0 ( 45
P=. P=.908

TOTPOSCO -0173  1.0000
(45 ( 0
P=.908 P=.

(Coefficient / (D.F.) / 2-tailed Significance)

. "is printed if a coefficient cannot be compaite

The firstis the normal Person product-momentetation between the

two variables of interest. In this case i# .0096 or .01. In the second
matrix the third variable has been controlléor and the new partial
correlation given as -.0173. This has changbkd direction of the
relationship.

4.0 CONCLUSION

There are a range of techniques available to egpklationships. These

vary according to the type of research doestthat needs to be
addressed and the type of data availablerre@tion is used when you
wish to describe the strength and directioh the relationship between
two variables (usually continuous). It can alsaibed when one of the
variables is dichotomous (that is it has only tvatues).

5.0 SUMMARY

In this unit we learnt of different typesnda forms of relationships. We
also learnt how to calculate correlation €&omnt. We practiced the
calculations of Pearson product-moment coeffiti and partial
correlation coefficient. Interpretation of compudert-put for correlation

was also considered.
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6.0 TUTOR-MARKED ASSIGNMENT

(1) The following data are marks obtained by &fudents out of a
maximum of 10 marks for each subject:

Botany 3 6 4 6 4 7 5 5
4 7

Zoology 4 6 5 7 4 7 6 6
5 8

Draw the scatter diagram and calculate tlwretation co-
efficient

(2) The following data are scores made @aching and
administrative abilities of 10 headmasters some secondary
schools in Lagos:

Teaching Ability (X) 7 2 6 3 6 6
6 1 1 3

Admin. Ability (Y) 5 1 3 4 8 3
6 0 2 4

Show that there is a relationship betweenchisg and
administrative abilities by:

a) Drawing the scatter diagram of the data
b)  Calculating the coefficient of correlation
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1.0 INTRODUCTION

Regression analysis refers to a class ofisstal techniques that study
relationship between a criterion (dependentiabée) Y’ and one or
more predictor (independent variables) ‘X’. Hme last unit you learnt
about correlation. You learnt that the theory ¢érdependence lead to

the theory of correlation. In this unit you willden of regression which
relates to the theory of dependence. The unitneitlgo into details of
calculation; rather the emphasis will be catep analysis which is
mostly used these days in research. If yare interested in detailed
manual computation, you are advised to consuly good statistical
textbook.

2.0 OBJECTIVES

At the end of this unit, you should be able to:

. differentiate between correlation and regression

. write regression equations

. explain the different regression models

. list the assumptions of multiple regression

. interpret computer outputs for the differetypes of multiple
regression
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3.0 MAIN CONTENT

3.1 Understanding Regression

The means by which a regression study ifecefd is known as
regression equation. The general form of regressguation is:

v=10K, Xz .oty X))

where the circumflex on the y denotes that whakiag represented by
the function of the X’s is a predicted or modeledajue rather than an
actually observed one.

The function f () may be a simple linear functadra single predictor
or complicated weighted sum of several ptedi; raised to various
powers and may also include products of two or npoeglictors

3.1.1 Types of Regression Models

There are different types of regression models:

. Simple Linear Model — This takes the form of a &Agredictor
linear equation
y=Db+bX

This is the simplest regression model.

. Multiple Linear Regression — When you add sacond predictor
variable to a simple linear model you gehatv is known as
multiple linear regression. This takes the form of

y=h+bX,+b+X

. Polynomial Regression — It is also possilie make the linear
regression model more complex by adding succegsavedrm in
X? X etc while holding the number of actual predictariable
to one. Such regression equation is known pasynomial

regression.

. Multiple Non-linear Regression — This is a modigttcombines
the complexities of multiple linear and pabynial regression
models
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3.1.2 Major Types of Multiple Regressions

There are a number of multiple regressiompesy that you can use for
your analysis depending on the nature of tneestions you wish to
address.

. Standard Multiple Regression — This is when allitftependent
(predictor) variables are entered into a esgion equation
simultaneously. This is the most widely used type.

. Hierarchical or sequential Multiple Regression +his type the
independent variables are entered in an orsigecified by a
researcher. For example if you are interested knowing how
well ones reading predicts performance in exam, after the
effect of age is controlled for, you will entereags block 1 and
reading as block 2

. Stepwise Multiple Regression — In stepwise modhel statistical
programme is allowed to select which variabkgll enter the
regression equation first, and in which orderladl variables will
go. This is unlike the hierarchical wheree thresearcher
determines which goes first.

3.1.3 Assumptions of Multiple Regressions
The major assumptions of multiple regressions are:

. Sample size — The issue here is that of generalisatibtany
authors argue on the sample size for multiple ssgjoas. Stevens
(1996, p. 72) recommends a sample size Bf subjects per
predictor for a reliable equation. Tabachnick arel (1996, p.

132) gave a formula for calculating sample sizdlas50 + 8m
(where m = number of independent variables) If jaue say 4
variables you will need 82 cases. For stepwisesuggested that
40 cases are needed per every independent variables

. Multicollinearity and Singularity — Multiple regressions do not
like multicollinearity and singularity. Miltidbnearity exists
when the independent variables are highly corréldte= .9 and
above). Singularity is when one independent vagiagbhctually a
combination of other independent variables.

. Outliers — Multiple regressions are very sensitive taotliers
(very high and very low scores). They should beaesd in the
data for regression.

. Normality, linearity, homoscedasticity, indepenénce of
residuals — These all refer to various aspects of distion of
scores. The scores should be normally distribdtade a straight
line relationship and the predicted dependeatiable scores
should be the same for all predicted scores.
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3.2 Interpretations of Computer Output of different
Multiple Regression

When assumptions are satisfied, the computer prageawill generate
output for the regression analysis. In thalloWwing sections we will
interpret the outputs for the different types ajression.

3.2.1 Standard Multiple Regression

Correlations

Post-test Post-test Post-test
Score for Score for Score for
Section A Section B Section C
Pearson Correlation Post-te;t Score 1.000 706 496
for Section A
Post-test Score
for Section B 706 1.000 565
Post-test Score
for Section C 496 565 1.000
Sig. (1-tailed) Post-test Score
for Section A 000 000
Post-test Score
for Section B 000 ' 000
Post-test Score 000 000
for Section C ' '
N Post-test Score 48 48 48
for Section A
Post-test Score
for Section B 48 48 48
Post-test Score
for Section C 48 48 48

Model Summary’

Adjusted Std. Error of
Model R R Square R Square the Estimate
T (16° .513 491 2.197

a. Predictors: (Constant), Post-test Score for Section C,
Post-test Score for Section B

b. Dependent Variable: Post-test Score for Section A
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ANOVA
Sum of

Model Squares| df WMean Square F Sig.
1 Regressi [228.451 2| 114.225| 23.664 .000°

on

Residual [217.216 45 4.827

I otal 445,06/ 4/

a. Predictors: (Constant), Post-test Score for Section C, Post-test Score for Section B

b. Dependent Variable: Post-test Score for Section A

Coefficients
eHHcle s

UnstandardizedStandardized

Coefficients Coefficients Collinearity Statistics
Model B $td. Errgr Beta t Sig. Tplerance VIF
1 (Constant) .538| 1.841 292 | 771
Post-test $core
790| 159 .625| 4958 | .000| .681 | 1.468
for Sectior] B
Post-test $core a4l 4 4on PPN faa | 4 ano
179 157 L0 1.100 40 r4 o4l 1.400

for Section C
a. Dependent Variable: Post-test Score for Section A

Coall IPHY PR . Y 1
UNmiearity idyiivotivo

Variance Propdartions
Post-test|Post-test
Condition Score forScore for
ModelDimens Bigenvalu¢ Index (Constant)Section BSection (
ion

<7

1 1 2.964 | 1.000 .00 .00 .00
2 1.987E-02 12.214 .99 A7 .26
3 1.636E-02 13.459 .00 .82 74

a. Dependent Variable: Post-test Score for Section A
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Residuals Statisticd

MinimumMaximum Mean Std. Deviation N

Predicted Value 9.26 | 17.19| 12.42 2.205 48
Std. Predicted Valug -1.432 2.166 .000 1.000 48
Standard Error of

320 844 537 118 48
Predicted Value
Adjusted Predicted 9.20 | 16.96 | 12.42 2.204 48
Value
Residual -5.06 4.23 .00 2.150 48
Std. Residual -2.304 1.927 .000 .978 48
Stud. Residual -2.487 | 1.987 -.001 1.016 48
Deleted Residual -5.90 4.50 .00 2.320 48
Stud. Deleted -2.648 | 2.058 -.003 1.032 48
Residual
Mahal. Distance 016 | 5963 | 1.958 1.313 48
COOK'S Distance .000 34T 027 0527 a3
Centered Leverage Valu(()eOO 127 .042 .028 48

a. Dependent Variable: Post-test Score for Section A

Charts
Normat P-PPlot of Regression Stanggrdized Residual

::nl:l:ll:pu
Dependent Variable: Posttest Score for Section A
| -~
1.00 o

.75 =1=]

o
o™

o=
oo®

[= =]

.50

Expected Cum Prdb

.25
0.00
0.00 .25 .50 .75 1.00

Observed Cum Prob
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Scatterplot
Dependent Variable: Post-test Score for Section A

Regression Standardized Residual

Regression Standardized Predicted Value

Stepl Checking the Assumptions

From the table labelled Correlation confirhatt your independent
variable show some relationship with the deleat variable (at least

0.3). Also check that the correlation between yodependent variables

is not too high (7 and above). In this raple you have r = .706, .496
and .565 respectively. You can also check &ssumptions from table
labelledCoefficient. Look for the values given under the column headed
Tolerance.If this value is very low (near 0) then this indesithat the

multiple correlations with other variables are higghthis example it is

quite respectable (.681), so we do not appea have violated the
assumption of multicollinearity.

Examine the scatter plot and the normal prolgipliot. In the normal
probability plot you expect that your pointsill lie in a reasonable
straight diagonal line from bottom left to top rigfhis will suggest no
major deviation from normality.

Step 2 Evaluating the Model

Look at the model summary and check theuevaiven under the
heading R Square. This tells you how much of the variance the
dependent variable is by the model. In the exanme513 or 51.3%.

This is quite respectable result.

Step 3 Evaluating each of the Independent Variables

This enables you to know which of the variableduded in the model
contributed to the prediction of the dependesmriable. This you will
find from the table labelledCoefficient. You look in the column
labelled Beta under Standard Coefficients. Look for the variable that
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made the largest contribution. In our examplieis Post test B (.625).
This variable also made a significant uniqaentribution because the
column markedig.is (.000).

3.2.2 Hierarchical Multiple Regression

Step 1 Evaluating the Model

Check R Squarefrom the table labelled Model Summary. Inisthcase
we have .499 (49.9%) after blockl variablas hbeen entered and .513

(51.3%) after block 2. After the third variable ss@ontrolled you have
.014

Model Summary

Change Statistics

Adjus Std. R Square

ted Error of
Model R R R the ChangeF Change dfl| df2Sig. F Change
Squpre Squar Estimate

e

1 .706°.499 488 2.204 .49945.750 1 46 .000
2 ./16b 513 .491 2.197 .0141.290 1 45 .262

a. Predictors: (Constant), Post-test Score for Section B

b. Predictors: (Constant), Post-test Score for Section B, Post-test Score for Section C
I\I\‘!O\vl
Sum of
Model Squares df  Mean Square F Sig.
1 Regression 222.226 1 222.226 | 45.750 .0007
Residual |223.441 46 4.857
Total 445.667 47
Z Regression 228.451 2 114.005 23.664 -000°
Residual 217.216 45 4.827
Total 445.667 47
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Step 2 Evaluating each of the Independent Variables

This will help you find out how well each of thenables contributed to
the equations. You look at the table markédefficients. Look in the
model 2 which summarises all the results withlel variables entered.

In this example only post test B made a significanttribution.

Coefficients

Unstandardized [Standardized

Coefficients Coefficients
Model B Std. Error Beta t Sig.
1 (Constant) 1.484 1.647 901 372
Post-test Scolle
.892 132 .706 6.764 .000

for Section B

2 (Constant) 538 1.841 292 771
Post-test Scoile
for Section B
Post-test Scolle
for Section C

.790 159 .625 4.958 .000

179 157 143 1.136 .262

a. Dependent Variable: Post-test Score for Section A

Excluded Variables

Collinearity

Partial | Statistics

Model Betaln| t Sig. Correlation Tolerance
1 POST-TeSt Score . 4

for Sectionlc -143| 1.136| .262 167 .681

a. Predictors in the Model: (Constant), Post-test Score for Section B

b. Dependent Variable: Post-test Score for Section A
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3.2.3. Stepwise Multiple Regression

Descriptive Statistics
Mean Std. Deviation N
Post-test Score Mean Std. Deviation N
Post-test Score 12.42 3.079 48
for Section A 1122245 ;2;2 288
Post-test Score 12' e 2' 436 48
for Section B 12'29 5 l466 48
Post-test Score o o L
for Section C e o o
Correlations
Post-test Post-test Post-test
Score for Score for Score for
Section A Section B Section C
Pearson Correlation Post-test Score 1000 706 496
for Section A
Post-test Score 06 1.000 565
for Section B
Post-test Score 496 565 1.000
S (l il d) for Section C
ig. (1-taile 2
g Post-test Score 000 000
for Section A
Post-test Score 000 ] 000
flg)r Sectiog B
ost-test Score
1000 .000
N for Section G
Post-test Score 48 48 48
for Section A
Post-test Score 48 48 48
for Section B
Post-test Score 48 48
) 48
;UI LQCCUUIT O
Variables Entered/Removed
Variables Variables
vrotet Ertered Rermoved vietttod
1 Stepwise
(Criteria:
Probabilit
Post-test y-of-F-to-e
nter <=
Score for
Section B 050,
Probabilit
y-of-F-to-r
emove >=
60

a. Dependent Variable: Post-test Score for Section A

126



EDU 922 MODULE 4

Model Summary

Adjusted|Std. Error of
Modgdl R R Squarg R Squarethe Estimate
1 7064  .499 488 2.204

a. Predictors: (Constant), Post-test Score for Section B

ANOVA
Sum of
Model Squares| df Mean Square F Sig.
1 Regressign222.226 1 222.226| 45.750 .000°
Residual |223.441 46 4.857
Total 445.667 47
a. Predictors: (Constant), Post-test Score for Section B
b. Dependent Variable: Post-test Score for Section A
Coefficients’
Unstandardized |Standardized
Coefficients Coefficients
Model B Std. Error Beta t Sig.
1 (Constant) 1.484 1.647 901 372
Post-test Scolle
for Section B .892 132 .706 6.764 .000
a. Dependent Variable: Post-test Score for Section A
Excluded Variables
Collinearity
Partial Statistics
Model Beta t Sig. |Correlation| Tolerance
1 In a
Post-test Scqre
forSectome 443 1136 262 —+6-F 68+

a. Predictors in the Model: (Constant), Post-test Score for Section B

b. Dependent Variable: Post-test Score for Section A

The interpretations of the tables are similar t@iwie have done in the
other regression tables.
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4.0 CONCLUSIONS

Regression is based on correlation discussedthe last unit. However,
unlike correlation, it allows a more sopluated exploration of the
interrelationship among a set of variableshisT makes ideal for the
investigation of more complex real-life, rathéhan laboratory based
research questions.

5.0 SUMMARY

In this unit we have discussed differencestwben correlation and
regression. We also discussed different regyes models and learnt
how to write regression equation. We discdssbe assumptions of
regression and also learnt how to interpoetmputer output for a
regression analysis.

6.0 TUTOR-MARKED ASSIGNMENT

The following are marks obtained out of aaximum of ten marks in
each subject by 7 students:

Mathematics (X) 4 8 6 5 3 2 5
Physics (Y) 3 9 8 7 2 1 6

a) Draw the scatter diagram of the data

b) Find the slope of a freehand line that passes tjtrdle data

C) Fit a regression line by method of least sguarel compare the
slope of this line with that obtained in (b).

7.0 REFERENCES/FURTHER READING

Cohen, J. W. (1988)3atistical Power Analysis for the Behavioural
Sciences (2 Ed).  Hillsdale, NJ: Lawrence Erlbaum Associates

Stevens, J. (1996)Applied Multivariate Satistics for Social Sciences,
(3° Ed). Matiway, New Jersey: Lawrence Erlbaum Asdesia

Tabachnick, B. G. &Fidell, L. S. (199&)sing Multivariate Statistics
(3“ Ed). New York: HarpeCollins.
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UNIT3  TREND ANALYSIS
CONTENTS

1.0 Introduction

2.0 Objectives

3.0 Main Content

3.1 Understanding Trend Analysis

3.1.1 Definition of Trend
3.1.2 Methods of finding the Trend
3.1.3 Computation of Example of Trend Analysis

4.0 Conclusion

5.0 Summary

6.0 Tutor-Marked Assignment

7.0 References/Further Reading

1.0 INTRODUCTION

Sometimes we need to collect data over a time @efibis is known as
time series. Time series is important asigt used in projecting for the
future. There are statistical techniques dmed to achieve this. Most
time series are broken into different compuse one of which isthe
trend. In this unit we will study trend analysis.

2.0 OBJECTIVES

At the end of this unit, you should be able to:

. explain trend analysis
. list procedures for trend analysis
. calculate an example of trend analysis

3.0 MAIN CONTENT
3.1 Understanding Trend Analysis
3.1.1 Defining Trend Analysis

The trend is the general path which the data hal@ed over a long
period (Adamu, 1997). It is a technique fstudying functional
relationship between variables. For instance agdltite annual number

of students in secondary schools in Nigefta the past 20 years will
show that the trend has been an upward @wen though there are
variations from one year to another.
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3.1.2 Methods of finding the Trend

The two methods usually used in trend amalyare the calculation of
regression line and the moving averages.

1 Method of Regression line

In the previous unit we discussed regression amuatWe will now go
through how to find the equation of the remgion line for a set of
observations. When a scatter plot is drawnisi not always possible to
have all the points on a single straight line. Whatxpected of you is to

try and get the best line through some of the goihhis is achieved by
drawing the line such that the sum of thquared deviations of the
original values from the line is as small as pdssibhis line is known

as the regression line and its slope is tbkgression coefficient. Let us
now consider two methods of getting regression line

. Graph — From the graph the intercept (c)and the eslofmn) are

read.
. Calculation —In this case we use the equation of the line theat w
wish to find. This is:
y=mx+c
2 Moving Averages

Moving averages of a series are the successivage®for a given size
along the series.

3.1.3 Computation of Examples of Trend Analysis
Let us consider examples of trend analysis.

Example 1: Find the trend for the data on the nurobstudents offered
scholarship in a particular state for the perioolvain

Year 1999 2000 2001 2002 2003 2004 200562@D07
2008

Scholarship 31 33 34 36 39 378 340
41 43

To find the trend we require the equation:s = mY + ¢
Where the variableY’ is the year end's’ is number of scholarships.

Using moving averages — the steps involve averBigeseries less than
that which the trend is to be found. If ithe example above we take
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three years we will sum the total of thehdarships for those three
years.

Step 1: Find the 3-year moving totals
For 1999, 2000 and 2001
= 31+33+34
= 98

Similarly we sum for the next three years 2000,1280d 2002 until we
get to the last one which will be 2006, 2007 and&0

Step 2: Find the 3-year moving average
The average of the 3-year moving totals oltained by
dividing the totals by 3. This gives the trend.

4.0 CONCLUSION

The method of moving averages in finding thend is the main
elementary method. It is used mainly becausesiniple.

5.0 SUMMARY

In this unit you have learnt the meaning wénd analysis and its
relationship with regression model. You haaéso learnt two methods
of computing trend.

6.0 TUTOR-MARKED ASSIGNMENT

I Explain the terms trend and moving average.
. Using the method of moving averages, calculatertdred of this
series:

Year 1980 1981 1982 1983 1984 1985 19867198
1988

% Pass 40 55 53 56 60 50
65
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MODULE NON-PARAMETRIC TECHNIQUES TO
5 COMPARE GROUPS
Chi-square Tests
Unit 1 Mann-Witney Test
Unit 2 Wilcoxon Signed Rank Test
Unit 3 Kruskal-Wallia Test
Unit 4 Friedman Test
Unit 5
CHI-SQUARE TESTS
UNIT 1
CONTENTS

1.0 Introduction
2.0 Objectives
3.0 Main Content
3.1: The Chi-Square Test for Independence
3.1.1 Test Statistic = x
3.1.2 Determination of Critical (or tabley’Value
3.1.3 Interpretation of Computer Output forhi-8quare
for Independence
3.2 One-sampley’ Test or Goodness of Fit
3.2.1 Degree of Freedom (df)
4.0 Conclusion
5.0 Summary
6.0 Tutor-Marked Assignment
7.0 References/Further Reading

1.0 INTRODUCTION

These are techniques that do not make assumptiong #ne underlying
population distributions. For this reasoneythare also known as
distribution-free tests.  They do not haveingent requirements as
parametric techniques and so tend to be Iesssitive and powerful.
Consequently thee techniques may fail to deldferences between
groups that actually do exist.

Circumstances to Use Non-Parametric Techniques

. When data is measured on nominal (categgrieald ordinal
(ranked) scales

. When you have very small samples

. When your data do not meet the stringassumptions of the

parametric techniques.
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Assumptions for non-parametric Techniques

There are some general assumptions that geed check for non-
parametric techniques. These are:

. Random Samples

. Independent observations: each person or aase only be
counted once. They cannot appear in more thamcategory or
group and the data from one subject canmbiluence the data
from another except for repeated measures techsique

2.0 OBJECTIVES

. describe a study of the relationship between heightlQ
. describe the use of chi-square statistics
. state the two main types of chi-square.

3.0 MAIN CONTENT
3.1 The Chi-Square Test for Independence

This is used to determine if two categorical vadealare related. That is

if the two variables are independent or cis¢éed. The test compares

the frequency of cases found in the variczetegories of one variable
across the different categories of anotheriabte. For example,
consider a situation to find relationship vbe¢n smoking and sex.
Smoking has two categories (yes/No) while sex hésotwo categories
(male/female). Both variables are categorical.

The null hypothesis tested by the chi-square tesnflependence is that

the proportion of people in the responseiabde is the same for the
explanatory variable. In the example abosex (male/female) is the
explanatory variable while act of smoking yer no) is the response
variable. The alternative hypothesis is that ttepprtions differ.

3.1.1 Test Statistic —%

The variables for a chi-square test are first preskin a table known as

contingency table. Let us represent the columad tot ‘c’ and the row

total by 1. The observed differences are given in the censider a
case of 436 students, 184 males and 252 femalégseTstudents were

asked if they smoke. 33 male students respondedne 151 responses

were No. 52 female students responded ydsle w200 responses were
‘No'. The contingency table for this obsaien is presented in the
table below:
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Sex Smoking
Males 33 151 184
[Females 52 200 252
Column Tota] 85 351 436 =t = Grand Totd|
(c)

This table is called the observed frequertaple, under the null
hypothesis we expect the proportion of sttslewho smoke to be the
same for males and females. If this is so thegmtam of students who

smoke (yes) will be 85/436 or 0.195 sincé 8f the 436 students
indicated “yes” (that they smoke). Similarly theportion of students

who do not smoke (No) will be 351/436 @X5 since 351 of the 436
students indicated ‘No’ (that they do not okl  We know that 184
students are males. If there is no difieee between the sexes, we
expect 0.195 x 184 or 35 of those who smoke to dlesn0.195 x 252

or 49 of those who smoke to be females.

Similarly, we expect 0.805 x 184 or 148 awle students who do not
smoke and 0.805 x 252 or 203 as femaledestis who do not smoke.
These expected frequencies are shown on table below

Smoking
Sex Yes No Row Total ()
Male 36 148 184
Female 49 203 252
Column Total| 85 351 436
(c)

By convention the two tables (observed andeeted frequencies) are
put as one table. The expected frequeneies put in parenthesis to
differentiate them from the observed ones as shmelow:

Smoking
Sex Yes No Row Total @)
Male 33 151 184
(36) (148)
Female 52 200 252
(49) (203)
Column Total| 85 351 436
(c)

If the null hypothesis is false you will obsenifferences between the
observed and the expected frequencies. To geteanaf the degree of

the (0-X)/E for each cell as presented on the table below.
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Smoking 3
Sex Yes No Row Total
Male 0.250 0.061 0.311
Female 0.184 0.044 0.228
Total 0.434 0.105 0.539 =y’
- 9
Male/yes cell = (33 = _ 0.250
367 ==
36 36
Femalelyes cell = ( 4; ):_g _ 0.184
49
Male/No cell = (151-148)_ 9 _ 4 061
148 148
(200-203) 9
Female/No cell = 203 =200= 0.044

The y (Greek letter chi) statistic is the sum of theskeences and is
given by the formula:

r= 2 0-Ef
E

For our exampley’ = 0.539 and is called calculateg

Small
difference) while

standard

values of

v favour the Null

large values favour the ealtitive hypothesis
(hypothesis of difference) for decision makiray critical y* value is
compared with the calculated

2

X

distribution table in almost all statistic books.

3.1.2 Determination of Critical (or table) yValue

' value.

To use the standarg distribution table, we need to first knothe

degrees of freedom (df) associated with aaue of .

rule for a contingency table is that:

df = (r - 1)

where

x(c-1)

r = number of rows

¢ = number of columns

The general

hypothesis (hypothesis 0b n

There

IS

a
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In our example, we have 2 rows and two columnsfso(@-1) x (2-1) =
1x1=1

On the standard y distribution table, the df are found one tHeft

column. This is marked with theg¢ values to get the criticaly’ value
at a given significance levela) .

From the standard criticaly’ values df = 1 at 0.05 is 3.841 and at 0.01

is 6.635. Since small values gf favour null hypothesis, and thg
obtained from our example is 0.5..... which gsnaller than the critical

value of 3.841 at 0.05 and 6.635 at GuOllevel, we do not reject the null
hypothesis.  We conclude that there is ngnificant difference in the
proportion of males and females that smoke.

However, for a 2 x 2 contingency table, réheis an intimate relation
between a normal distribution and the chi-squas&idution with 1 df.

The values of v distribution with 1 df is simply the sqearof the
normal distribution.

For example 1.96 is the critical value far two-tailed test using the
normal distribution at 0.05 while the chi-squarstabution with 1df is
3.841 which is (1.96)

3.1.2 Interpretation of Computer Output for Chi-square for
Independence

The output generated is shown below.

Sex * Ever had blood transfusion? Crosstabulation

Ever had blood
transfusion?
Yes No Tota
Sex Male Count 92 365 | 457
Expected Count 105.8 351.2 457.0
% within Sex 20.1% 79.9% 100.0%
% within Ever had 43.8% 52 4% 50.4%
blood transfusion?
% of Total 10.1% 40.2% 50.4%
Female Count 118 332 450
Expected Count 104.2 345.8 450.0
% within Sex 26.2% 73.8% 100.0%
% within Ever had 56.2% 47.6% 49.6%
blood transfusion?
% of Total 13.0% 36.6% 49.6%
Total Count 210 697 907
Expected Count 210.0 697.0 907.0
% within Sex 23.2% 76.8% 100.0%
% within Ever had 100.0% 100.0% 100.0%
blood transfusion?
% of Total 23.2% 76.8% 100.0%
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Chi-Square Tests

Asymp. Sig|Exact Sig|Exact Sig
Value df (2-sided) | (2-sided)| (1-sided)
Pearson Chi-Squar¢ 4.728° 1 .030
Continuity Correctign  4.392 1 .036
Likelihood Ratio 4.736 1 .030
Fisher's Exact Test .033 .018
Linear-by-Linear
Association 4.723 1 030
N of Valid Cases 907

a. Computed only for a 2x2 table

b. 0 cells (.0%) have expected count less than 5. The minimum expected count is
104.19.

Step 1 Assumptions

The first thing you do is to ensure you have notated the assumption

that minimum expected frequency should be(ds that at least 80% of
the cells have expected frequencies of 5 aejnoTo confirm this you

look at the footnote below the table labellgthi-Square Tests. In this
example 0 cells have expected count less tba This means that we
have not violated the assumption.

Step 2 Chi-Square Tests

The main value of interest is the Pearson chi-sgualue. This you will

find in the second table labelled Chi-Square .d3br a 2 x 2 table as

our example above, you use the value in #seond row (Continuity
Correction). This value estimates the over estiomadif the chi-square.

You also read the column markedsymp. Sig.” to determine if your
value is significant. In our example it is.392 significantat .036. This
means that the proportion of males that have eaghiood transition is
significantly different to the proportion ofemales that had been
transfused

Step 3 Summary Information

You need to find out the percentage of eadx that had ever been
transfused. This information is in the table |abeélCrosstabulation.

3.2 One-sample y Test or Goodness of Fit

In the previous example two groups (males and fes)alere used for
the chi-square test. In this section well vdonsider the use of one
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sample. One-sample 1y is used to test whether data obtained are

consistent with a specific prediction. It ialso known as v for
Goodness of fit.

For example: A school offers a total of esevsubjects. 35 students of

the school were independently asked to naimer favourite subject.

The choices were: Nigerian language, O; hdaiatics 1; Biology, 11;
English 8; Chemistry, 7; Physics, 5; and Mus3. Are these data
consistent with students whose preferences arenly distributed over

the subjects offered in the school?

Solution

From the Null hypothesis of even distribution weest each subject to
be chosen by 5 students, making 5 the expecteddney

2

X:

LOL)M _(1=5) _(11-5)_(8=5)_(7-5) (5-5) (3~ 5)
5 + 5 + 5 + 5 + 5 + 5 + g 18.8

3.2.1 Degree of Freedom (df)

For a one-samplg, df is calculated by the formula n-1, when =
number of categories. In the example above threrseven subjects

~df=7-1=6

Critical y* with df =6 is 12.592

Since the calculated¢ is greater than 12.592 alternative hypothes

favoured so we reject ,H In conclusion, students did not prefdt a
subjects evenly or equally.

4.0 CONCLUSION

The Chi-square tests are used to determingwd categorical variables
are related. That is if the two variables are patalent or associated.

5.0 SUMMARY
In this unit you have learnt the use ofi-afuare statistics. You have

also learnt of the two main types of chi-squarealy you learnt how to
interpret computer output of a chi-square analysis.
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6.0 TUTOR-MARKED ASSIGNMENT

A Study of the relationship between heightd alQ provided the data
contained in the following contingency table.

Tall Short
1Q >¥ 55 48
Q<X 52 42

Showing all necessary steps, draw appropriedaclusion based on the
proper level of significance (Owie, 2006).
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1.0 INTRODUCTION

In module 2 unit 3 you learnt the use of t-testdmpare the means of

two independent-samples. In this unit you willrtethe non-parametric
equivalent called Mann-Whitney u test. Ihist test, instead of
comparing means of the two groups as in tHest, medians are
compared. In Mann-Whitney u test continuous scaredirst converted

into ranks across the two groups. Then test etedute two groups to
indicate significant difference. It is used tottigee null hypothesis that

the two samples come from the same populatipe. have the same
median).

2.0 OBJECTIVES

At the end of this unit ,you should be able to:

. explain the Mann-Whitney test

. list the assumptions of Mann-Whitney test

. compute the Mann-Whitney U using different methods
. interpret Computer Output of Mann-Whitney Analysis
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3.0 MAIN CONTENT
3.1. Getting to Understand Mann-Whitney test

3.1.1 Assumptions of Mann-Whitney
The only assumptions of the Mann-Whitney test are:

1. that the two samples are randomly and independdrdhyn

2. that the dependent variable is continuous and

3. that the measures within the two samples havertiygepties of at
least an ordinal scale of measurement, so thainitgianingful to
speak of "greater than," "less than," and "equal to

3.2 Procedure for Carrying Out Mann-Whitney Test

I Arrange all the observations in order of magle (from the
smallest to the largest).

il. Write an indication to show the sample eaghservation come
from.

iii.  Calculate the statistic u

There are two ways of calculating Mann-Whitney u:
1. Direct method — This is used when the samplesragdl.s

Considering one of the samples, write dowre tnumber of measures
from the other sample which is to the left of ie(ismaller than it). This
Is known as u.

- Mann-Whitney u is the summation of all the UsUes u, = u, +
U3 + U4 + e Ur .

U is the smaller of the sum of Us for the 2 sampksU = min (uz u,).
To find the probability of observing a valuef u or lower. For a one-

sided test u is the p-value; for two-sideéelst, double the probability to
obtain the p-value.
Example

The following are Mathematics scores from heigstudents from two
samples A and B.
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Sample A Sample B
25 29
26 28
27 35
31 32

Calculate the Mann-Whitney u test statisticds the null hypothesis
rejected or retained?

Solution
Step 1: Arrange all the observations in order of magretud
25, 26, 27, 28, 29, 31, 35

Step2: Write an indication to show the samplachke observation
come from:

25 26 27r 28 29 31 32 35
A A A B B A B B

Step 3:  Calculate u — considering each sample writerdthe number
of means from the other sample which is to thede&maller

than it.
U,= u=L+UuL+UuU
= 0+0+0+2
= 2
U= u=uL+un+u
= 3+3+4+14
= 14

Step 4: Mann-Whitney U = min (W Up) = 2
Step 5: Get p-value from table
To be filled later i.e. use of table

Practice
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The order of performance of some students in twoals (T and H) is:

School T School H
58 42
33 40
43 60
50 34
56 37
48 35

What is the U value?
Is there a significant difference in the two obsg¢ions?

2 - Indirect Methods or Use of Formula to Calculate U
Mann-Whitney u can also be determined through ohedla:

n

——+1)

= nll —
U n?z + 2 R1

where n=number of subjects in sample 1
N, = number of subjects in sample 2

R, = Rank sum for sample 1
Steps:

()  Order all observations according to magngtudLet the smallest

observation have rankl. When there are ties, gedfree ranks,
assign the value to all tired observationsd acontinue with the
next possible rank e.g. if 3 observationsiciwvhwould have
occupied ranks 3,4,5 are tired, assign thwerage which is
3+45 12

3+::4

3

to all the three observations. The nextseobation will receive
the rank of 6.

Step (ii): Sum of ranks
Step (iii):  Substitute into the formulae.
Example:

Two Educational Training Programmes A and viire conducted by
NERDC. Four groups of 50 prospective teeshevere trained within
each training programme. Two months after the detigm of training,

the number of teachers remaining of the staff oOREE was observed.
The result is as follows:
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EDU 922
Programme A Programme B
28 33
31 29
27 35
25 30

Do these data present sufficient evidence to indiaalifference in the

population distribution for A and B?

Step 1: Ranking the observations.

ranks placed in parenthesis.
Programme A Programme B
Rank Observation Rank Observation
(3) 28 33 (7)
(6) 31 29 (4)
2 27 35 (8)
(1) 25 30 (5)

Step 2: Sum of Ranks (12)

Step 3: Substituted into the equations

U.=
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U, can be determined in two ways either by the foemul

UB = n +EBQZB—+—’L) _RB

n
A B

=4x4+(4+1)-24

2
= 16 +'%5 - 24
2
= 16+ -24
2
= 16 + 10 -
= 26 - 24
U= 2
Or
By the formula
UB = n\nB'UA
= 4x4-14
= 16-14
U=

From the table:
Forn=4and n=4
P (U< 2=0.0571

Practice

Test the hypothesis of no difference in the distidn below:

24

~Sample A Sample B————
125 89

116 10T

133 97

115 Jo

123 9%

120 162

132 98
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128 106
121 98

3.3 Interpretation of Computer Output from Mann-Whitney
U Test

The output from Mann-Whitney U-test is a simple aseshown on the
figure below:

Mann-Whitney Test

Ranks

Sex N Mean RankSum of Ranks
Maled§ 24| 24.94| 598.50

Science Females 24| 24.06| 577.50

Achievement Score
Total 48

Test Statistics

Post-test
Integrated
Science
Achievement
S604e
Mann-Whitney U 277.500
Wilcoxon W 577.500
Z -.217
—AsympSig2 228 |

tailed)
a. Grouping Variable: Sex

The first table titled ‘Ranks’ summarises thanks of the scores. The
second table titled ‘Test Statistics’ is thmost important for
interpretation of results. Two values are imt@atin interpreting the u

statistic.  You need to look for the Z wal and the significance level
which is given as ‘Asymp. Sig. (2-tailed)’. If ypsampte size is larger

than 30 the value of Z approximation test is givehp< 0.5 there is a

significant difference but If p> 0.05 there is ngrsficant difference.
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4.0 CONCLUSION

In this unit, you have learnt the non-parametrigiegjent called Mann-
Whitney u test.

50 SUMMARY

In Mann-Whitney test, instead of comparing meantheftwo groups as
in the t-test, medians are compared. Continousesame first converted

into ranks across the two groups.

6.0 Tutor-Marked Assignment

7.0 References/Further Reading

Are missing
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1.0 INTRODUCTION

In module 2 wunit 1 you learnt tests formparing differences between
two means when you have only two groups atata collected from
them on two different occasions. This test weechfPaired-Sample t-
test’. In this unit you will learn an alterieg test you can use if the
assumptions and conditions for using pairedmea t-test are not met.
This is the non-parametric alternative and ksown as Wilcoxon
Signed Rank Test also referred to as th&ilcoxon Matched Pair
Signed Rank test

2.0 OBJECTIVES

At the end of this unit, you should be able to:

. explain the assumptions of Wilcoxon Rank test

. list the step by step procedure for calculatingd®bn Statistic
. calculate the Wilcoxon test statistic

. use critical table of W to interpret Wilcoxon tesatistics

. calculate Z-ratio

. interpret computer output for Wilcoxon statistic.
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3.0 MAIN CONTENT

3.1 Understanding Wilcoxon Signed Rank Test

Like the paired-sample t-test, Wilcoxon signed rgest is designed for
use with repeated measures. That is when dataasumes are collected

from a group data, or measures are collechesn a group on two
different occasions, or under two differenbnditions. The main
difference between paired-sample t-test and Wilacsigned rank test is
that instead of comparing means (as with t-testsdor the two set of
measures are compared.

For an example, let us consider 16 students rabhggo questions on
probability in an introductory statistics courséelstudents framed each

answer in terms of a zero to 100 perceating scale, with 0%
corresponding to P=0.0, 27% corresponding #=.27, and so forth. Let

us designate the student’s responses as quéstiand question B. The
following table shows the probability ratings oéth6 subjects for each

of the two questions.

Subject Question AX,) | Question BX;)
1 78 78
2 24 24
3 64 62
4 45 48
5 64 68
6 52 56
7 30 25
8 50 44
9 64 56
10 50 40
11 78 68
12 22 36
13 84 68
14 40 20
15 90 58
16 72 32

Assuming you are interested in a hypothesis treaptbbability ratings
do on average end up higher for question A thaméestion B, you will

agree from the table that the observed t®salre consistent with the
hypothesis. Wilcoxon statistics will enable uglegtermine whether the
degree of the observed difference (differenges students rating of
guestion A and B) reflects anything more than sarky guessing.
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3.1.1 When to Use Wilcoxon Signed Rank Test

To use Wilcoxon Sign Test you need:

. One group of subjects measured on the sao@inuous scale
on two different occasions gand x).
. Assumption for Wilcoxon test must not be violated.

3.1.2 Assumptions of Wilcoxon Signed Rank Test

The assumptions of the Wilcoxon test are that the:

. paired values of X and X are randomly and independently
drawn (i.e., each pair is drawn independently botier pairs);
. dependent variable (e.g., a subject's prolmbigstimate) is

intrinsically continuous, capable in principlenibt in practice, of
producing measures carried out to thelecimal place; and

. measures of Xand X have the properties of at least an ordinal
scale of measurement, so that it is meaningdb speak of
"greater than," "less than," and "equal to."

3.2 Interpretation of Wilcoxon Statistic ‘W’
In this section we will consider how to manuallyccgate and interpret
the W statistic. We will also interpret computer tmut of Wilcoxon

analysis.

3.2.1 Step by Step Calculation of W

Step 1: Determine the difference between x—XBs.

SUbJ XA XB XA_XB
1 78 78 0

2 24 24 0

3 64 62 +2

4 45 48 —3
5 64 68 —4
6 52 56 —4
7 30 25 +5

8 50 44 +6

9 64 56 +8
10 50 40 +10
11 78 68 +10
12 22 36 —14
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13 84 68 +16
14 40 20 +20
15 90 58 +32
16 72 32 +40

mean difference = +7.75

Table above shows the observed differences andatelthe sign of the
results.

Step 2: Absolute Value Transformation

The Wilcoxon test begins by transforming each imstaof X—X, into

its absolute value. This is accomplished §mpy removing all the
positive and negative signs from the obsenaifferences between
guestion A and B. Thus the entries in colum of the table below
become those of column 5 (without signs).

Step 3: Ranking of Absolute Differences

Remove cases in which there is zero difference d&tvX and X (at

this point since they provide no useful mfation) and rank the
remaining absolute differences from lowest highest, with tied ranks
included where appropriate. The result of this séeghown in column 6.

Step 4: Create Signed Ranks
Attach to each rank the positive or negative sigit was removed from

the X.—X; difference. This is shown in column 7 and givesedo why
the Wilcoxon procedure is known as the signed-task

1 2 3 4 5 6 7
rank of

original |absolute absolute signed

SUbJ XAXB XA_XB XA_XB XA_XB rank

1 78 |78 |0 0

2 24 124 |0 0

3 64 62 |+2 2 1 +1

4 45 148 |—3 3 2 —2

5 64 68 |—4 4 3.5 —3.5

6 52 |56 |—4 4 3.5 —3.5

7 30 25 |+5 5 5 +5

8 50 44 |+6 6 6 +6

9 64 56 |+8 8 7 +7
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10 50 |40 |+10 10 8.5 +8.5
11 78 |68 |+10 10 8.5 +8.5
12 22 |36 —14 14 10 —10
13 84 |68 |+16 16 11 +11

14 40 20 +20 20 12 +12

15 90 |58 +32 32 13 +13

16 72 |32 |+40 40 14 +14

W = 67.0

N=14

Step 5: Calculation of W Statistic

The sum of the signed ranks (column 7) is a quassitnbolised agV.

This is equal to67 in our example abovehe Tsample size (N) for our
observed value ANV is 14. This is because two of the oribirkb
subjects were removed from consideration hezaof the zero
difference they produced.

3.2.2 Calculation of Z-ratio
The sum of the N unsigned ranks (column 6) is etjual

N(N+1)
sum=
2

14(14+1)
= = 105
2

Thus the maximum possible positive valueWb{in the case where all
signs are positive) isW=+105, and the maximum possible negative
value (in the case where all signs are mepa is W=—105. For the
present example, a preponderance of posigigns among the signed
ranks would suggest that subjects tend to ratprbieability higher for
guestion A than for question B. A preponderangke negative signs
would suggest the opposite. The null hypathes that there is no
tendency in either direction, hence that thembers of positive and
negative signs will be approximately equah that event, we would
expect the value dV to approximate zero, within the limits of random
variability.

To interpret W you need to understand the sampling distributiow/ o
As the size of N increases, the sampling distrdsubfW comes closer
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and closer to the outlines of the normaktribution. With a sample of
size N=10 or greater, the approximation is closaugh to allow for the

calculation of azratio, which can then be referred to thait unormal
distribution. However, when N is smaller than 1 bbserved value of

W must be referred to an exact sampling distribuéisishown in a table

of critical values oW for small sample sizes which are available in any

good statistics text book

The null hypothesis would expectthe value \W to approximate zero,
within the limits of random variability. Thigneans that any particular
observed value ofW belongs to a sampling distribution whose mean is
equal to zero. Hence

H=0

For any particular value ofN, it can beowh that the standard
deviation of the sampling distribution @f is equal to:

N(N+1)(2N+1)
F=sqrt [ - ]

For our example, with N=14, this works out as:
14(14+1)(28+1)
g=sqrt [ ] =+31.86
6

Thus, the structure of tleratio for the Wilcoxon test is:
(W—H+.5

Z
Tw

Where a "+.5" is a correction for continuity

The correction for continuity is "—.5" whenWV is greater tHan, and
"+5" when W is less th&h ,. Sincdt, is in all instances equal to
zero, the simpler computational formula is:

W—.5
Z=
Tw

For the present example, with N=1¥y=67, amdl ,=+31.86, the
result is
67—.5
zZ= =+2.09
31.86
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3.2.3 Use of Critical Table of W

From the following table of critical valuesfz, you can see that the
observed value ofz=+2.09 is significant just a shade beyond tl025

level for a directional test, which is thierm of test called for by our
investigator's directional hypothesis. For wo-tailed non-directional

test, it would be significant just beyond the .8%dl. When N is smaller

than 10, the observed valueWfmust be referred to an exact sampling
distribution.

3.2.4 Interpretation of Computer Output from Wilcoxon
Signed Rank Test

The output generated for Wilcoxon signed rank igegist a simple table
captioned test statistics.

Test Statistics

Testat Time 2 -
Testat Time 1
7 -4.596"
Asymp. Sig. (2-tailed) .000

a. Based on negative ranks.
b. Wilcoxon Signed Ranks Test

You should be interested in just two things in dkput: the z value and
the associated significant levels. As usual sigaift level = or less than
0.05 indicates significant difference and andusion that the set of
scores or data are significantly different.

4.0 CONCLUSION

Wilcoxon test helps to correct some of tpeoblems of sign test. You
must therefore ensure that the assumptions aremet, so that the sign
test may not be rendered more useful under cestaiditions.

5.0 SUMMARY

In this unit you have learnt of the assuoms of Wilcoxon test. You
also learnt how to compute the Wilcoxon ‘W’ tetdtistic and Z-ratio.
Finally, you learnt how to interpret computeutput on Wilcoxon
statistics.
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6.0 TUTOR-MARKED ASSIGNMENT

Using Wilcoxon statistics draw the appropriatenclusions on the
following set of data:

Subjects Assessment|l Assessment 2
1 60 75
2 56 73
3 50 66
4 42 49
5 40 38
6 36 34
7 32 33
8 30 30
9 30 27
10 25 27
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1.0 INTRODUCTION

In module 2 you learnt that when you wish to camep means of more

than 2 groups e.g. 3 or more groups therecb statistics is ANOVA.
When you have one independent variable (with muae  levels) and

one dependent variable the type of ANOVA dase-way ANOVA. In
this unit you will learn the non-parametr@lternative of one-way
between groups ANOVA. This is known as Kruskal-ligalest.

2.0 OBJECTIVES

At the end of this unit, you should be able to:

. explain the principles of Kruskal-Wallis test

. list the basic assumptions for the test

. calculate the Kruskal-Walllis ‘K’ statistic

. interpret computer output for Kruskal-Wallis anadys
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3.0 MAIN CONTENT

3.1 Understanding Kruskal-Wallis

Kruskal-Wallis is used to test whether the sampteess come from the
same population or from several populatiomst tdiffer in location.
Consider 3 psychological treatments to redwneiety of students.
Suppose four students were treated, studenttrbatment 1, two by

treatment 2 and 1 by treatment 3 and tlecegmtage reduction on

anxiety for the four students collected as showmabie below:

Treatments

1 2 3

18.2 15.8 25.5
14.8

You may wish to determine which of the thréreatments is
effective.

A look at the data on the table indicates thatitneat 3 gave the highest
percentage reduction that treatment 2 and 1. Yaywwish to conclude

that treatment 3 is more effective in reducing atthan treatment and
treatment 1 more effective than treatment 2Assuming that one null
hypothesis is that there is no significariffedence among the three
treatments, you can use Kruskal-Wallis test dstablish this. The test
statistics is “k”.

3.1.1 Assumptions of Kruskal-Wallis

One assumption of Kruskal-Wallis is that tliata are independent and
that the scores on the response variable are cantsnordinal data.

3.2 Interpretation of Kruskal-Wallis ‘K’ Statistic
3.2.1 Steps in Calculating ‘K’

Step 1:Rank the data from the lowest to the highest

Treatment

1 2 3

3 2 4
1
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Step 2: Compute the Rank-sum for the three treatmes

Treatment
1 2 3
Ranks (R) 3 2 4
1
Rank-sum 3 3 4
(R)

Step 3: Calculation of Mean Rank

Since there are different numbers of studefds each treatment
calculate the mean Rank for each. The meamk is obtained by
dividing the rank-sum [Rfor a given group by the number of studen
(n) in that group. This is shown in the table below:

Treatment
1 2 3
Ranks (R) |3 2 4
1
Rank-sum B 3 4
Average rarfky/ = 3/- -
215
Rn A Vit
If the null hypothesis is true, the threwerages should be relatively
close together. If the averages measure digpersion for the average
ranks by:

0] Calculate the grand mean of all few ranksiRank Grand mean

= 3++2+3+425
4

(i) Deviations from Grand mean = Average rank Rank Group
mean

Considering our example

= 3-25=05
= 15-25=-10
= 4-25=15

Step 5: Calculation of Average Rank

Calculate single number to reflect the dispersibthe average ranks by
summing the squares of the deviations; wihch squared deviations
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weighted by sum of squares of deviations =

1(0. 5) +z<( 1.0) +X(1.5)
0.25 + 2.00 + 2.25
= 4.50

The larger this number is the greater i® tHifferences among the
samples

3.2.2 General Formula

() - meanof ‘n’ ranks = (n + 1)/2. In our example # students
mean of ranks = (4+1)/;/-5
225

This is much easier than what we did before

(i)  Formula for measure of dispersion of the averagks& then

R n+1,
2 Gt
t(t. 2)

where t = number of sample in each treatment

R = Rank-sum
N = total subjects/sample

In our example:

R _Diz D_3if (L iﬁ L ¢f

10]
SteoiT = -4 19+ (B-4 1o+ (4-4 1
 Ix 2X 1x
Ot 20 01 20 02 20 01 270
1xX(3-2.5)+2x (15— 2.8)+1Xx (4-2.5)
1 x (0.5 + 2 x (1.0} + 1 x (1.5}
0.25+ 2.00 + 2.25
450

(i)  Kruskal-Wallis ‘K’ Statistics Formula

This is gotten by multiplying the sum of deviatidnsa constant
2

K= 12 D JR n+10
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Note

() K must always be positive

(i) If the H, is true, the average ranks will be close togedner ‘k’
will be small

(i) If the H, is true, the average ranks will differ and k vod large.
(iv)  Simplified ‘K’ Formula

A simplified formula of K is:

12 R3
K=-3n+1)
+ + Zt'
(1
nn
Xample

Ireatment 1| Treatment Z| Ireatment 5

Rank-sumR |3 3 4
Rank-sum 9 9 16
square - - —
[
A o o 162
ti 1 9 2 45 1 16
R

+ = 295

Y= 9+45 16
t

Using the new-fermula

12
K= -3(4+1) 44 +1)*9°
+

-15+17.7=2.7

Note: Rank —sums Rs always equal ton(n+ 1) /2
From our example R=3+3+4=10

2

nn+ _ 4 20
= (= =10
1) (5=,
2 )
2

3.3 Use of Table of the Null Distribution ‘K’

This table is only appropriate when 3 samples amnegocomp and each



sample size is less than or equal to 5The table is known a<ritical
values of k for the kruskal-wallis Test with 3 Indgopendent samples
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(i) Ifthe 3 sample sizespt>t,. That is tis the largest sample and
t, is the smallest sample. Assuming in amotlexample 5
students underwent treatment 1, 2 treatment 2 darehtiment I,

then your § 5; t = 4 and £= 2, and supposing our calculated k is
5.97, you look for the critical ‘k’ value

For t5 t, = 4 and 4= 2 at 0.05 level of significant. This is 5.2

the calculated ‘k value is higher (5.97)het H is not retained but
rejected for the alternative since higher vklues favour the alternative
hypotheses.

3.3.1 Chi-Square Approximation to K

When there are more than 3 samples or whample sizes are larger
than 5 Chi-square approximations to ‘k’ is usedo uBe this table, you

need to calculate only the degree of freedarich is n-1. In our
example on 3 treatments for four studentshusi one (i.e. 4 — 1), you
look at the column of the table of critical valuds xand at 0.05 level

of significance to get the corresponding value.isTh815 since this is

greater than our 'k’ (7.815>2.7) the id rejected. Larger values favour

H..

3.3.2 The Treatment of Ties

One of the assumptions of Kruskal-Wallis tdst that the response
variable is continuous. However, there are instanehen there are ties
among the response variable. In such aatsin the assumption is
violated. You are allowed to use such dawwwever you need to
calculate ‘midrank’.  If less than a quarter o gtores are involved in
times, the formula for calculating k;

2
-3n+1)+ 12 R
( ) + Ztl

k= _ ( — + i
17 tuu ny
.-
n n
3.3.3 Multiple Comparisons When K is Significant

Kruskal Wallis tests significant difference amongr3 more groups. It
only tells you that a difference exists and notltweis of the difference.

To determine the locus of the difference, the gsésgmple is compared

in pairs.  Thisis known asnultiple comparisons For Krustal Wallis
test this comparison is done usilRank-Sum Test for example, for a
three sample (Test 1; Test 2 and Test 3) you w#idhto compare:
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Test 1 and Test 2
Test 1 and Test 3
Test 2 and Test 3

The number of test is given by k(k-1)/2

Multiple comparisons provide a method of searchimgugh the data in
an attempt to locate differences that midie interesting. This means
carrying out 3 Rank-Sum tests. Unfortunately thigcpdure introduces

a complication.  Since there are 3 testsorémthan 1) the significant
levels become distorted.

Remember that the significant level (a) ise tprobability of falsely

rejecting the null hypothesis (H This is also known agpe/error. It
then means that as the significant level is distbdue to many tests, so
the possibility of making a type 1 error increaseBhus if you reject the

H, ato = 0.05 you may set yout as high as 0.20 when carrying out the
many multiple comparison.

Procedure for Performing Multiple Comparison  1- Choose a (the
Per-experiment Error Rate)

Example:

Suppose you sefo. = 0.05 and you have 3 samples, you need to do k(k
1)/2 comparisons. That is 3(3-1)/2 compasso This translates to 3

y = 3 comparisons. The per — comparison error hegeefore should

Xe 0/ _0.05=0.017 =0.02. The per-experiment error rate will 3 x

be, 3
0.02 = 0.06.
So you set youroo = 0.06 and perform each comparison using

significance level of 0.02.
2 — List the Sample in Order of Increasing Averag&ank

Since you alreadé}now the rank-sums (R) oé thamples, the average

ranks are simpl If in one 3 samples ABC sample B hte

t;
smallest average rank followed by A and ke tlargest, we order our

samples as BAC.
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3 — Rank-Sum Test

This is done by comparing the sample withe tsmallest average rank
with the one with the largest. In the example wgib by comparing B

and C first. As soon as we get a non-significasult we stop and draw

a line joining the samples in the orderadt Ithat have shown not to

differ.

3.3.4 Interpretation of Computer Output from Krust al-Wallis
Test

The outputs generated by the computer processmapées tables titled
“Ranks” and ‘Test statistics’.

Kruskal-Wallis Test

Ranks
School N Mean RankK
Post-test School 1 (GSS Garki) 16 30.19
Integrated
Science School 2 (GSS Wuge) 16 31.44
gchievement  school 3 (GSS T/Wada) 16 | 11.88

Total 48
et ansnes ol
Post-test
Integrated
Science
N nhicmmnn'l-
Score
Chi-Square 19.691
df 2
Asymp. Sig. .000

a. Kruskal Wallis Test
b. Grouping Variable: School

The piece of information you need from the ougmet chi-squarex)

value, degrees of freedom (df) and significdavel (Asymp. Sig). If

ais less than 0.05, you conclude that thése a statistically significant
difference in the continuous (response) véeiabacross the 3 groups.
You can then inspect the mean Rank for theee groups on the first
table and determine the group with the highestailveanking.
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4.0 CONCLUSION

The Kruskal-Wallis testis non parametric, thet it does not make
any assumption onthe nature of the underlyiigtributions (except
continuity). As many other non parametric tgesit will not use the
values of the observations directly, but will ficstnvert these values

into ranks once these observations are mergedisiagle sample.

5.0 SUMMARY OF KRUSTAL WALLIS TEST

. You must have more than two independent samples

. Scores on the response variable must be ordinal

. Select significant level ¢ )

. Find n (total no of scores) andrto of scores in the ith sample).

. Rank order all n scores (use mid ranks if ties gccu

. Find the sum of the ranks for each sample thautaties k.

. If more than a quarter of the response scoreaodvied in ties
use formulae for ties.

. If more than three samples are being congpaoe any of the
sample size is larger than 5, us&approximation.

. Find the relevant critical value.

. Reject the Hif calculated k is larger than or equal to theica
k value.

. If H, is reject (i.e. there is significant difface use multiple

comparison to locate locus of difference.
6.0 TUTOR-MARKED ASSIGNMENT

The number of problems solved by each of 4 peapéown below:

Type of Problem
Subjects| A B C
1 20 30 40
2 24 26 25
3 29 31 53
4 42 48 49

Are there any differences between the three typpsablems A, B, C?
(Leach, 1979).
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INTRODUCTION

In module 2 wunit 2, you studied the cask oollecting data from more
than two groups at different times or events. THitigation we referred

to as repeated measure. In this unit weill study the non-parametric
alternative. This is known as Friedman Test.

2.0 OBJECTIVES

At the end of this unit ,you should be able to:
calculate Friedman ‘Q’ test statistic

use table of Null distribution to make decisions
calculate Chi-square approximation to Q

relate Friedman’s test to Cochran Test

list the used of Cochran’s test

interpret Computer output for Friedman'’s test.

168



EDU 922 MODULE 5

3.0 MAIN CONTENT
3.1 Understanding Friedman Test

Friedman Test is the non-parametric alternativibéoone-way repeated
measures ANOVA. It is used when you taltee same sample of
subjects or cases and you measure than at threererpoints in time or

under three different conditions. In this casertfsponse variable must

be either ordinal or categorical. FriedmanstTeés a counterpart of the
Kruskal-Wallis test which you studied in thiast unit, except that it
deals with several related samples. Let w®sider an accreditation
panel of three (3) Lecturers, who visitedreth universities, and were
expected to rate each of the university on apdi@it scale of adequacy

of the activities (infrastructure, resourcesdateaching) in the
universities. In this example the number of sulsfgcoup (n) is 3. The
number of samples (k) is also 3. Because eaclesuijto rate all the 3
universities, it is known as repeated measure.

3.2 Friedman ‘Q’ Test Statistic
3.2.1 Steps in Calculating ‘Q’ Test Statistic

Let us assume that the result of the lectureragatf the universities is
as presented in the table below:

Universities (Samples (k)
Lecturers 1 4 5 6
(Subject/Group) 2 3 7 9
(n) 3 3 2 5
It is possible to determine if the rating the samples (Universities)

differ in any way among the subjects (Leetsy. The test statistic for
Friedman test is the ‘Q’, Q is calculated througfedent steps:

Step 1: Rank the rating of each lecturer separate githegowest rank
to the lowest score (how is this differemt Kruskal-Wallis test?).
Answer = we rank all the subjects rating together.

This is presented in table below with the ranks

Universities (k)

Lecturers (n) X Rank| Y| Rank 24 Rank
1 4 1 5 |2 6 |3

2 3 1 7 |2 9 |3

3 3 2 2 |1 5 13
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If the H, is true there will be no systematic tendency foy ane of the
universities to be given low (or high) scores htlta lecturers.

Step 2: Calculate the Rank sum for each University

Table below shows only the ranks and rank-sum

Universities (k = 3)
X Rank Y Rank Z Rank
Lecturers (n |= 1 1 2 3
3) 2 1 2 3
3 2 1 3
Rank-Sum | R, 4 5 9

What is the difference with Kruskal-Wallis rfgwer - we work with
total net average).

Step 3: Calculate the average total Rank score acrossuthjects

The average total rank scoréR) is given by:

— n(k+1)
R= 2
_33B+1)
2
= 3x4
2
12
2
R = 6

Note: If the H is true, none of the 3 rank totals should be kiferent
from this average value. (Question: what tiee situation with our
example? Answer: There is no rank total for althe universities that

IS same as the).

Step 4: Calculate the square of the difference betwehe Rank-sum

(R) and the average total Rankscoﬁ).( The difference is given by
R. The is illustrated for our example in table belo
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Universities (k = 3)

X Rank Y Rank Z Rank
Lecturers (n |4 1 2 3
3) 2 1 2 3

3 2 1 3

Rank-sum (B] 4 5 9 R =6
R —-R 4—-6 °o—6 9-6
Difference =-2 =-1 =3
between Rapk
sum and
average

Step 5: Sum the square of the difference betwdeank — sum and
average Rank total

ie. Y (v R,
()

Y R-R=4+1+9=14
Note: We could use this summation as the tsitistic for Friedman
test.

Step 6: Calculate Q

When the sum of the square of the difference betwee rank-sum and

12
1g;lvq[rage rank total is multiplied by A+ e get the
actor
1)

Friedman’s test statistic Q.

12

Q = nk(k + 1)XZ (R— R)2

Considering our example

12 X 4
= 3X3(3 + 1)
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12
A simpler but equivalent formula is Q = - 3n(k
+ nk (k + 1)
Note: The values of Q close to zero favour Mhile large values

favour H. At 0.05 a levels, you need a Q value as larger as 6.00 Q is
never negative before rejecting. H

3.2.2 Use of Table of Null Distribution of Q

In every good statistical book, there is a tabé tiives critical values of

the null distribution of Q. This table iappropriate when there are 3
samples (k = 3) with sample size ‘n’ betwe@ and 13 or when k = 4
with n between 2 and 8. As in our example (n=3;3), the critical Q

value for n = 3 at 0.05a level is 6.00. Our calculated value of 4.67 is

not as large as or larger than 6.00 we concluakthtiere is no reliable

evidence of a difference between the universiti€®rm the table 4.67 is

at o level of 0.2. We can only reject our iflwe are using a level of
0.2.

3.2.3 Use of Chi-Square Appropriate to Q

When n and k not specified in the table mifll distribution of Q is
encountered the table of chi-square approxamatto Q is used. This
table is also found in most good statistics books.

To use this table you require knowing thegrée of freedom (df) for
your sample. Thisis given as k — 1 (i.e. the nemdd samples minus

one). For our example, the dfis 3 -1 =2. GmntHble to the left hand
column is the df and at the top across thable (top row) is the
significant level. For df =2 ata 0,05, the critical xvalue is 5.991. If

our calculated Q (4.67) is as large as or largen £.991 we reject the

H..

3.2.4 Treatment of Ties

In calculating Friedman’s Q statistics, you asstina there is no tie in

each subject rating. However, in practidgs tmay occur. In such a
situation, MIDRANK technique is used. That means the tisztres
get the average rank of the ties. When the tiedeav, the use of the Q
formulae,and Null distribution of Q andcapproximation of Q will give

a reasonable accurate result. However whkiem ties are much, the
calculation of Q is modified and the: approximation of Q used.
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The formula (which has correction factor for tiesyiven as:

1Z2R
_ 03n(k + 1) nk(k+ 1)
| 1-— T
3-)
nk K

number of subjects
number of samples

rank-sum
correction for ties

n
Kk
R,
T

3.2.5 Calculation of Correction for Ties (T)

T =) (ts -t)

Consider three (3) Lecturers rating of thraeiversities with ties as
presented in the table below:

oniversity

Cecorers [ X Y Z
T s ) 0
2 3 7 7
3 3 3 3

There are ties in the rating of lecturers 2 andBsing the midrank the
ranking is shown on table below.

University (Ranks)

Cecturers [ X Y Z

T T 2 3

2 T 25 25
3 2 2 2

For lecture 2 there is a tie for the rating of wmsities Y and Z. These
would have taken the ranks 2 and 3. Tharank is therefore
23 5

+-=2.5. For lecturer 3, all the ratings for the 3 unsraes tied.
2 2
‘Fhesewoﬂld have taking the ranks 1, 2 and 3. riideank therefore is

1+ _
2 +:36 =2
3 3
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For lecturer 1, there are 2 mid Ranks while fotueer 2, there is only

one midrank
Lecturers Midrank 1 2.5
1 No of scores atthe valpe 1 |2
t
2 Midrank 2
No of scores at the valpe 3
t

Y (ts -—t) forthe 2 lecturers

Lecturerl = 1-1)+((2-2)

= (1-1)+(8-2)
= 0+6 =6
Lecturer2 = (3=23)
- 27-3=24
T = > (ts ~t) forlecturer 2 + ) (ts -t,)lecturer 3
= 6 + 24
= 30

3.2.6 Interpretation of Computer Output for Friedman Test

The output generated by SPSS for Friedmamest is shown below.
There are two major tables captioned ‘Ranks’ arestTStatistics’.

Friedman Test

Ranks
Mean Rank

Post-test Score

2.07
for Section A
Post-test Score
for Section B 1.94
Post-test Score
for Section C 1.99

The ‘Rank’ table as the name implied givdse ranks of the different
related measurements.
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Test Statistics a

Chi-Square

df
Asymp. Sig.

a. Friedman Test

From the table of ‘Test of Statistics’ yomeed to consider the row
named ‘Asymp. Sig.” Values equal to or less than 0.05 suggest
significant difference in the measures. Valuesger than 0.05 suggest

no significant difference as in the result aboveg. (evel = .783).

3.3 Friedman Test as a Means of Reflectinghgreement or
Disagreement between subjects

This is known as Kendall Coefficient of concordarc&V’

The index of agreement w=——

nk - 1)

Where n = number of subjects
K = number of sample

Q = Friedman statistic

3.3.1 The Cochran Test

Sometimes when extensive ties result in taéings by subjects to 2
categories, the Friedman test turns into a tessdd\by Cochran. This

is known as Cochran Q Test.

Assignment

What is the simpler Cochran Q Test formula?

In a two-sample case, Cochran Test reduces to MaN&est

3.3.2 Calculation of Cochran Q Test

Let us consider a situation where the subjewere asked to agree or
disagree with some programmes as presented ontielole:
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Programme

Student [W X Y Z
1 A A A A
2 A A D D
3 D A D D
4 A A A D
5 D D D A

Where A = Agree
D = Disagree

To calculate Cochran Q you need tetep 1 calculate the total number
of Agree for each programme (B) and square it @ep 2: Calculate

total number of Agree by each student/subjéct and square it (L
The result is presented in table below:

Programme
Student | W X Y Z L, Li?
1 A A A A 4 16
2 A A D D 2 4
3 D A D D 1 1
4 A A A D 3 9
5 D D D A 1 1
B, 3 4 2 2 11=G |31
Blz Q 16 4 4 33

Step 3:

Calculate the grand total of Agree (G). This is sum of L which must
be equal to the sum of B.

Step 4: Using the formula

{ 2— 2}
Cochran Q = KEB— G
(k- 1)
— 3y
KG L
1
where k = number of sample

L = total number of Agree for each programme
B = total number of Agree for each subject
G = Grand total of L or B
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From our example:

to-
Q = [@-1)4&3317

4x11 31

X -}
3 132 121
— 44 31
33
13
Q = 254
Note: You will obtain the same result even ybu decide to use the

disagree response in place of agree for the cdilonla
4.0 CONCLUSION

Friedman’s test is the counterpart of the KruskalH test when there
are several related samples. When only two sanapéebeing compared
it is like the sign test.

5.0 SUMMARY

In this unit you have learnt about the ¢man’'s test. You also learnt
how to calculate Friedman’s statistic. Thelattenship between
Friedman and Cochran test was discussed. llfFinmu learnt how to
interpret computer output for Friedman’s analysis

6.0 TUTOR-MARKED ASSIGNMENT

Two sf 10 rate the two

schoo[S— The ratings of the officials are preseiwsow.

q
g
g
(44

S

A B
t A— 5
2 3 7
3 3 2

Compute and interpret all relevant information gdimiedman’s test.
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1.0 INTRODUCTION

In your course on research methodology, you stuitiedlifferent steps

in test construction. First you determine the traitlity, emotional state,

disorder, interests, or attitude that you wéanbtassess. Then you decide

how you want to measure the construct you sele@tad.is followed by

the creation of the items and the rating tbk quality of the items by
experts so that only the items with the higheshgatare retained. Your

test is then ready to be tested on a sample ofi@edfter administering

the test to a good cross section of theplee test statistics are used to
make decision of the final items to be includethia test material. This

module will consider some of these test constracsiatistics.
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2.0 OBJECTIVES

At the end of this unit, you should be able to:

. list the various forms of validity

. estimate reliability using split-half

. estimate reliability using Kuder-Richardson

. estimate reliability using inter-rater reliability.

3.0 MAIN CONTENT
3.1 The Requirement of Validity
3.1.1 Validity Defined

Validity refers to the degree to which evide and theory support the
interpretations of test scores entailed by propased of tests.

3.1.2 Relationship between Validity and Reliabily

Though a reliable test may not be valid, one cahawt a valid measure
without its being reliable.

3.1.3 Method to assess validity

. Face Validity: In this method you simply looat the content of
the measurement items and advance an argumenothiéd, face,
the measure has validity.

. Concurrent Validity: The method here is torrelate new
measure with a previously validated measufe thee construct.
You will recall that in an earlier moduleoy had learnt about
regression and correlation. You need to reviewdlmsthods of

correlation.

. Predictive Validity: This is the degree tohish a measure
predicts known groups in which the construct mustte

. Construct Validity: In this method a new measuradministered

to the subjects along with a least two pthweasures (one of
these measures should be a valid measurea ofonstruct that is
known conceptually to be directly related the new measure,
and another measure should be known condgptua be
inversely related to the construct.
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3.2 Reliability Estimation Using a Split-half Methodology

To use the split-half design you need teate two comparable test
administrations. The items in a test areitspito two tests that are
equivalent in content and difficulty. Ofterhig is done by splitting
among odd and even numbered items. This assuntabéh@ssessment

is homogenous in content. Once the test is spligbility is estimated

as the correlation of two separate testsh witn adjustment for the test

length.
3.2.1 Steps in Calculating Split-half Reliability

Let us consider an example of a test of ims for 10 students. The
steps for calculating the reliability are:

Step 1: Divide the original items into eveiX) and odd (Y) halves as
shown in the table below (columns 3 and 4 respelsiiv

Step 2: Calculate the Mean of the origiréd items and the split-half
even and odd items

Step 3: Calculate the mean deviation for each stuolesubtracting the
mean from each student score for the eved add halves (x and y or
columns 5 and 6 in the table)

Step 4: Find the squared deviations @nd y) for each student
(columns 7 and 8)

Step 5: Calculate the Standard Deviations )(Sbr the even and odd
halves. This is computed by

. squaring the deviation (e.g,) for each student,

. summing the squared deviations (e.g.X);

. dividing this total by the number of students midudN-I) and
. taking the square root.

Step 6: Calculate the product of x and y (xy in column 9)
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These calculations are summarised in table

below.
X EvenY Odd X ¥y X

Student Score (40) (20) (20)x y

40 20 20 4.8 (4.2 [23.04 17.64 20.16
B 28 15 13 -0.2 -2.8 0.04 |7.84  0.56
C 35 19 16 3.8 0.2 [14.44 0.04 0.76
D 38 18 20 2.8 [4.2 [7.84 17.64 11.76
E 22 [o] 12 -5.2 3.8 [27.04 14.44 19.76
F 20 12 8 -3.2 |7.8 [10.24 60.84 24.96
G 35 16 19 0.8 (3.2 [0.64| 10.24 2.56
H 33 16 17 0.8 [1.2 [0.64] 1.44| 0.96
I 31 12 19 -3.2 3.2 [10.24 10.24 -10.24
J 28 14 14 -1.2 1.8 1.44 [3.24 | 2.16
MEAN[31.0 152 15.8 95.60[ 143.60 73.40
SD 3.26 3.99

Step 7: Calculate the Pearson Product Moment Gaiwal Coefficient

e formula fgF Rgarson Product Moment CorrelaGoefficient is:
(N1 (SDy) (SD,)

Where:

. X is each student's score minus the mean eeen number items
for each student.

. y is each student's score minus the mean on odderuteins for
each student.

. N is the number of students.

Py 734 = 63
9(3.26) (3.99)

The Spearman-Brown formula is usually applied determining
reliability using split halves. When applied, ivolves doubling the two

halves to the full number of items, thus givingehability estimate for

the number of items in the original test.

Pu 26, =267y

1+7, 1.63
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3.2.2 Estimating Reliability using the Kuder-Rchardson
Formula 20

Kuder and Richardson devised a procedure for estigéhe reliability

of a test in 1937. It has become the standardsfiimating reliability for

single administration of a single form. Kudfchardson measures
inter-item consistency. It is tantamount to doingpét-half reliability on

all combinations of items resulting from difént splitting of the test.
When data is large using the KR20 is a challengetgf calculations to

do by hand. It is easily computed by aeagsheet or basic statistical
package. The rationale for Kuder and Richardson'st mommonly used

procedure is roughly equivalent to:

1) Securing the mean inter-correlation of the bhanof items (k) in
the test,

2) Considering this to be the reliability coei#nt for the typical
item in the test,

3) Stepping up this average with the SpearmawBr formula to
estimate the reliability coefficient of an assesstod k items.

ITEM (K)
1123/4(5/6|/7 8 9 10 11 12 x=X- ¥

Student gggpe_
(N) 1=correct O=incorrect (Score) mean)
A 1f1/1/2/1/1/2/0 1 2 1 1/ 1145 120.2%
B 1/12f12/21/2/1f1/1/0 2 1 0/ 1035 [12.25%
C 1f1/1/2)1/1/12/1 1 00 0 9 25 1|6.25
D 1f1/1/0/1/1/0/2 1 00 0 7 05 1|0.25
E 141/1/2/1/0/0/2/ 1 00 0 7 05 1025
F 1/1/1/0/0/1/2/0 0 2 0 O/ 6 -0.5 |0.25
G 1/111/12/0/0/1/0/0 0 Q Of] 5 15 |2.25
H 1{1/0/2/0/0/0/2 0 0 0 0f 4 25 |6.25
I 11/1/0/12/0/0/0, 0 O 0 O/ 4 25 |6.25
J O 0/0/1/1/0/0/0/0/ 0 0 O 2 45 120.2%
= 919|877 5/5/5 4 3 2 1 650 74.50
mean X
6.5 74.50

183



EDU 922 ADVANCED EDUCATIONAL STATISTICS

P-values 109 09 08 0.7 |0.7/05 05 08 0.3 /0.2 0.1
Q-value 0.1/0.1] 0.2 0/3 0.3 0.5/05 05 06 0.B @9
pqg 0.090.09 0.16 0.21 0.21 0.25 0/25 0.25 0.24 0.26 0.09

pPq 2.21

Here, Variance

o2 _ 2x2 _ 245 = 8.28
N-1 10-1

Kuder-Richardson Formula 20

k-1 ko2
Prroo = —12 (1221 =080
12-1 8.28

p is the proportion of students passing a emivitem

g is the proportion of students that did npass a given item
2 is the variance of the total score ons tlassessment

X is the student score minus the mean score;

X is squared and the squares are summed (); x

the summed squares are divided by the number désts minus 1 (N-I)

k is the number of items on the test.

3.2.3 Estimating Reliability Using the Kuder-Rchardson
Formula 21

When item and data are large, or techno#bgiassistance is not
available to assist in the computation ofe ttkarge number of cases and
items, the simpler, and sometimes less precieliability estimate
known as Kuder-Richardson Formula 21 is amteptable general
measure of internal consistency. The formula reguimly the test mean

(M), the variance * and the number of items on the tek). (It
assumes that all items are of approximately egffatulty. (N=number

of students)

For this example, the data set used for pedation of the KR 20 is
repeated.

X X= X-meanx’
Student (N=I0) |(Score) (score-mean)
A 11 4.5 20.25
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/ Kin KR21isa mathematical approximation of thiiora pg/*in
KR20. The formula simplifies the computation butlwsually yield, as
evidenced, a lower estimate of reliability. Thefeliénces are not great
on a test with all items of about the same diffigul

3.2.4 Estimating Reliability Using Cronbach's alpla ( )

This is the most commonly used reliability coeffiai. It is based on the

internal consistency of items in the tests. is flexible and can be used
with test formats that have more than one cornestvar. The split-half
estimates and KR20 are exchangeable with &aahs alpha. When
examinees are divided into two parts and the sawdssariances of the

two parts are calculated, the split-half fatan is algebraically
equivalent to Cronbach's alpha. When the testmnat has only one
correct answer, KR20 is algebraically equimtlgo Cronbach's alpha.
Therefore, the split-half and KR20 reliabilitgstimates may be
considered special cases of Cronbach's alpha.

It is important for you to note that knoginhow to derive a reliability
estimate whether using split halves, KR20 or KR2d eronbach alpha

is good but that knowing what the informationeans is the most
important. A high reliability coefficient isno guarantee that the scores
are well-suited to the outcome. It does tgbu if the items in the
assessment are strongly or weakly relatedh wiégard to student
performance. If all the items are variatiom$ the same skill or
knowledge base, the reliability estimate fimternal consistency should

be high. If multiple outcomes are measured dne assessment, the
reliability estimate may be lower. That does noamthe test is suspect.

It probably means that the domains of knowledgskdls assessed are
somewhat diverse and a student who knows the cooteme outcome

may not be as proficient relative to another outeom

3.2.5: Establishing Inter-rater Agreement

This is an important type of reliability wiee scoring requires some
judgment. It is an agreement among those vewaluate the quality of
the items relative to a set of stated adte Preconditions of interrater
agreement are:

. A scoring scale or rubric which is clear and unagubus in what
it demands of the student by way of demonstration.
. Evaluators who are fully conversant with the scale.

The end result is that all evaluators are of a commind with regard to
the items and that one mind is reflected in theisgescale or rubric and
that all evaluators should give the same or ndhdysame ratings. The
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consistency of rating is called interraterliatality. Agreement levels
should be at 80% or higher to establish a claimrarrater agreement.

After agreements have been established, th&t ratings given to each
student by each rater for comparison:

Student Score: Rater 1 Score: Rater 2 /Agreement
A 6 6 X
B 5 5 X
C 3 4

D 4 4 X
E 2 3

F 7 7 X
G 6 6 X
H 5 5 X
I 3 4

J 7 7 X

Dividing the number of cases where studenbres between the raters
are in agreement (7) with the total number of cd$@kdetermines the
rater agreement percentage (70%).

When there are more than two raters, the consigtgimatings for two

at a time can be calculated with the same methadeXample, if three
teachers are employed as raters, rater agrderpercentages should be
calculated for:

Rater 1 and Rater 2
Rater 1 and Rater 3
Rater 2 and Rater 3

4.0 CONCLUSION

Other things being equal, the longer the testmbee reliable it will be
when reliability concerns internal consistencVhis is because the
sample of behavior is larger

5.0 SUMMARY
In this unit we have discussed the validity andliability of test scores.

We have also tried to learn different proceduresstablishing validity
and reliability.
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6.0 TUTOR-MARKED ASSIGNMENT

Study the following statements and indicafe the statement

refers to validity or reliability or both. p8cify the type of

reliability or validity.

a. The correlation between a scholastic aptituds and
grade-point average is 0.74

b. The test was given twice to the same group, th#ficieat
of correlation between the scores is 0.87

C. Three Science Educators studied the itemsth&f test for
their relevance to the objective of the curriculum

d. My creativity test really measures creativity

A Head Teacher wishes to buy one of three datsathematics

tests As far as he can judge they are equally vahd reliability

of each of them is reported to be 0.75.scD$s other things the
Head teacher must put into consideration hd has funds to buy
only one of the sets
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1.0 INTRODUCTION

A good test is one with good items. But how do wew a good item
and the items to be selected among the very mamsitonstructed? To

select a good item requires item analysiherd are many methods of
item analysis. In this unit we will considdhe various types of item
analysis especially those very useful to a teacher.

2.0 OBJECTIVES

At the end of this unit, you should be able to:

. define item analysis

. list the different types of item analysis
. calculate difficulty index

. calculate discrimination index

. calculate response options

. interpret the results of item analysis

3.0 MAIN CONTENT
3.1 Whatis Item Analysis?

Item analysis is a process of examining sclegle performance on
individual test items. There are three commiypes of item analysis
which provide teachers with three different typésméormation:
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- Difficulty Index - Teachers produce a difficulty index far test
item by calculating the proportion of studentsless who got an
item correct. (The name of this index is countéuitive, as one
actually gets a measure of how easy the item istheadifficulty
of the item.) The larger the proportion, thmeore students who
have learned the content measured by the item.

- Discrimination Index - The discrimination index is a basic
measure of the validity of an item. It & measure of an item's
ability to discriminate between those who scoreghlin the total
test and those who scored low. Though there arralesteps in
its calculation, once computed, this index cannberpreted as an
indication of the extent to which overall knowledufethe content
area or mastery of the skills is related to theoese on an item.
Perhaps the most crucial validity standard #p test item is that
whether a student got an item correct or notuisto their level
of knowledge or ability and not due to stimeg else, such as
chance or test bias.

« Analysis of Response Options In addition to examining the
performance of an entire test item, teachers dem afiterested in
examining the performance of individual distesis (incorrect
answer options) on multiple-choice items. Bwlculating the
proportion of students who chose each answgtion, teachers
can identify which distracters are "working" angagr attractive
to students who do not know the correctwans and which
distracters are simply taking up space arat heing chosen by
many students. To eliminate blind guessingiclwvhresults in a
correct answer purely by chance (which hurts tHielitaa of a test
item), teachers want as many plausible ditdra as is feasible.
Analyses of response options allow teachess fine tune and
improve items they may wish to use again with fetclasses.

3.2 Calculating Difficulty Index

Let us consider the steps for -calculatindfiadity index using the
example of 25 students who took a test. Titmms are multiple choice

types.

Step 1 Determine the number of students choosingh edem
right and the number that sat for the test.

In our example there are 16 students whoshooption B (the correct
option) out of the 25 students who took the test.

Step 2 Calculate the proportion of students whalgeitem right.
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Proportion that got item right = Number that gad ttem right/number
that
took the test

= 16/25
=0.64

This proportion is called thalifficulty index. Difficulty Indices range
from .00 to 1.0.

3.3 Calculating Discrimination Index
The steps for calculating discrimination index are:

Step 1 Sort your tests by total score and create two gngsp of
tests- the high scores, made up of the top haksig, and
the low scores, made up of the bottom bhelf tests. If
normal class of 30 students, divide class half; If you
have a large sample of around 100 or momey can cut
down the sample you work with by taking top 27% @eit
of 100) and bottom 27% (so only dealing with 54t &b
100). Imagine this information for our exampl13
students had total scores to place themtha high group
and 12 students in the low group.

Step 2 Determine the number of students in eachumrdhat had
the correct option for each item. Imagine for oxeraple
10 out of 13 students in the high groupd a6 out of 12
students in the low group got the particular iteorrect

Step 3 For each group, calculate a difficulty index foe ikem.
Difficulty Index for High Group = 10/13 =77
Difficulty Index for Low Group = 6/12 = .50

Step 4 Calculate the Discrimination Index
Subtract the difficulty index for the low score®gp from
the difficulty index for the high scores gm to get the
discrimination index for the item. For our example:
Discriminatory Index = .77-.50=.27
Discrimination Indices range from -1.0 to 1.0.

3.4 Calculate Analysis of Response Options
Step 1 Determine the number of students who choeseh

answer option. In our example, for a pafécuitem, 4
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students choose option A, 16 choose option 5B choose
option C and 0 choose option D.

Step 2 Calculate the Analysis of Response Option
This is the proportion of students choosinghea@sponse
option. For each answer options divide thember of
students who choose that answer option by the nuafbe
students who took the test. From our example:

A. 4/25 = .16

*B. 16/25 = .64
C. 5/25=.20
D. 0/25=.00

3.5 Interpreting the Results of Iltem Analysis

In our example, the item had a difficultydex of .64. This means that
sixty-four percent of students knew the answea.téacher believes that

.64 is too low, he or she can change thay they teach to better meet

the objective represented by the item. Anotheterpretation might be

that the item was too difficult or confusing or &lid, in which case the

teacher can replace or modify the item, perhapggusformation from

the item's discrimination index or analysis of @sge options.

The discrimination index for the item was7..2The formula for the
discrimination index is such that if moreudd#nts in the high scoring
group chose the correct answer than did estisd in the low scoring
group, the number will be positive. At a nmum, then, one would
hope for a positive value, as that would indicatg knowledge resulted

in the correct answer. The greater the pesitvalue (the closer it is to
1.0), the stronger the relationship is betweeverall test performance
and performance on that item. If the disanation index is negative,
that means that for some reason students wbared low on the test
were more likely to get the answer corre@his is a strange situation
which suggests poor validity for an item.

The analysis of response options shows that thbeemissed the item

were about equally likely to choose answer A arglham C. No students

chose answer D. Answer option D does not act astiacdter. Students

are not choosing between four answer opti@ms this item, they are
really choosing between only three options they are not even
considering answer D. This makes guessing correablse likely, which

hurts the validity of an item.

191



EDU 922 ADVANCED EDUCATIONAL STATISTICS

4.0 CONCLUSION

Item analysis is a process of examining slegle performance on
individual test items.

5.0 SUMMARY

In this unit we have discussed the three commoasty item analysis
which provide teachers with three differentpas of information. We
also calculated each item analysis and interpribiedesults.

6.0 TUTOR-MARKED ASSIGNMENT

What type of validity is indicated in each of tleldwing statements?
1 Scores on typing test (TT) correlated +@&h chief Typist's rating
after one year on the job.

2 Achievement test is based on our analysis ofrhwst popular biology
programme recognised by WAEC for school certifieataminsation
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1.0 INTRODUCTION

Some times we need to measure or orderbwt#s with respect to
quantitative attributes or traits. This iokvn as Scaling. Scaling
provides a mechanism for measuring abstramicepts. Respondents
evaluate two or more objects at one timel avbjects are directly
compared with one another as part of the measprimgess. In this unit

we will consider the different types of scaling.

2.0 OBJECTIVES

At the end of this unit, you should be able to:

. list the different types of scaling

. describe the different types of scaling

. differentiate among the different types of scaling
. give the advantages of scaling

3.0 MAIN CONTENT
3.1 Guttman Scaling

This can also be referred to as a cumuatscoring or scalogram
analysis. The intent of this survey is that thepomdent will agree to a

point and their score is measured to the point e/kfeey stop agreeing.

For this reason questions are often formatted ianalomous yes or no

responses. The survey may start out with a questet is easy to agree

with and then get increasingly sensitive tloe point where the
respondent starts to disagree. You may start with a question that

asks if you like music at which point yomnark yes. Four questions
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later it may ask if you like music without a soualdawhich is produced

by shady record labels only out to make money athvpoint you may

say no. If you agreed with the first 5 spiens and then started
disagreeing you would be rated a 5. The totaluefstjons you agreed to

would be added up and your final score would sayetbing about your

attitude toward music.

3.2 Rasch Scaling

This probabilistic model provides a theordtidaasis for obtaining
interval level measurements based on counts fraserghtions such as

total scores on assessments. This analysdwidnal differences in
response tendencies as well as an item’s discrtrmmand difficulty. It
measures how respondents interact with itemmsl then infers
differences between items from responses btaim scale values. This
model is typically used to analyse data from assents and to measure
abilities, attitudes, and personality traits.

3.3 Rank-Order Scaling

This gives the respondent a set of items and thkes the respondent to

put those items in some kind of order. The “ordmtild be something

like preference, liking, importance, effectiess, etc. This can be a
simple ordinal structure such as A is hightilan B or be done by
relative position (give each letter a numericabieahs in A is 10 and B

is 7). You could present five items and ask ggpondent to order each

one A-E in order of preference. In Rank-@rdscaling only (n-1)
decisions need to be made.

3.4 Constant Sum Scaling

With this ordinal level technique responderdse given a constant sum

of units such as points, money, or credits and &sied to allocate them

to various items.  For example, you could askspoadent to reflect on

the importance of features of a product and thea tiiem 100 points to
allocate to each feature of the product based amn thif a feature is not
important then the respondent can assign it zelbone feature is twice

as important as another then they can assigriwice as much. When
they are done all the points should add up to 100.

3.5 Paired Comparison Scale

This is an ordinal level technique where a respohidepresented with

two items at a time and asked to choose. ondhisis the most widely
used comparison scale technique. If you takeands then [n (n-1)/2]

paired comparisons are required. A classkample of when paired
comparison is used is during taste tests. For plagou could have a
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taste test in which you have someone try both GokkPepsi, and then
ask them which one they prefer.

4.0 CONCLUSION

Scaling is very important in Survey research. Hosveyou must make
sure the correct scaling is used during study.

5.0 SUMMARY

In this unit you have learnt the different typesoéling. You also learnt
the differences among the different types of sgadind the advantage of
each.

6.0 TUTOR-MARKED ASSIGNMENT

I Compare and Contrast the different types of scaling

. An English teacher is interested in findirmut the most
commonly used method for teaching reading.icWhof the
scaling methods would you suggest to the Engliabhter? Given
reason for your choice.
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