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1.0     INTRODUCTION  

You are expected to read this study guide carefully at the start of this semester. It 
contains important information about this course. If you need more clarifications, please 
consult one of the academic staff on the course. This course material will provide you 
with in-depth knowledge you will need in order to complete the course.  
 
Code for this course is MTH 210 and the Course title is Introduction to Complex 
Analysis, a three (3) credit unit course for students studying towards acquiring a 
Bachelor of Science in Mathematics, Computer Science and other related disciplines.  
 
The course is divided into modules and study units. It will first take a brief introduction 
to Complex Analysis. This course will then go ahead to introduce mathematical 
operations with complex numbers as well as De Moivre’s Theorem and its application as 
well as obtaining the Limits and continuities of complex functions 
 
The course guide therefore gives you an overview of what the course MTH 210 is all 
about, the textbooks and other materials to be referenced, what you expect to know in 
each unit, and how to work through the course material. 
 
 
You are welcome to the course, introduction to Complex Analysis where you will 
perform different mathematical operations with complex numbers  
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2.0     AIM AND OBJECTIVES  
 
Aim 
This course aims to introduce you to the basic concepts and features of complex                  
numbers. The study will also introduce you to analytic functions. 
 
Objectives  
It is important to note that each unit has specific objectives. You should study them 
carefully before proceeding to subsequent units. Therefore, it may be useful to refer to 
these objectives in the course of your study of the unit to assess your progress. You 
should always look at the unit objectives after completing a unit. In this way, you can be 
sure that you have done what is required of you by the end of the unit. It is hoped that by 
the time you complete this course, you will be able to:  
  
 

 Define complex numbers 
 Perform mathematical operations with complex numbers 
 Express complex numbers in polar form 
 carry out multiplication and division of complex numbers 
 recall the De Moivre’s theorem and apply it appropriately 
 find roots and work with fractional powers of complex numbers in polar form 
 Define and Identify real and imaginary parts of a complex function 
 Define  and discuss the Limit of a complex function 
 Define the Continuity of a complex function 
 Define and discuss the differentiability of a complex function using the concept 

of limit 
 State the rules of differentiation of complex numbers 

 
3.0     MAIN CONTENT  
  
3.1     A Guide through the Course  
  
3.1.1 Structure of the Course 
This Course is divided into three Modules. The first Module has three Units and deals 
with complex analysis. The second has three Units that deals with limits and continuity 
of complex functions. The third has two units that deals with analytic functions. The 
Modules are thus:  
  
3.1.2 Modules and Units          

Module 1:  
Unit 1: Complex Numbers    
Unit 2: Polar Operations with Complex Numbers 
Unit 3: De Moivre’s Theorem and Application 
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Module 2:   
Unit 1: Limits of functions of complex variables    
Unit 2: Continuity of functions of complex variables 
Unit 3: Differentiation of complex functions  
Module 3:  
Unit 1: Analytic functions I    
Unit 2: Analytic functions I I                                                                                                          
  
 
3.1.3 Summary of the Contents  
Module 1 introduces you to complex variables and some of its application.  Module 2 
presents how you obtain limits and continuity of complex variables. Module 3 
introduces you to analytic functions. It  is  recommended  that you draw  up  a  schedule  
on  how  to  accomplish  the  goals  of  the course.  

 
3.2     How to Get the Most from this Course  

3.2.1 What you will be learning in this Course 

The  overall  aim  of  this  Course is to  equip  you  with  the  introductory studies of the 
basics of complex analysis 

 
3.2.2 Working through the Course 

For you to complete this Course successfully, you are required to study all the units, the 
recommended text books, and other relevant materials. Each unit contains some self-
assessment exercises and tutor marked assignments, and at some point in this course, 
you are required to submit the tutor marked assignments. There is also a final 
examination at the end of this course. Stated below are the components of this course 
and what you have to do. 

3.2.2.1  Course Material 

The major components of the course are:  

1. Course Guide  

2. Modules 

3. Study Units  

4. Text Books  

5. Assignment File  

6. Presentation Schedule 
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In order to complete the learning successfully, you should:  

•   Apply yourself to undergoing this course.  

•   Not regard any aspect of this course as simplistic, difficult or complicated.  

• Discard any previous biases about other related course(s) when you read this course.  

• Regard the present course as an opportunity to engage in lifelong learning as well as 
enhance your skills.  

 NOTE: The Course will take you about some weeks to complete.  

 

3.2.2.2  Assignment File  

The assignment file will be given to you in due course. In this file, you will find all the 
details of the work you must submit to your tutor for marking. The marks you obtain for 
these assignments will count towards the final mark for the course. Altogether, there are 
15 tutor marked assignments for this course.  

 

3.2.2.3  Presentation Schedule  

The presentation schedule included in this course guide provides you with important 
dates for completion of each tutor marked assignment. You should therefore endeavour 
to meet the deadlines. 

 

3.2.2.4  Assessment 

There are two aspects to the assessment of this course. First, there are tutor marked 
assignments; and second, e-examination. Therefore, you are expected to take note of the 
facts, information and problem solving gathered during the course. The tutor marked 
assignments must be submitted to your tutor for formal assessment, in accordance to the 
deadline given. The work submitted will count for 30% of your total course mark. At the 
end of the course, you will need to sit for a final e-examination which will account for 
70% of your total score. 

 

3.2.2.5  Tutor Marked Assignments (TMAs)  

There are four tutor marked assignments (TMAs) called TMA 1, TMA 2,  TMA 3 and 
TMA 4 as a (CBT) Computer Based Test in this course. They will be available on your 
potter as at when due and so you should be conversant with your potter. They must be 
submitted to your tutor for formal assessment, in accordance to the deadline given. Each 
TMA carried 10 marks and the best three TMA scores out of the four submitted will be 
selected and count for you meaning that all TMAs submitted will count for 30% of your 
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total course mark. When you have completed each assignment, send them to your tutor 
as soon as possible and make certain that it gets to your tutor on or before the stipulated 
deadline. If for any reason you cannot complete your assignment on time, contact your 
tutor before the assignment is due to discuss the possibility of extension. Extension will 
not be granted after the deadline, unless on extraordinary cases. 

 
3.2.2.6  Final Examination and Grading  

The final examination for MTH210 will last for a period of 3 hours and have a value of 
70% of the total course grade. The examination will consist of questions which reflect 
the self-assessment exercise and tutor marked assignments that you have previously 
encountered. Furthermore, all areas of the course will be examined. It would be better to 
use the time between finishing the last unit and sitting for the examination, to revise the 
entire course. You might find it useful to review your TMAs and comment on them 
before the examination. The final examination covers information from all parts of the 
course. 

 
3.2.2.7  Course marking Scheme  

The following table includes the course marking scheme  

 
Table 3.1: Course Marking Scheme 

Assessment Marks 

Tutor Marked Assignments 

(TMAs) 

4 Assignments with 10 questions each, 30% for the 

best 3 TMAs Total = 10% X 3 = 30% 

Final Examination 70% of overall course marks  

Total 100% of Course Marks  

 

3.2.2.8  Course Overview  

This table indicates the units, the number of weeks required to complete them and the 

assignments.  
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Table 3.2: Course Organizer 

Unit Title of the work Weeks 

Activity 

Assessment 

(End of Unit) 

 Course Guide  

Module 1 Complex Variables 

Unit 1 Complex Numbers    Weeks 
1 |& 2 

Assessment 1 

Unit 2 Polar Operations with Complex 
Numbers 

Weeks 
3 & 4 

Assessment 2 

Unit 3 De Moivre’s Theorem and Application Week 5 Assessment 3 

 

Module 2  

Unit 1 Limits of functions of complex variables  Week 6 Assessment  4 

Unit 2 Continuity of functions of complex 
variables   

Week 7 Assessment 5 

Unit 3 Differentiation of complex functions Week 8 Assessment 6 

    

Module 3    

Unit 1 Analytic Functions I Weeks 
9 & 10 

Assessment 7 

Unit 2 Analytic functions II Week 
11 

Assessment 8 

 

3.2.2.9  Self-Assessment Exercise  

Make a list of what you should and should not do to make a success of this Study 
Material.  
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4.0     CONCLUSION  

This course guide has given you useful guidelines on how to study  and  use  this course 
material  in  order  to  gain  the information  and  learn  the  skills  that  would  aid  you  
in  studying, using ODL self-instructional materials.  

What   you   have   learnt   here   will   help   you   make   the   necessary preparations 
for working through the rest of the course.  

  

5.0     SUMMARY  

This Study guide has served as a window to you on what to find in the course material 
and  how  best  to  make  use  of  the  information  in  the course material. You learnt the 
aims and objectives of the course material, the content of the modules and course units 
that make up the course material as well as how best to work through the course 
material. 

I wish you an enjoyable learning experience, best of luck.  

  

6.0 REFERENCES AND FURTHER READING 

These texts and especially the internet resource links will be of enormous benefit to you 

in learning this course:  

 K.A Stroud; Engineering Mathematics Palgrave New York(2011) 
 Complex Variables (2nd Edition), M.R. Spiegel, S. Lipschutz, J.J. Schiller, D. 

Spellman, Schaum's Outline Series, Mc Graw Hill (USA), ISBN 978-0-07-
161569-3 

 Brown, James Ward; Churchill, Ruel V. (1996), Complex variables and 
applications (6th ed.), New York: McGraw-Hill, p. 2, ISBN 0-07-912147-0, "In 
electrical engineering, the letter j is used instead of i."  

 Kasana, H.S. (2005), Complex Variables: Theory And Applications (2nd ed.), PHI 
Learning Pvt. Ltd, p. 14, ISBN 81-203-2641-5, Extract of chapter 1, page 14 

 Kalman, Dan (2008b), "The Most Marvelous Theorem in Mathematics", Journal 
of Online Mathematics and its Applications 

 Hamilton, J. D. (1994).Time Series Analysis. Princeton University Press, Prince-
ton. 

 Ravi  P,,Kanishka P.,SandraPinelas (2010), An  Introduction   to complex       
Analysis Springer New York Dordrecht Heidelberg London 

 SydsÊter, K. and P. Hammond (2002).Essential Mathematics for Economics 
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MODULE 1                        COMPLEX VARIABLES 

Unit 1        Complex Numbers    

Unit 2        Polar Operations with Complex Numbers  

Unit 3        De Moivre’s Theorem and Application 

 

UNIT 1         COMPLEX NUMBERS    

CONTENTS 

1.0 Introduction 
2.0 Objectives 
3.0 Main Content 

 3.1 Definition of Complex Number 
 3.2 Operations with Complex Numbers 
 3.3 Modulus and Argument of Complex Numbers 

4.0 Conclusion 
5.0 Summary 
6.0 Tutor Marked Assignment 
7.0 References/ Further Readings  

 

1.0   Introduction  

 Perhaps because of their name, it is sometimes thought that complex numbers are in 
some ways more mysterious than real numbers, that a number such as ݅ ൌ √െ1  is not as 
“real” as a number like 2 or −351.127 or even ߨ. However, all of these numbers are 
equally meaningful; they are all useful mathematical abstractions. Although complex 
numbers are a relatively recent invention of mathematics, dating back just over 200 
years in their current form, it is also the case that negative numbers, which were once 
called fictitious numbers to indicate that they were less “real” than positive numbers, 
have only been accepted for about the same period of time, and we have only started to 
understand the nature of real numbers during the past 150 years or so. In fact, if you 
think about their underlying meaning, ߨ is a far more “complex” number than ݅. 
Although complex numbers originate with attempts to solve certain algebraic equations, 
such as 
 ,ଶ + 1 = 0ݔ                                                
we shall give a geometric definition which identifies complex numbers with points in the 
plane. This definition not only gives complex numbers a concrete geometrical meaning, 
but also provides us with a powerful algebraic tool for working with points in the plane. 
The equation ݔଶ + 1 = 0 has no real solutions, because for any real number ݔ, the 
number   ݔଶ is nonnegative, and so   ݔଶ + 1 can never be zero. In spite of this it turns out 
to be very useful to assume that there is a number ݅ for which one has (1) ݅ଶ = −1.  
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In the early 1800’s geometric representation of complex numbers was developed which 
finally made complex numbers acceptable to all Mathematicians. Since then complex 
numbers have scoped into all branches of Mathematics, in fact it has even been 
necessary for developing several areas in modern Physics and Engineering. 
This unit aims at familiarising the students with complex numbers and the different ways 
of representing them. The basic algebraic operations on complex numbers shall be 
extensively discussed. 
Complex analysis is a branch of mathematics that involves functions of complex 
numbers. It provides an extremely powerful tool with an unexpectedly large number of 
applications in number theory, applied mathematics, physics, hydrodynamics, 
thermodynamics, and electrical engineering. Rapid growth in the theory of complex 
analysis and in its applications has resulted in continued interest in its study by students 
in many disciplines. This has given complex analysis a distinct place in mathematics    
curricula all over the world, and it is now being taught at various levels in   almost every 
institution. 
 Finally, we like to reiterate that whatever Mathematics course you study, you will need 
the knowledge of the subject matter covered in this unit, hence go through carefully and 
ensure that you have achieved the following objectives. 
Throughout this course, the following well-known notations will be used: 
                   N = {1, 2, ・ ・ ・}, the set of all natural numbers; 
                   Z = {・ ・ ・, −2, −1, 0, 1, 2, ・ ・ ・}, the set of all integers; 
                  Q = {m/n: m, n ∈ Z, n ്0}, the set of all rational numbers; 
                   R = the set of all real numbers. 
          C = the set of complex numbers 
         Note that  ࡺ ⊂  ࢆ  ⊂  ࡽ  ⊂  ࡾ  ⊂  .࡯ 
   
2.0      OBJECTIVES 
 
At the end of this unit, you should be able to: 
� define complex numbers 
� perform mathematical operations with complex numbers 
� find modulus and argument of complex numbers 
� solve exercises on complex numbers. 

3.0      MAIN CONTENT 
     

3.1   Complex Numbers  

Consider the linear equation 3x + 5 = 0, which has a solution ݔ ൌ  െ
ହ

ଷ
, one can always 

find a real solution any for linear equation ax+ b =0 where  ܽ. ܾ ∈  Now, what . ࡾ
happens if we try to look for the real solutions of any quadratic equation over R? 
Consider one such equation, namely ݔଶ ൅ 1 ൌ 0 that is ݔଶ ൌ െ1. This equation has no 
solution in R since the square of any real number cannot be negative. 

From about 250 A.D. onwards, mathematicians have been coming across quadratic 
equation, arising from real life situations which did not have any real solutions. It was in 
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the 16th century that the Italian mathematicians, Cardano and Bombelli started a serious 
discussion on extending the number system to include square roots of negative numbers. 
In the next two hundred years, more and more instances were discovered in which the 
use of square roots of negative numbers helped in finding the solutions of real problems 

  Definition: Any complex number is then an expression of the form  ݔ ൅  ݔ where ,ݕ݅
and ݕ are old- fashioned real numbers. The number ݔ, is called the real part of   ݔ ൅  ,ݕ݅
and ݕ is called its imaginary part. 

 In other words, a complex is a number of the form  ݔ ൅  are real ݕ and ݔ where , ݅ݕ
numbers and ݅ଶ ൌ െ1. We write ݔ ൌ ܴ݁ሺݔ ൅ ݕ ሻ and݅ݕ ൌ ݔሺ݉ܫ ൅  ሻ݅ݕ

   Caution: i) ݅ is not a real number   ii) ݉ܫሺݔ ൅   ݕ݅ and not ݕ ሻis the real number݅ݕ

 For example, 3 ൅ ݅2 ൌ 3 ൅ 2݅, the real part of 3 ൅ 2݅ is 3 and the imaginary part of     3 
+ 2݅ is 2. There are some shortcut notations. For example, the complex number 3 ൅
ሺെ2ሻ݅ is written as 3 െ 2݅. Also, every real number is a complex number; for example,  
7 ൌ 7 ൅ ݅ሺ0ሻ.       

  The set of all real numbers is denoted by R, and the set of all the complex numbers is 
denoted by C. Traditionally the letters z and w are used to stand for complex numbers. 
We denote the set of all complex numbers by C so, ܥ ൌ ሼݔ ൅ ,ݔ/ݕ݅ ݕ ∈ ܴሽ. 

  Definition: Consider a complex number ݖ ൌ ݔ  ൅   ݕ݅

  If ݕ ൌ 0, we say ݖ is purely real and If ݔ ൌ 0, we say ݖ is purely imaginary.  

We usually write the purely real number ݔ ൅ 0 as ݔ and the purely imaginary number 
0 ൅  only ݕ݅ as ݕ݅

Invention of Complex Numbers 

In mathematics, we do a lot of solving of polynomial equations, which amounts to 
finding a root of a polynomial. For example, the solutions to the equations ݔଶ  ൌ  1 are 
the same as the solutions of   ݔଶ െ 1  ൌ  0, that is, they are the roots of the polynomial   
ଶݔ െ 1. These roots are ݔ  ൌ  1 and   ݔ  ൌ  െ1. 
However, some polynomial equations have no real number solutions: for example, the 
equation 
ଶݔ                                         ൅ 1 ൌ 0 
has no real number solutions, because ݔଶ ൅ 1 ൒ 1  if ݔ is a real number. 
The complex numbers were invented to provide solutions to polynomial equations. For 
example if we substitute i for x in the equation above, we get a solution 
                             ݅ ଶ ൅  1  ൌ  െ1  ൅  1  ൌ  0 . 
In the early days, the boldness of simply defining a new number i as a solution was 
considered suspicious (hence the term “imaginary part”), just as the existence of √5 was 
a matter of religious controversy for the ancient Greeks. Today, the complex number 
system is so deeply rooted in physical theory (e.g. quantum mechanics) that one could 
argue the complex number system is a more “real” description of the world than the real 
number system. (The famous physicist Roger Penrose wrote an essay to this effect, 
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“Nature is complex”.) At any rate, students of today are expected to transcend in a blink 
the worries of past geniuses. 
It is pretty easy (from the quadratic formula) to see that with complex numbers, we can 
find roots for any quadratic polynomial. For example, the two roots of 
ଶݖ   ൅  ݖ3  ൅  10  are 

ݖ ൌ
െ3 േ ඥ3ଶ െ 4ሺ10ሻ

2
ൌ
െ3 േ √െ31

2
ൌ
െ3

2
േ ݅

√31

2
 

. 
However, since C is built from R basically by adding in just that one extra element   ݅, 
and then just taking combinations   ܽ  ൅  ܾ݅, it is a rather amazing fact that ANY non-
constant polynomial with real coefficients (or even with complex coefficients) has a root 
which is a complex number. This fact (which we won’t prove) is called the Fundamental 
Theorem of Algebra, stated next. 
 
Theorem:   (Fundamental Theorem of Algebra). 
 Every non-constant polynomial with coefficients in C (or R) has a root in C. 
There is an important corollary to the Fundamental Theorem of Algebra. 
 
Theorem:  (Factorization Theorem) 
      Suppose ݌ሺݖሻ is a polynomial of degree ݊ at least 1, with complex coefficients, say 
ሻݖሺ݌ ൌ ܿ௡ݖ

௡  ൅ ܿ௡ିଵݖ
௡ିଵ  ൅ ⋯൅ ܿଵݖ ൅ ܿ଴ with ܿ௡ ് 0. Then p can be factored as a 

product of linear terms  
ሻݖሺ݌ ൌ ܿ௡ሺݖ െ ݖଵሻሺݖ െ …ଶሻݖ . ሺݖ െ  ௡ሻݖ

where the numbers ݖଵ, ,,ଶݖ … ,  ሻ. (Possibly some roots appear moreݖሺ݌ ௡ are the roots ofݖ
than once.)  
 

Explanation: 

Suppose ݌ሺݖሻ ൌ ܿ௡ݖ
௡  ൅ ܿ௡ିଵݖ

௡ିଵ  ൅ ⋯൅ ܿଵݖ ൅ ܿ଴ is a polynomial, of degree ݊ at least 
1, with complex coefficients (which, again, as a special case could be just real numbers). 
Polynomial long division works just as well with complex coefficients as with real 
coefficients. So, given a particular complex number ݖ଴, we could use the polynomial 
long division to find  

ሻݖሺ݌

ݖ െ ଴ݖ
ൌ ሻݖሺݍ ൅

ݓ

ݖ െ ଴ݖ
 

for some polynomial ݍሺݖሻ and some complex number ݓ. By multiplying both sides by 
ݖ) െ  ଴), this equation becomesݖ
ሻݖሺ݌                                ൌ ݖሻሺݖሺݍ  െ ଴ሻݖ  ൅  . ݓ 
By substituting ݖ଴ for ݖ in this last line, we obtain ݓ  ൌ  ,଴ሻ. For exampleݖሺ݌ 

ସݖ െ 1

ݖ െ 2
ൌ ଷݖ ൅ ଶݖ2 ൅ ݖ4 ൅ 8 ൅

15

ݖ െ 2
 

and this produces 
ସݖ െ 1 ൌ ሺݖଷ ൅ ଶݖ2 ൅ ݖ4 ൅ 8ሻሺݖ െ 2ሻ ൅ 15 

In the example above, where   ݌ሺ2ሻ  ൌ  15,  the number 2 is not a root of ݌ሺݖሻ and we 
got the proper remainder 15 in the last line.  If instead of ݖ  െ  2 we use a ݖ െ  ଴ whereݖ
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ݖ ሻ, then we will have zero remainder, andݖሺ݌  ଴ is a root ofݖ െ  ଴will be a factor ofݖ
ሻݓሺ݌   ሻ. The point: ifݖሺ݌  ൌ  0, then ሺݖ  െ  .ሻݖሺ݌   ሻ is a factor ofݓ 
 For example, using  ݌ሺݖሻ  ൌ ସݖ  െ  1, we see that the complex number ݅ is a root. Doing 
the polynomial long division, we could find 

         
௭రିଵ

௭ି௜
ൌ ଷݖ ൅ ଶݖ݅ െ ݖ ൅ ݅  and ݖସ െ 1 ൌ ሺݖଷ ൅ ଶݖ݅ െ ݖ ൅ ݅  ሻሺݖ െ ݅ሻ  

Applying the same procedure to the polynomial ݖଷ ൅ ଶݖ݅ െ ݖ ൅ ݅  and one of 
its roots, we could factor out another linear term, and then another, to end up with 

ସݖ െ  1  ൌ   ሺݖ  െ  1ሻሺݖ  ൅  1ሻሺݖ  െ  ݅ሻሺݖ  ൅  ݅ሻ , 
the factorization which corresponds to the four roots 1,െ1, ݅, െ݅ of the polynomial 
ସݖ െ 1. This approach works on any polynomial to produce a factorization into linear 
terms, as stated in the Factorization Theorem.  
 
Examples: 

i)  ݖଷ ൅ ଶݖ2 ൅ ݖ ൌ ݖሺݖ ൅ 1ሻଶ                                    roots are 0, -1, -1 
ii) ݖଶ ൅ ݖ2 ൅ 5 ൌ(z - [ -1 + 2i] ) (z - [ -1 - 2i ])         roots are-െ1 േ 2݅  

 
Geometrical Representation         

As already known, the real number can be geometrically represented on the number line. 
In fact, there is a one-one corresponding between real numbers and points on the number 
line. You have also seen that a complex number is determined by two real numbers, 
namely its real and imaginary parts. This observation led the mathematicians Wessel and 
Gauss to think of representing complex numbers as points in a plane. This geometric 
representation was given in the early 1800’s, it is called an Argand diagram, after the 
Swiss Mathematician J. R.Argand, who propagated this idea.      

                       y                                          

                       b                                                                 ݖ ൌ ܽ ൅ ܾ݅ 

               

 

                        0                     x                                         ܽ 

                                                                                            

  

Fig.1.1   Geometric representation of a complex number using Argand diagram 

Given real numbers a and ܾ, we picture the complex number  a ൅ ܾ݅ as a point in the 
plane, with ሺݔ, ,ሻ coordinate as point ሺܽݕ ܾሻ (see Figure 1.1). The complex plane is just 
the usual, two dimensional plane, with the interpretation that a point (a, b) in the plane 
corresponds to the complex number ܽ ൅  ܾ݅. 
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Notice that the horizontal axis of the complex plane (the “real axis”) corresponds to the 
set of real numbers. The vertical axis is called the “imaginary axis”. The plane in which 
one plot these complex numbers is called the Complex plane, or Argand plane.  

Example 
Plot the complex numbers 2  ൅  3݅, െ3  ൅  2݅, െ3 െ 2݅, 2 െ 5݅, 6݅ on an Argand 
diagram. 
 
Solution 
The figure below shows the Argand diagram. Note that purely real numbers lie on the 
real axis. Purely imaginary numbers lie on the imaginary axis. Note that complex 
conjugate pairs such as െ3 േ 2݆ lie symmetrically on opposite sides of the real axis  

                                       Fig.1.2 
 
3.2      Operations with Complex Numbers 
In this section, we shall consider some mathematical operations on complex numbers.  
The definitions of addition and multiplication of real numbers are extended to the 
complex numbers in the only reasonable way. 
Addition: Two complex numbers are added simply by adding together their real parts 
and imaginary parts: we define (a + ݅b) + (c + ݅d) = (a + c) + ݅(b + d)   
   For example, (3 + 2݅) + (4 − 6݅) = (3 + 4) + ݅ (2 - 6) = (7 − 4݅).  
Remark: the addition of two complex numbers ሺݔଵ, ,ଶݔଵሻ and ሺݕ  ଶሻ are equal and theirݕ
imaginary parts are equal 
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ଵݖ                                           ൅    ଶݖ
                                                                                                                                                              
 ଵݖ                                                                               
  ଶݖ                                        
                                            
                                                  
 
 
           Figure 1.3: Addition of complex numbers.               
 
As in real number system, 0 = 0 + 0i is a complex number such that  ݖ  ൅  0  ൌ  There .ݖ 
is obviously a unique complex number 0 that possesses this property. 
 
 
Subtraction: The difference between two complex numbers are obtained simply by 
finding the difference between their real parts and as well as the difference between their 
imaginary parts: we define (a + ݅b) - (c + ݅d) = (a - c) + ݅ (b - d).  
   For example, (3 + 2݅) - (4 + 6 ݅) = (3 - 4) + ݅ (2 - 6) = (-1 − 4 ݅).  
 
 
 
ଵݖ                                                 െ  ଵݖ            ଶݖ
                                             
 ଶݖ                                     
 
 
 
Figure 1.4: Geometry behind the “distance" between two complex numbers. 

 
 
Multiplication:    ݓݖ  ൌ   ሺܽ  ൅  ܾ݅ሻ ሺܿ  ൅  ݀݅ሻ 

  ൌ  ܽሺܿ  ൅  ݀ ݅ሻ  ൅  ܾ ݅ ሺܿ  ൅  ݀݅ሻ 
   ൌ  ܽܿ  ൅  ܽ݀ ݅  ൅  ܾܿ ݅  ൅  ܾ݀ ݅ଶ 
  ൌ   ሺܽܿ  െ  ܾ݀ሻ  ൅ ሺܽ݀  ൅  ܾܿሻ ݅ 

where we have used the property ݅ଶ = −1 to replace ݅ଶ. 
                (2 + 3 ݅)(4 + 5 ݅) = 2(4 + 5 ݅) + 3 ݅ (4 + 5 ݅ ) 
                                          = 8 + 10݅ + 12݅ + 15݅ଶ 
                                          = 8 + 10݅ + 12݅ − 15 
                                          = −7 + 22݅ 
For complex numbers ݖଵ, ,ଶݖ  :ଷ we have the following easily verifiable propertiesݖ
(I). Commutativity of addition: ݖଵ ൅ ଶݖ ൌ ଶݖ ൅  ଵݖ
(II). Commutativity of multiplication: ݖଵݖଶ ൌ  ଵݖଶݖ
(III). Associativity of addition: ݖଵ ൅ ሺݖଶ ൅ ଷሻݖ ൌ ሺݖଵ ൅ ଶሻݖ ൅ ଷݖ                                                          
(IV). Associativity of multiplication:  ݖଵሺݖଶݖଷሻ ൌ ሺݖଵݖଶሻݖଷ 
(V). Distributive law: ሺݖଵ ൅ ଷݖଶሻݖ ൌ ଷݖଵݖ ൅  ଷݖଶݖ
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As an illustration, we shall show only (I). 
 Let ݖଵ ൌ ܽଵ ൅ ܾଵ݅, ݖଶ ൌ ܽଶ ൅ ܾଶ݅ 
Thenݖଵ ൅ ଶݖ ൌ ሺܽଵ ൅ ܽଶሻ ൅ ሺܾଵ ൅ ܾଶሻ݅ ൌ ሺܽଶ ൅ ܽଵሻ ൅ ሺܾଶ ൅ ܾଵሻ݅ 
                                                                ൌ ሺܽଶ ൅ ܾଶ݅ሻ ൅ ሺܽଵ ൅ ܾଵ݅ሻ 
                                                                ൌ ሺݖଶ ൅  ଵሻݖ
 Self Assessment Exercise 
    Verify properties II) –V) 
 
Clearly, C with addition and multiplication forms a field. 
We also note that, for any integer k, 

݅ସ௞ ൌ 1 
݅ସ௞ାଵ ൌ ݅ 
݅ସ௞ାଶ ൌ െ1 
݅ସ௞ାଷ ൌ െ݅ 

 
Division: To divide two complex numbers one always uses the following trick.    

                              
     ୟ ା ୠ୧

     ௖ା ௗ௜
 =  

௔ା௕௜

௖ାௗ௜
 . 
௔ି௕௜

௖ିௗ௜
 

                                                                                                                   

                                              =  
ሺ௔ା௕௜ሻሺ௖ିௗ௜ሻ

ሺ௖ାௗ௜ሻሺ௖ିௗ௜ሻ
 

Now 
                     ሺܿ ൅ ݀݅ሻሺܿ െ ݀݅ሻ ൌ ܿଶ െ ሺ݀݅ሻଶ  ൌ ܿଶ െ ݀ଶ݅ଶ = ܿଶ െ ݀ଶ 
    

   So                     
     ୟ ା ୠ୧

     ௖ା ௗ௜
  =  

ሺ௔௖ି௕ௗሻାሺ௕௖ି௔ௗሻ௜

௖మା ௗమ
 

  

                                          =  
௔௖ି௕ௗ

௖మା ௗమ
  +  

ሺ௕௖ି௔ௗሻ

௖మା ௗమ
ଶܿ݁ݎ݄݁ݓ   ,݅ ൅ ݀ଶ ് 0 

Obviously you do not want to memorize this formula: instead you remember the trick, 
i.e. to divide ܿ  ൅  ݀݅ into ܽ  ൅  ܾ݅ you multiply numerator and denominator with 
ܿ  െ  ݀݅.for any complex number ݖ  ൌ  ܽ  ൅  ܾ݅, the number ̅ݖ ൌ ܽ  െ  ܾ݅ is called its 
complex conjugate.  
Geometrically, conjugating z means reflecting the vector corresponding to z with respect 
to the real axis. 
   ݕ                                                            
                                                                       *  ܽ ൅ ܾ݅ 
                                                                        
                                           
 ݔ                                          0                                                           
                                                                          
                                                                        
                                                                       *  ܽ െ ܾ݅ 
 
                       Fig1.5 
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Notation: 
ݖ                          ൌ  ܽ ൅  ܾ݅ , then    ̅ݖ ൌ ܽ ൅ ܾଓതതതതതതതത    or        ̅ݖ ൌ ܽ െ ܾ݅  
A frequently used property of the complex conjugate is the following formula                                    
ഥݓ.ݓ                                      = (ܿ ൅ ݀݅) (ܿ െ ݀݅)  
                                            = ܿଶ െ ݀ଶ  
                                            = ܿଶ ൅ ݀ଶ    
 

Example Find the quotient    
ሺ଺ାଶ௜ሻାሺଵାଷ௜ሻ

ିଵା௜ିଶ
 

 
ሺ6 ൅ 2݅ሻ ൅ ሺ1 ൅ 3݅ሻ

െ1 ൅ ݅ െ 2
ൌ

5 െ ݅

െ3 ൅ ݅
ൌ

ሺ5 െ ݅ሻ

ሺെ3 ൅ ݅ሻ
∙
ሺെ3 െ ݅ሻ

ሺെ3 െ ݅ሻ
 

ൌ
െ15 െ 1 െ 5݅ ൅ 3݅

9 ൅ 1
 

 

ൌ െ
8

5
െ
1

5
݅ 

The following notation is used for the real and imaginary parts of a complex number z. 
  If ݖ  ൌ  ܽ  ൅  ܾ݅ then a = the Real part of ݖ ൌ ܴ݁ ሺݖሻ, b = the Imaginary Part of 
 ݖ ൌ  .ሻݖሺ ݉ܫ 
Note that both Reݖ and Imݖ are real numbers. A common mistake is to say that ݖ݉ܫ ൌ
 ܾ݅. the  “݅”  should not be there. 
With the definitions above of addition and multiplication, C enjoys all the good 
arithmetic properties of R (addition and multiplication are commutative and associative; 
the distributive property holds etc.). 
 
Definition: Two complex numbers  ݖଵ ൌ ଵݔ ൅ ,ଵݕ݅ ଶݖ ൌ ଶݔ ൅ ଵݔ ଶ are equal ifݕ݅ ൌ  ଶݔ
and ݕଵ ൌ  ଶݕ
Thus, the elements of C are equal if their real parts are equal and their imaginary parts 
are equal. 
 
Geometric Properties 
From very basic geometric properties of triangles, we get the inequalities 
                      െ|ݖ| ൑ ݖ ܴ݁ ൑ |ݖ|and െ |ݖ| ൑ ݖ ݉ܫ ൑                     |ݖ|
The square of the absolute value has the property: 
ݔ|                     ൅ ଶ|ݕ݅ ൌ ଶݔ ൅ ଶݕ ൌ ሺݔ ൅ ݔሻሺݕ݅ െ  ሻݕ݅
Lemma 1: for any ݖ, ,ଵݖ ଶݖ ∈   ܥ

a) ݖଵ േ ଶതതതതതതതതതݖ ൌ ଵഥݖ േ ଶഥݖ  
b) |ݖ| ൒ 0,and|ݖ| ൌ 0   if and only  if  ݖ ൌ 0 
c) ݖ ൌ െ̅ݖ,  if and only  if   ݖ ∈ ܴ 
d) ݖଵ ∙ ଶതതതതതതതതݖ ൌ ଵഥݖ ∙ ଶഥݖ  

e) ቀ
௭భ

௭మ
ቁ

തതതതത
ൌ

௭భതതത

௭మതതത
ଶݖ   , ് 0  

f)  ̅̅ݖ ൌ  ݖ
g) |̅ݖ| ൌ  |ݖ|
hሻ |ݖ|ଶ ൌ  ̅ݖݖ



23 
 

iሻ ܴ݁ ݖ ൌ
ଵ

ଶ
ሺݖ ൅  ሻ̅ݖ

jሻ ݖ ݉ܫ ൌ
ଵ

ଶ௜
ሺݖ െ  ሻ̅ݖ

kሻ ݁పఏതതതത ൌ ݁ି௜ఏ 
A neat formula for the inverse of a non-zero complex number can be generated from part 
(f) above 

ଵିݖ                                           ൌ
ଵ

௭
ൌ

௭̅

|௭|మ
  

As an illustration, we shall show the relation d. Let  ݖଵ ൌ ܽଵ ൅ ܾଵ݅ , ݖଶ ൌ ܽଶ ൅ ܾଶ݅,                  
then 

ଵݖ ∙ ଶതതതതതതതതݖ ൌ ሺܽଵ ൅ ܾଵଓ ሻሺܽଶ ൅ ܾଶଓ ሻതതതതതതതതതതതതതതതതതതതതതതതതതതത 
                                                    
                                                        ൌ ሺܽଵܽଶ െ ܾଵܾଶ ሻ ൅ ଓሺܽଵܾଶ ൅ ܾଵܽଶ ሻതതതതതതതതതതതതതതതതതതതതതതതതതതതതതതതതതതതതതതതതത 
                           
                                                        ൌ ሺܽଵܽଶ െ ܾଵܾଶ ሻ ൅ ݅ሺܽଵܾଶ ൅ ܾଵܽଶ ሻ          by c) 
                                
                                                        ൌ ሺܽଵ െ ܾଵ݅ ሻሺܽଶ െ ܾଶ݅ሻ 
 

ൌ ଵഥݖ ∙ ଶഥݖ  
 
A famous geometric inequality (which holds for vectors in ࢔ࡾ) is the triangle inequality                    
                              
ଵݖ|                                             ൅ |ଶݖ ൑ |ଵݖ| ൅  |ଶݖ|
By drawing a picture in the complex plane, you should be able to come up with a 
geometric proof of this inequality. To prove it algebraically, we make extensive use of 
Lemma 1: 
ଵݖ|                                ൅ |ଶݖ

ଶ ൌ ሺݖଵ ൅ ଵݖଶሻሺݖ ൅  (ଶതതതതതതതതതሻ                         by hݖ
                                                ൌ ሺݖଵ ൅ ଵഥݖଶሻሺݖ ൅ ଶഥݖ ሻ                          by d)                   
ଵഥݖଵݖ =                                                 ൅ ଶഥݖଵݖ ൅ ଵഥݖଶݖ ൅ ଶഥݖଶݖ  
                                                ൌ |ଵݖ|

૛ ൅ ଶഥݖଵݖ ൅ ଶഥതതതതതതݖଵݖ ൅ |ଶݖ|
ଶ 

                                                ൌ |ଵݖ|
૛ ൅ 2ܴ݁ ሺݖଵݖଶഥ ሻ ൅ |ଶݖ|

ଶ            by i) 
Finally by 1) 
ଵݖ|                               ൅ |ଶݖ

ଶ ൑ |ଵݖ|
ଶ ൅ ଶഥݖଵݖ|2 |൅|ݖଶ|

ଶ 
                                                ൌ |ଵݖ|

૛ ൅ ଶഥݖ||ଵݖ|2 | ൅ |ଶݖ|
ଶ 

                                                ൌ |ଵݖ|
ଶ ൅ |ଶݖ||ଵݖ|2 ൅ |ଶݖ|

ଶ 
                                                ൌ ሺ|ݖଵ| ൅ ଶ|ሻݖ|

૛ 
which is equivalent to our claim. 
For future reference we list several variants of the triangle inequality: 
 
Lemma 2 For ݖଵ, ,ଶݖ … ..  ∈ C, we have the following identities: 
(a) The triangle inequality: |േݖଵ േ |ଶݖ ൑ |ଵݖ| ൅  |ଶݖ|
(b) The reverse triangle inequality: |േݖଵ േ |ଶݖ ൒ |ଵݖ| െ  .|ଶݖ|

(c) The triangle inequality for sums:|∑ ௞ݖ
௡
௞ୀଵ | ൑ ∑ |௞ݖ|

௡
௞ୀଵ  

The first inequality is just a rewrite of the original triangle inequality, using the fact that 
|േݖ| ൌ   .and the last follows by induction |ݖ|
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SELF-ASSESSMENT EXERCISE  
 
1)  Find the conjugate of the following expressions: 
       (i) 3-3i       (ii) 4i        (iii) -3+4i         (iv)  2 - 3i 
2) Complete the following table 
 

z Re z Im z 
i   
െ2 െ √3

5
 

  

 0 0݅
ሺ1 ൅ ݅ሻሺ3 ൅ ݅ሻ

2 െ ݅

  

(1 + i) 3       
 31 2i 
15   

 
3) Evaluate the following if w = 3 − 4i and z = −2 + ݖ ൌ െ2 ൅ 7݅. 
       (a) w + z     (b) w – z     (c) 3w − 2z      (d)  ݓഥ        (e) zw      (f)  

௭

௪
 

                 (g) |z|       (h) 
௭మି௪

௭ା௪
                            

 
3.3   Modulus and Argument of Complex Numbers  
 
For any given complex number z = a + ܾ݅ one defines the absolute value or modulus to 
be   ݎ ൌ |z| ൌ √ܽଶ ൅ ܾଶ, so |z| is the distance from the origin to the point z in the 
complex plane (see figure 1). 
 
 
 
               b                                     ݖ ൌ ܽ ൅ ܾ݅ 
 
 
                                 r 
 
 ߠ                                   
                  0                                a    
 
                    
 
                                    Figure1.6     A complex number ܽ  ൅  ܾ݅ 
 

If you picture ݖ  ൌ  ܽ  ൅  ܾ݅ in the complex plane as in Figure 1, then from the 
Pythagorean Theorem you can see that |z| is the distance from z to the origin. (Put 
another way, |z| is the length of the line segment between 0 and z.) 
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Similarly, if ݖଵ and ݖଶ are two complex numbers, then (just as with real numbers) the 
distance from ݖଵ to ݖଶ is |ݖଶ − ݖଵ|. To see this, write ݖଵ and ݖଶ in the forms ݖଵ = a + ib 
and ݖଶ  ൌ   ሺܽ  ൅  ܿሻ  ൅  ݅ሺܾ  ൅  ݀ሻ (see Figure 2). Then ݖଶ  െ ݖଵ ൌ  ܿ  ൅  ݅݀, and 
ଶݖ|  െ ݖଵ|  ൌ  √ܿଶ  ൅ ݀ଶ, the distance from ݖଵ to ݖଶ. 
 
The angle ߠ is called the argument of the complex number ݖ. Notation: arg z = ߠ  
The argument is defined in an ambiguous way: it is only defined up to a multiple of 
 or, etc. In general one says ,ߨ or 3 ,ߨ 2 ,ߨorെ ,ߨ E.g. the argument of −1 could be .ߠߨ2
arg(−1 ) = 2 + ߨk ߨ, where k may be any integer. 
From trigonometry one sees that for any complex number z = a + ܾ݅ one has  
               ܽ  ൌ   ܾ   and  ߠ ݏ݋ܿ|ݖ| ൌ  ,ߠ ݊݅ݏ|ݖ|
so that 
|ݖ|              ൌ  ߠ ݏ݋ܿ|ݖ| ൅  ߠ ݊݅ݏ|ݖ|݅  ൌ    ߠ ݏ݋ሺܿ|ݖ| ൅  ሻߠ ݊݅ݏ ݅ 
and   

                   tan  = ߠ
ୱ୧୬ఏ

ୡ୭ୱఏ
 = 

௕

௔
 

 
Example: Find argument and absolute value of  

i)  ݖ ൌ 2 ൅ ݅        ii)   ݖ ൌ
ሺଵା௜ሻሺଶା௜ሻ

ଷି௜
 

Solution: 
       i)   |ݖ| ൌ √2ଶ ൅ 1ଶ  ൌ  √5.  z lies in the first quadrant so its argument ߠ is an angle 

between 0 and  
గ

ଶ
. From tan tan ߠ ൌ

ଵ

ଶ
   

 we then conclude that arg (2 ൅ tanିଵሺ  = ߠ = (݅ 
ଵ

ଶ
ሻ ൌ 26.5605   

       ii)    ݖ  ൌ
ሺଵା௜ሻሺଶା௜ሻ

ଷି௜
  ൌ

ଶା௜ାଶ௜ିଵ

ଷି௜
 ൌ

ଵାଷ௜

ଷି௜
 

  this implies that 

ݖ                                  ൌ
ሺଵାଷ௜ሻሺଷା௜ሻ

ሺଷି௜ሻሺଷା௜ሻ
  ൌ

ଷା௜ାଽ௜ିଷ

ଵ଴
  ൌ

ଵ଴௜

ଵ଴
  ൌ ݅ 

Hence  |ݖ| ൌ 1 and arg ݖ ൌ
గ

ଶ
  

Example: If ݔ ൅ ݕ݅ ൌ ݎ ൅
௦ሺଵା௜௧ሻ

ଵି௜௧
 where r and s are real constant and x, y, t are real 

variables. Show that the locus of the point (x, y) as t varies is a circle. 
 
Solution: 

ݔ                          ൅ ݕ݅ ൌ ݎ ൅
௦ሺଵା௜௧ሻ

ଵି௜௧
    

                              ൌ ݎ ൅
௦ሺଵା௜௧ሻ

ሺଵି௜௧ሻ
∙
ሺଵା௜௧ሻ

ሺଵା௜௧ሻ
       

                              ൌ ݎ ൅
௦ሺଵି௧మሻ

ଵା௧మ
൅

ଶ௦௜௧

ଵା௧మ
  

Equating the real parts and the imaginary parts in each side of the equation, we have: 

ݔ                     ൌ ݎ ൅
௦ሺଵି௧మሻ

ଵା௧మ
ݕ    ,  ൌ

ଶ௦௧

ଵା௧మ
 

Thus, 
                    ሺݔ െ ሻଶݎ ൅ ଶݕ ൌ  ଶݏ
Hence, the locus of the point (x, y) is a circle centre (a, 0) and radius b. 
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Another way to describe multiplication of complex numbers is to consider two complex 
numbers, ݔଵ ൅ ଶݔ ଵ, andߠ   ଵ and argumentݎ ଵwith absolute valueݕ݅ ൅  ଶ with absoluteݕ݅
value  ݎଶ and argument   ߠଶ. This means, we can write 
ଵݔ   ൅ ଵݕ݅ ൌ    ሺݎଵcos ଵሻߠ ൅  ݅ሺݎଵsin ଶݔ  ଵሻ  andߠ ൅ ଶݕ݅ ൌ    ሺݎଶcos ଶሻߠ ൅  ݅ሺݎଶsin    ଶሻߠ
To compute the product, we make use of some classic trigonometric identities:        
ଵݔ   ൅ ଵݕ݅ ൌ ሾሺݎଵcos ଵሻߠ ൅  ݅ሺݎଵsin ଶcosݎଵሻሿሾሺߠ ଶሻߠ ൅  ݅ሺݎଶsin    ଶሻሿߠ
      ൌ ሺݎଵ ଶcosݎ ଵߠ cos ଶߠ െ ଵݎ ଶsinݎ ଵߠ sin ଶሻߠ ൅ ݅ሺݎଵ ଶcosݎ ଵߠ sin ଶߠ ൅ ଵݎ ଶsinݎ ଵߠ cos  ଶሻߠ

ൌ ଶሾሺcosݎଵݎ ଶߠݏ݋ଵܿߠ െ sin ଶሻߠ݊݅ݏଵߠ ൅ ݅ሺcos ଶߠ݊݅ݏଵߠ ൅ sin  ଶሻሿߠݏ݋ଵܿߠ
             ൌ ଵߠሺݏ݋ܿڿଶݎଵݎ ൅ ଶሻߠ ൅ ݅ sinሺߠଵ ൅  ۀଶሻߠ
So the absolute value of the product is ݎଵݎଶ and (one of) its argument is ߠଵ ൅  .ଶߠ
Geometrically, we are multiplying the lengths of the two vectors representing our two 
complex numbers, and adding their angles measured with respect to the positive   x- 
axis. 
 
 
 
 
ଵߠ                                       ൅                               ଶߠ
 ଶߠ      ଵݖ                                                                     
                      ଶݖ                                                 
 ଵߠ                                                                           
 
 
 
 
 
                            Figure 1.7   Multiplication of complex numbers. 
 
In view of the above calculation, it should come as no surprise that we will have to deal 
with quantities of the form cos ߠ ൅ ݅  sin  .quite a bit (is some real number ߠ where) ߠ
We introduce a shortcut notation and define ݁௜ఏ ൌ cos ߠ ൅ ݅  sin  ߠ
At this point, this exponential notation is indeed purely a notation, that it has an intimate 
connection to the complex exponential function. For now, we motivate this ‘maybe’ 
strange-seeming definition by collecting some of its properties. The reader is encouraged 
to prove them. 
 
Lemma 2: for any ߠ, ଶߠଵߠ ∈ ܴ, 
a) ݁௜ఏభ݁௜ఏమ ൌ ݁௜ሺఏభାఏమሻ 
b) 

ଵ

௘೔ഇ
ൌ ݁ି௜ఏ  

c) ݁௜ሺఏାଶగሻ ൌ ݁௜ఏ 
d) ห݁௜ఏห ൌ 1 

e) 
ௗ

ௗఏ
݁௜ఏ ൌ ݅݁௜ఏ 

With this notation, the sentence “The complex number ݔ  ൅  and ݎ has absolute value ݕ݅ 
argument ߠ" now becomes the identity  ݔ ൅ ݕ݅ ൌ ݅݁௜ఏ 

 



27 
 

The left-hand side is often called the rectangular form, the right-hand side the polar form 
of this complex number. 
We now have five different ways of thinking about a complex number: the formal 
definition, in rectangular form, in polar form, and geometrically using Cartesian 
coordinates or polar coordinates. Each of these five ways is useful in different situations, 
and translating between them is an essential ingredient in complex analysis. The five 
ways and their corresponding notation are listed in Figure 1.4. 
 
 
 
 
 
 
 
 
 
Formal 
 ሺݔ,  ሻݕ

 
 
    Algebraic 

 
      Rectangular 

ݔ ൅  ݕ݅

 
           Exponential 

 ௜ఏ݁ݎ

 
 
 
   Geometric 

 
    Cartesian 
 
 

  z 
  y 

         x 
                     

 
          Polar    
 
                 z  
          r    
       ߠ             
                         

                    
Figure 1.8: Five ways of thinking about a complex number  ݖ  ∈  .࡯ 

 
 
4.0     Conclusion 
 The knowledge acquired in this unit shall be useful in every aspect of our Mathematics 
Courses to be studied in this university. You are therefore advised to master the 
materials very well. 

5.0     Summary 
In the unit, you have studied the following points 

1) The definition of a complex number i.e.  a complex number is a number of the 
form ݔ ൅ ,ݔ where ݕ݅ ݕ ∈ ܴ and ݅ ൌ √െ1 . Equivalently, it is a pair ሺݔ, ሻݕ ∈
ܴ ܺ ܴ  

2) x is the real and y is the imaginary parts of  ݔ ൅  ݕ݅
ଵݔ (3 ൅ ଵݕ݅ ൌ ଶݔ ൅ ଵݔ ଶ, iffݕ݅ ൌ ଵݕ ଶ andݔ ൌ  ଶݕ
4) The conjugate of ݖ ൌ ݔ ൅ ̅ݖ is ݕ݅ ൌ ݔ െ  ݕ݅
5) The geometric representation of complex number is the Argand diagram 
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6.0   Tutor Marked Assignment 

1. Evaluate the following if ݓ  ൌ  3  െ  4݅ and ݖ  ൌ  െ2  ൅  7݅. 
                 ሺܽሻ ݓ  ൅ – ݓ (b)                         ݖ     ݖ 
                 (c)  3w − 2z                        (d)ݓഥ    
                 (e)  zw                                 (f) 

௭

௪
 

                 (g) |z|                                 (h) 
௭మି௪

௭ା௪
 

                 (i) ܴ݁ሺݖ െ ݖሺ3݉ܫ ሻ                   (j)ݓ ൅  ሻݓ
2. Find the real and imaginary parts of each of the following. 

             ሺܽሻ
ଵ

௜
                                       ሺܾሻ

ଷ

ଵାଶ௜
 

             ሺܿሻ 
ଷ ି ସ௜

ିଶ ା ଷ௜
                                  ሺ݀ሻ ሺ1 ൅ ݅ሻଷ 

3. For each of the following, write the given z in rectangular coordinates and plot it in 
the complex plane. 

           ሺܽሻ |ݖ| ൌ  3, ሻݖሺ݃ݎܣ  ൌ  
గ

ଶ
                ሺܾሻ|ݖ| ൌ  5,, ሻݖሺ݃ݎܣ  ൌ

ଶగ

ଷ
 

            ሺܿሻ |ݖ| ൌ  0.5, ሻݖሺ݃ݎܣ  ൌ  െ
ଷగ

ସ
       ሺ݀ሻ |ݖ| ൌ  2, ሻݖሺ݃ݎܣ  ൌ  ߨ 

4. For each of the following, find |z| and ݃ݎܣሺݖሻ and plot ݖ in the complex plane. 
          ሺܽሻ ݖ  ൌ  െ݅                                     ሺܾሻ ݖ  ൌ  െ5  
          ሺܿሻ ݖ  ൌ  1  ൅  ݅                                ሺ݀ሻ ݖ  ൌ  െ1 –  ݅   
          ሺ݁ሻ ݖ  ൌ  2  ൅  2√3݅                         ሺ݂ሻ ݖ  ൌ √3 െ  ݅ 

5. Suppose w and z are complex numbers with   |ݓ| ൌ 3, ሻݓሺ݃ݎܣ  ൌ  
గ

଺
  , |ݖ| ൌ 2, and 

ሺݖሻ  ൌ  െ
గ

ଷ
 . Find both polar and rectangular coordinates for each of the following. 

              (a) ݓଶ      (b) ݖଷ     (c)  ݖݓ       (d) 
௪

௭
     ሺ݁ሻ

௭

௪మ
    ሺ݂ሻ ݓହ 

6. Find all the roots of the polynomial ܲሺݖሻ  ൌ   ଺ݖ െ 1 and plot them in the complex 
plane. 
7. Let ݒ  ൌ ܽଵ ൅  ܾଵ݅,  ݓ ൌ   ܽଶ  ൅ ݄ଶ݅, and ݖ  ൌ  ܽଷ  ൅ ܾଷ݅ be complex numbers. 
Verify each of the following.    ሺܽሻ ݒ  ൅  ݓ  ൌ  ݓ  ൅  ݓݒ ሺܾሻ                    ݒ  ൌ  ݒݓ 

           ሺܿሻ ݒሺݓ  ൅ ሻݖ   ൌ  ݓݒ  ൅  ݒሺ݀ሻ ሺ             ݖݒ  ൅ ሻݓ   ൅  ݖ  ൌ  ݒ  ൅ ሺݓ  ൅  ሻݖ 
           ሺ݁ሻ ݒሺݖݓሻ  ൌ   ሺݓݒሻݖ                          ሺ݂ሻ ሺݓ  ൅ ሻଶݖ   ൌ ଶݓ   ൅  ݖݓ2  ൅ ݖଶ 

8. Suppose z is a complex number with |ݖ| ൌ ሻݖand arg ሺ ݎ ൌ  ߠ 

   (a) Let w be a complex number with |ݓ| ൌ ሻݓሺ݃ݎܽ and ݎ√  ൌ  
ఏ

ଶ
. Show that   

ଶݓ  ൌ  .ݖ 

   (b) Let ݒ be a complex number with |ݓ| ൌ  = and arg(v) ݎ√
ఏ

ଶ
൅    Show that .ߨ

ଶݒ  ൌ  .ݖ 
    (c) From (a) and (b) we see that every nonzero complex number has two distinct 
square roots. Find the square roots, in rectangular form, of 1 ൅ √3݅   and െ9.   
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1.0       INTRODUCTION 
In this unit, we shall examine complex numbers in polar forms. The polar form of 
complex numbers gives interesting results which will be examined in this unit. 
 
2.0         OBJECTIVES 
At the end of this unit, you should be able to: 
� express complex numbers in polar form 
� carry out multiplication and division of complex numbers 
� recall the De Moivre’s theorem and apply it appropriately 
� find roots and work with fractional powers of complex numbers in polar form 
� solve correctly the exercises that follow after the unit. 
 
3.0         Main Content 
           
          3.1         Polar notation 
When we write a complex number z in the form ݖ ൌ ݔ ൅  we refer to x and y as the ,݅ݕ
rectangular or Cartesian coordinates of z. We now consider another method of 
representing complex numbers. Let us begin with a complex number   ݖ ൌ ݔ ൅  ݅ݕ
written in rectangular form. Assume for the moment that x and y are not both zeroes. If 
we let  ߠ be the angle between the real axis and the line segment from ሺ0, 0ሻ to ሺݔ,  ,ሻݕ
measured in the counter clockwise direction, then z is completely determined by the two 
numbers |z| and  ߠ . We call ߠ the argument of z and denote it by arg (z). 
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                 y                                            
 
ݖ                                                              ൌ ݔ ൅  ݕ݅
   
                                    r 
 
 ߠ݊݅ݏݎ                                                              
  ߠ                            
        ݔ                                 ߠݏ݋ܿݎ                                    
 
 Figure 1      Polar coordinates for a complex number          
  
Geometrically, if we are given |z| and ߠ, we can locate z in the complex plane by taking 
the line segment of length |z| lying on the positive real axis, with a fixed endpoint at the 
origin, and rotating it counter clockwise through an angle ߠ; the final resting point of the 
rotating endpoint is the location of z. Algebraically, if ݖ ൌ  ݔ ൅  is a complex number ݅ݕ 
with r = |z| and ߠ ൌ arg  then   , ݖ
 ݔ                                    ൌ                 (1)                                               ߠ ݏ݋ܿ ݎ 
 and  
 ݕ                                    ൌ   (2)                                               .ߠ ݊݅ݏ ݎ 
Together, r and ߠ are called the polar coordinates of z. (see figure 1) 
Example     If |z| = 2 and arg (z) = 

గ

଺
  ,  

Then 
                         z = 2ܿݏ݋

గ

଺
݊݅ݏ2+  

గ

଺
݅  

                            =  √3 ൅  ݅ 
Example      If   z = 1 – i 
 then  
                     |z|  ൌ  √2 and arg (z) = - 

గ

ସ
 .  

Note that in the last example we could have taken arg (z) =  
଻గ

ସ
 , or, in fact,  

                                          arg ሺzሻ  ൌ   െ 
గ

ସ
 ൅   ߨ2݊ 

for any integer n. In particular, there are an infinite number of possible values for arg (z) 
and we will let arg (z) stand for any one of these values. At the same time, it is often 
important to choose arg (z) in a consistent fashion; to this end, we call the value of arg 
(z) which lies in the interval ሺെߨ,  ሻ the principal value of arg (z) and denote it byߨ
arg(z). For our example, arg (z) =   −arg  ݖ ൌ െ

గ

ସ
.  

In general, if we are given a complex number in rectangular coordinates, say ݖ  ൌ ݔ  ൅
 arg(z) are = ߠ then, as we can see from Figure 1., the polar coordinates r = |z| and ,݅ݕ
determined by 
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ݎ                                           ൌ ඥݔଶ ൅  ଶ                                    (3)ݕ
 and 
                                   tan ߠ ൌ 

௬

௫
                                                  (4) 

 where the latter holds only if ݔ ് 0. If  ݔ ൌ 0 and   ݕ ് 0, then z is purely imaginary 
and hence lies on the imaginary axis of the complex plane. In that case, ߠ ൌ

గ

ଶ
  if y > 0 

and ߠ ൌ െ
గ

ଶ
  if y < 0. If both x = 0 and y = 0, then z is completely specified by the 

condition r = 0 and ߠ may take on any value. 
Note that, since the range of the arc tangent function is  ሺെ

గ

ଶ
,
గ

ଶ
ሻ the condition   

                                             tan ߠ ൌ
௬

௫
  

 only implies that 

tanିଵ  = ߠ                                                   ቀ
௬

௫
ቁ  

 if x > 0, that is, if ߠ is between − 
గ

ଶ
 and 

గ

ଶ
 . 

 Example    Suppose z = −1 - ݅√3. Then  
|ݖ|                               ൌ √1 ൅ 3 ൌ 2 = 2  
and if 
ߠ                                               ൌ arg ሺݖሻ ,  

                                       tan ߠ ൌ
ି√ଷ

ିଵ
ൌ √3.  

Since z lies in the third quadrant, we have  

                                    argሺݖሻ ൌ arg ݖ ൌ െ
ଶగ

ଷ
 

 
3.2    Multiplication and Division of Complex Numbers in polar form 
Suppose ݖଵ and ݖଶ are two non zero complex numbers with ||ݖଵ| ൌ |ଶݖ| ,ଵݎ ൌ  ,ଶݎ
ଵሻݖሺ݃ݎܽ                 ൌ ଶሻݖሺ݃ݎܽ ଵ   andߠ ൌ   .   ଶߠ
Then  
 ଵݖ                              ൌ  ଵݎ +ଵߠ ݏ݋ܿ  ଵݎ sin ଵߠ ݅  
ଵ ሺcosݎ =                                  ଵߠ ൅ sin ଵߠ ݅ሻ  
and 
 ଶݖ                              ൌ  ଶݎ +ଶߠ ݏ݋ܿ  ଶݎ sin ଶߠ ݅  
ଶ ሺcosݎ =                                  ଶߠ ൅ sin ଶߠ ݅ሻ  
                         
 
 
        ݕ                          
 
   ଶݖ         ଶݎ                                                
 ߠ2                                                                             
                                                 r 
 ߠ                                                 
                                                        z                                   ݔ        
                                                                                                      
                
                        Figure 2 Geometry of ݖ and ݖଶ in the complex plane            



33 
 

Hence 
 ଶݖ ଵݖ                     ൌ ሺݎଵ  ܿߠ ݏ݋ଵ ൅ ݎଵ  sin ଵߠ ݅ ሻሺݎଶ ܿߠ ݏ݋ଶ ൅ ݎଶ  sin ଶߠ ݅ ሻ                               
ൌ ଶߠ ݏ݋ଵܿߠ ݏ݋ଶሺܿݎଵݎ ൅ ଶ݅ߠ ݊݅ݏଵߠ ݏ݋ܿ ൅ ଶ݅ߠ ݏ݋ଵܿߠ ݊݅ݏ െ                                ଶሻߠ ݊݅ݏଵߠ ݊݅ݏ
ଶߠ ݏ݋ଵܿߠ ݏ݋ଶሾሺܿݎଵݎ = െ ଶሻߠ ݊݅ݏଵߠ ݊݅ݏ ൅ ሺߠ ݊݅ݏଵܿߠ ݏ݋ଶ݅ ൅   ଶ݅ሻሿߠ ݊݅ݏଵߠ ݏ݋ܿ
                             ൌ ଵߠcosሺڿଶݎଵݎ ൅ ଶሻߠ ൅ sinሺߠଵ ൅   ۀଶሻ݅ߠ
It follows that 
| ଶݖ ଵݖ| =                                  ൌ    ଶݎ ଵݎ
 ଶ |                                                             (5)ݖ|| ଵݖ|=                                             
and 
ଶ ሻݖ ଵݖሺ݃ݎܽ                             ൌ ଵߠ ൅   ଶߠ
                                       ൌ ଵ ሻݖሺ݃ݎܽ  ൅  ଶ ሻ                                            (6)ݖሺ݃ݎܽ
In other words, the magnitude of the product of two complex numbers is the product of 
their respective magnitudes and the argument of the product of two complex numbers is 
the sum of their respective arguments. 
In particular, for any complex number z, |ݖଶ| = |ݖ|ଶ and arg(ݖଶ ) = 2 arg(z).  
More generally, for any positive integer n,  
 ௡                                                           (7)|ݖ| = |௡ݖ |                                                
and 
                                             arg ௡ݖ ൌ ݊ arg  (8)                                                     ݖ
See Figure 2. 
If z is a complex number with |z| = r and arg ݖ ൌߠ, then 
ݖ                                                      ൌ ሺcosݎ ߠ ൅ sin ߠ ݅ሻ 
and 
̅ݖ                      ൌ ሺcosݎ ߠ െ sin  ሻߠ
ሺcosݎ                     ߠ െ sin ሻ݅ߠ ൌ ሻߠሺcosሺെݎ ൅ sinሺെߠሻ݅ሻ                               (9) 
hence 
 z|                                                        (10)| = | ̅ݖ|                                           
and  
                                           arg (̅ݖ ) = −arg(z),                                            (11) 
in agreement with our previous observation that  ̅ݖ is obtained from z by reflection about 
the real axis. 
Division 
If ݖଵ  and  ݖଶ are two nonzero complex numbers with |ݖଵ |ൌ  ,ଵߠ = ( ଵݖ)ଶ , argݎ = | ଶݖ| , ଵݎ
and  arg(ݖଶ ) = ߠଶ, then 

                                 
௭భ

௭మ
 = 

௭భ௭భതതത

௭మ௭మതതത
 

                                 = 
௥భ ௥మ ሺୡ୭ୱሺఏభ ି ఏమሻ ା ୱ୧୬ሺఏభ ି ఏమሻ୧ሻ 

ሺ௥మሻ
మ  

                                =  
௥భ

௥మ
ሾܿݏ݋ሺߠଵ  െ ߠଶሻ ൅ ଵߠሺ݊݅ݏ   െ ߠଶሻ݅ሿ 

Hence 

                                      ቚ
௭భ

௭మ
ቚ =  

|௭భ|

|௭మ|
                                                 (12)           

and 

                                      arg ቀ
௭భ

௭మ
ቁ = ߠଵ − ߠଶ.                                   (13)  
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In other words, the magnitude of the quotient of two complex numbers is the quotient of 
their respective magnitudes and the argument of the quotient of two complex numbers is 
the difference of their respective arguments. 

Example Let z = 2(cos ቀ
గ

ଵଶ
ቁ+ sinቀ

గ

ଵଶ
ቁ ݅) and w = 3(cosቀ

గ

଺
ቁ+ sinቀ

గ

଺
ቁ ݅). Then  

ݓݖ                               ൌ 6 ቂܿݏ݋ ቀ
ఛ

ଵଶ
൅

గ

଺
ቁ ൅ ݊݅ݏ ቀ

ఛ

ଵଶ
൅

గ

଺
ቁ ݅ቃ  

                                     = 6 ቂܿݏ݋ ቀ
ఛ

ସ
ቁ ൅ ݊݅ݏ ቀ

ఛ

ସ
ቁ ݅ቃ  

                                     = 6 ቀ
ଵ

√ଶ
൅

ଵ

√ଶ
݅ቁ  

                                     =3 √2 ൅ 3√2 ݅ 
Also,  

                                
௭

௪
 = 

ଶ

ଷ
 ቂܿݏ݋ ቀ

ఛ

ଵଶ
െ

గ

଺
ቁ ൅ ݊݅ݏ ቀ

ఛ

ଵଶ
െ

గ

଺
ቁ ݅ቃ  

                                    =  
ଶ

ଷ
 ቂܿݏ݋ ቀെ

ఛ

ଵଶ
ቁ ൅ ݊݅ݏ ቀെ

ఛ

ଵଶ
ቁ ݅ቃ 

                                    =  
ଶ

ଷ
  ቂܿݏ݋ ቀ

ఛ

ଵଶ
ቁ െ ݊݅ݏ ቀ

ఛ

ଵଶ
ቁ ݅ቃ  

                                     = 0.6440 − 0.1725݅ 
where we have rounded the real and imaginary parts to four decimal places .  
 

Example: Write the quotient   
ଵା௜

√ଷି௜
   in polar form. 

The polar forms of 1  ൅  ݅ ൌ √2 ቀܿݏ݋
గ

ସ
൅ ݊݅ݏ݅

గ

ସ
ቁ  

And 

√3 െ ݅ ൌ 2ቆܿݏ݋ ቀെ
ߨ

6
ቁ ൅ ݊݅ݏ݅݅ ቀെ

ߨ

6
ቁቇ 

Therefore, 
1 ൅ ݅

√3 െ ݅
ൌ
√2

2
ቄܿݏ݋ ቂ

ߨ

4
െ ቀെ

ߨ

6
ቁቃ ൅ ݊݅ݏ݅ ቂ

ߨ

4
െ ቀെ

ߨ

6
ቁቃቅ 

√2

2
൜ܿݏ݋ ൬

ߨ5

12
൰ ൅ ݊݅ݏ݅ ൬

ߨ5

12
൰ൠ 

 Example: 

            Let   ݖ ൌ ܿݏ݋ ቀ
ఛ

ସ
ቁ ൅ ݊݅ݏ ቀ

ఛ

ସ
ቁ ݅ = 

ଵ

√ଶ
൅

ଵ

√ଶ
݅  

Since |ݖ|  ൌ  1 and arg  ݖ ൌ
ఛ

ସ
 

 z is a point on the unit circle centred at the origin, 
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    ଶݖ                                                                           
                   
 ଷ                                                 zݖ                                             
                             
                                                
 ଼ݖ                ௭ݖ                                                                        
                             
 ଼ݖ                                                                         ସݖ                                     
 ଼ݖ                                                                                
 
                  
 ଻ݖ                                                                                       
 ଻ݖ                                                                                                  
                                             ହݖ                                           
 ଺ݖ                                                                           
                                                    
                                                                                                         
                                Figure 3 Powers of  ݖ ൌ cos

ఛ

ସ
൅ sin

ఛ

ସ
݅ 

 
one -eighth of the way around the circle from (1, 0) (see Figure 3). Then    
     

ݏ݋ܿ ଶ  ൌݖ   ቀ2 ∙
ఛ

ସ
ቁ ൅ ݊݅ݏ ቀ2 ∙

ఛ

ସ
ቁ ݏ݋ܿ = ݅ ቀ

ఛ

ଶ
ቁ ൅ ݊݅ݏ ቀ

ఛ

ଶ
ቁ ݅ = ݅ 

ଷݖ       ൌ ܿݏ݋ ቀ3 ∙
ఛ

ସ
ቁ ൅ ݊݅ݏ ቀ3 ∙

ఛ

ସ
ቁ ݏ݋ܿ = ݅ ቀ

ଷఛ

ସ
ቁ ൅ ݊݅ݏ ቀ

ଷఛ

ସ
ቁ ݅ = െ

ଵ

√ଶ
൅

ଵ

√ଶ
݅ 

ݏ݋ܿ ସ ൌݖ       ቀ4 ∙
ఛ

ସ
ቁ ൅ ݊݅ݏ ቀ4 ∙

ఛ

ସ
ቁ ሻߨሺݏ݋ܿ = ݅ ൅  ሻ݅ = െ1ߨሺ݊݅ݏ

ݏ݋ܿ ହ ൌݖ        ቀ5 ∙
ఛ

ସ
ቁ ൅ ݊݅ݏ ቀ5 ∙

ఛ

ସ
ቁ ݏ݋ܿ = ݅ ቀ

ହఛ

ସ
ቁ ൅ ݊݅ݏ ቀ

ହఛ

ସ
ቁ ݅ = െ

ଵ

√ଶ
െ

ଵ

√ଶ
݅ 

ݏ݋ܿ ଺ ൌݖ        ቀ6 ∙
ఛ

ସ
ቁ ൅ ݊݅ݏ ቀ6 ∙

ఛ

ସ
ቁ ݏ݋ܿ = ݅ ቀ

ଷఛ

ଶ
ቁ ൅ ݊݅ݏ ቀ

ଷఛ

ଶ
ቁ ݅ = െ݅ 

ݏ݋ܿ ଻ ൌݖ        ቀ7 ∙
ఛ

ସ
ቁ ൅ ݊݅ݏ ቀ7 ∙

ఛ

ସ
ቁ ݏ݋ܿ = ݅ ቀ

଻ఛ

ସ
ቁ ൅ ݊݅ݏ ቀ

଻ఛ

ସ
ቁ ݅ = 

ଵ

√ଶ
െ

ଵ

√ଶ
݅ 

ݏ݋ܿ ൌ ଼ݖ       ቀ8 ∙
ఛ

ସ
ቁ ൅ ݊݅ݏ ቀ8 ∙

ఛ

ସ
ቁ ሻߨሺ2ݏ݋ܿ = ݅ ൅  ሻ݅ = 1ߨሺ2݊݅ݏ

ଽݖ       ൌ ሻሺ1ሻݖሺ ଼ݖݖ ൌ    ݖ
Hence each successive power of z is obtained by rotating the previous power through an 
angle of 

గ

ସ
 on the unit circle centred at the origin; after eight rotations, the point has 

returned to where it started. See Figure 3. Notice in particular that z is a root of the 
polynomial 
                                 ܲሺݓሻ  ൌ  ଼ݓ െ 1. 
In fact, ݖ௡ is a solution of ଼ݓ  െ  1  ൌ  0 for any positive integer n since 
ሻ௡  − 1 ൌ 1௡଼ݖ) ௡ሻ଼ − 1 ൌݖ) െ  1  ൌ  1  െ  1  ൌ  0. 
Thus there are eight distinct roots of P (w), namely, z, ݖଶ, ݖଷ, ݖସ, ݖହ,  ݖ଺,  ,଼ݖ  ଻, andݖ
only two of which, ݖସ ൌ െ1 and  ଼ݖ ൌ  1, are real numbers. 
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3.3   The Complex Exponential Function 
In this session, we shall first show that every complex number can be written in 
exponential form and then use this form to raise a rational power to a given complex 
number. We shall also extract roots of a complex number. Finally, we shall prove that 
complex numbers cannot be ordered. 
If ݖ  ൌ  ݔ  ൅  then ݁௭ is defined to be the complex number ,ݕ݅ 
݁௭ ൌ   ݁௫ሺܿݕ ݏ݋  ൅  ሻ. (3.1)ݕ ݊݅ݏ ݅ 
This number ݁௭satisfies the usual algebraic properties of the exponential function. For 
example, 

 ݁௭భ݁௭మ  ൌ ݁௭భା௭మ    and    
௘೥భ

௘೥మ 
ൌ ݁௭భି௭మ  

In fact, if ݖଵ ൌ   ଵݔ  ൅  ଶݖ ଵ andݕ݅  ൌ    ଶݔ  ൅  ,ଶ  , then, in view of the previous sectionݕ݅ 
we have 

݁௭భ݁௭మ  ൌ ݁௭భሺܿݕݏ݋ଵ ൅ ଵሻ݁ݕ݊݅ݏ݅
௭మ ሺܿݕݏ݋ଶ  ൅  ଶ ሻݕ݊݅ݏ݅

= ݁௫భା௫మ ൫ܿݏ݋ሺݕଵ ൅ ଶ ሻݕ ൅ ଵݕሺ݊݅ݏ݅ ൅  ଶ ሻ൯ݕ
=݁ሺ௫భା௫మ ሻା௜ሺ௬భା௬మ ሻ ൌ ݁௭భା௭మ  
In particular, for ݖ  ൌ  the definition above gives one of the most important ,ݕ݅ 
formulas of Euler            
                                       ݁௜௬ ൌ cosݕ ൅  (.3)                                   ݕ݊݅ݏ݅
which immediately leads to the following identities: 

ݕݏ݋ܿ ൌ ܴ݁ሺ݁௜௬ሻ ൌ
௘೔೤ା௘ష೔೤

ଶ
ݕ݊݅ݏ, ൌ ሺ݁௜௬ሻ݉ܫ ൌ

௘೔೤ି௘ష೔೤

ଶ௜
 

 
 
 
                                                                   ݁௜ఏ ൌ cosߠ ൅    ߠ݊݅ݏ݅
                                                                   
 
 
 ߠ                                                               
                                                                                 1  
 
 
                                                    
 
 
 
                         
                                     Figure 4. Euler’s definition of ݁௜ఏ 
 
When y = π, formula (3.2) reduces to the amazing equality  
                                      ݁గ௧= cos ݅ ൅ ߨ sin  ߨ
                                                 ൌ െ1 .  
This leads to famous Euler’s formula  
                                 ݁గ௜ ൅  1 ൌ 0, 
which combines the five most basic quantities in mathematics: ݁, ,ߨ ݅, 1, and 0. In this 
relation, the transcendental number e comes from calculus, the transcendental number π 
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comes from geometry, and i comes from algebra, and the combination ݁గ௜gives −1, the 
basic unit for generating the arithmetic system for counting numbers.This seems a good 
definition because ݁௜௧ can be defined and anything can be done with it. 
We now substitute it in the Taylor series thus: 

                        ݁௫:݁௜௧ ൌ 1 ൅ ݐ݅ ൅
ሺ௜௧ሻమ

ଶ!
൅

ሺ௜௧ሻయ

ଷ!
൅

ሺ௜௧ሻర

ସ!
൅ ⋯ 

                                   = 1 ൅ ݐ݅ െ
௧మ

ଶ!
െ ݅

௧య

ଷ!
൅

௧ర

ସ!
൅ ݅

௧ఱ

ହ!
െ ⋯ 

                                   = 1 െ
௧మ

ଶ!
൅

௧ర

ସ!
െ ⋯ + ݅ሺݐ െ

௧య

ଷ!
൅

௧ఱ

ହ!
െ ⋯ ሻ   

                                   ൌ cos ݐ ൅ ݅ sin   ݐ
 This is not a proof, because before we had only proved the convergence of the Taylor 
series for ݁௫ if x was a real number, and here we have pretended that the series is also 
good if you substitute   ݔ ൌ  .ݐ݅
 As a function of t the definition above gives us the correct derivative namely, using the 
chain rule (i.e. pretending it still applies for complex functions) we would get    

                                                      
ௗ௘೔೟

ௗ௧
ൌ ݁௜௧                                       

  Indeed, this is correct. To see this proceed from our definition  

                                        
ௗ௘೔೟

ௗ௧
ൌ

ௗሺ௖௢௦ ௧ ା ௜ ୱ୧୬ ௧ሻ

ௗ௧
 

                                                 = 
ௗሺ௖௢௦ ௧ሻ

ௗ௧
 + ݅

ௗሺ௦௜௡ ௧ሻ

ௗ௧
 

                                                 ൌ െ sin ݐ ൅  ݐ ݏ݋ܿ ݅
                                               ൌ ݅ሺcos ݐ ൅  ሻݐ ݊݅ݏ ݅
the formula ݁௫. ݁௫ ൌ  ݁௫ା௬still holds.  
 Rather, we have ݁௜௧ା௜௦ ൌ ݁௜௧݁௜௦. 
To check this, replace the exponentials by their definition: 
                               ݁௜௧݁௜௦ ൌ ሺcos ݐ ൅ ݅ sin  ሻሺcosݐ ݐ ൅ ሻݐ ݊݅ݏ ݅   
                                         = cosሺݐ ൅ ሻݏ ൅ ݅ sin ሺݐ ൅ ሻݏ ൌ ݁௜ሺ௧ା௦ሻ 
            Requiring ݁௫. ݁௬ ൌ ݁௫ା௬   
to be true for all complex numbers helps us decide what ݁௔ା௕௜shoud be for arbitrary 
complex numbers a + bi. 
 
Definition 
              For any complex number a + bi we set 
                                ݁௔ା௕௜ = ݁௔݁௕௜  
                                          = ݁௔ሺcos ܾ ൅ ݅ sin ܾ) 
One verifies as above that this gives us the right behavior under differentiation. Thus, for 
any complex number r = a + bi the function   

ሻݐሺݕ ൌ ݁௥௧ ൌ ݁௔௧ሺcos ݐܾ ൅  .ሻݐܾ ݊݅ݏ ݅
satisfies 

ሻݐሺ′ݕ                                                 ൌ 
ௗ௘ೝ೟

ௗ௧
  ௥௧݁ݎ 
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Example: Evaluate i) ݁௜గ ii) ݁ିଵା
೔ഏ

మ  
Solution 

i) Using Euler’s equation, 
 ݁௜గ ൌ cos ߨ ൅ ݅ sin ߨ  ൌ െ1 ൅ ݅ሺ0ሻ 
        ൌ െ1 

ii) ݁ିଵା
೔ഏ

మ ൌ ݁ିଵ݁
೔ഏ

మ  
 

            ൌ ݁ିଵ ቀcos
గ

ଶ
൅ ݊݅ݏ

గ

ଶ
ቁ 

           ൌ
ଵ

௘
ሾ0 ൅ ݅ሺ0ሻሿ 

           ൌ
௜

௘
 

 
 Using Euler’s formula, we can express a complex number z = r(cos θ +i sin θ) in 
exponential form; i.e., ݖ  ൌ  ߠ ݏ݋ሺܿݎ  ൅ ሻߠ ݊݅ݏ ݅ ൌ  ௜ఏ݁ݎ
The rules for multiplying and dividing complex numbers in exponential form are given 
by 
ݖଵݖ  ൌ ൫ݎଵ݁

௜ఏభ൯൫ݎଶ݁
௜ఏమ൯ ൌ ሺݎଵݎଶሻ݁

௜ሺఏభାఏమሻ 

ଵݖ
ଶݖ
ൌ
ଵ݁ݎ

௜ఏభ

ଶ݁ݎ
௜ఏమ

ൌ ൬
ଵݎ
ଶݎ
൰ ݁௜ሺఏభାఏమሻ 

Also, the complex conjugate of the complex number ݖ ൌ ̅ݖ௜ఏ is given by݁ݎ ൌ  ௜ఏି݁ݎ

Example: Compute 1)  
ଵା௜

√ଷି௜
        2) ሺ1 ൅ ݅ሻଶସ   3)ቀඥ3െ ݅ቁ

ଵଶ

 

Solution: 1 ൅ ݅ ൌ √2݁௜ఛ ସ⁄    and   √3 െ ݅ ൌ 2݁ି௜గ ଺⁄          

               
ଵା௜

√ଷି௜
ൌ  √

ଶ௘೔ഓ ర⁄

ଶ௘ష೔ഏ ల⁄ ൌ
√ଶ

ଶ
݁ହగ௜ ଵଶ⁄       

  ሺ1 ൅ ݅ሻଶସ ൌ ൫√2݁௜ఛ ସ⁄ ൯
ଶସ
ൌ  ݅ߨ212݁6

                 ൌ 212      

3) ቀඥ3െ ݅ቁ
ଵଶ

ൌ ൫2݁െ݅ߨ 6⁄ ൯
ଵଶ
ൌ 2ଵଶ݁ିଶగ௜                                                                                           

 Note that the Euler’s equation provides us with an easier method of proving De 
Moivre’s Theorem. 
 
4.0   Conclusion 
In this unit, we have studied some theorems and determine the roots of equation using 
complex variables. You are required to study this unit properly before attempting to 
answer questions under the tutor-marked assignment. 
 
5.0   Summary 

      In the unit, you have studied the following points 

 Multiplication and Division of Complex Numbers in polar form 
 The Complex Exponential Function 
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6.0    Tutor Marked Assignment  

1)  Write the number in the form  ܽ ൅ ܾ݅ 

i) ݁
೔ഏ

మ        ii)   ݁
೔ഏ

య      iii)   ݁
೔ഏ

ర   

     iv) ݁ଶగ௜           v)   ݁ି௜గ    vi)   ݁ଶାగ௜      vii) ݁గା௜ 

  2) For each of the following, write the given z in rectangular coordinates and plot it in 
the complex plane. 

       (a) |ݖ|  ൌ  3, ሻݖሺ ݃ݎܽ  ൌ  
ఛ

ଶ
     

       (b) |ݖ|  ൌ  5, ሻݖሺ ݃ݎܽ  ൌ  
ଶఛ

ଷ
    

       (c) |ݖ|  ൌ  0.5, ሻݖሺ݃ݎܽ  ൌ − 
ଷఛ

ସ
 

      (d) |ݖ|  ൌ  2, ሻݖሺ ݃ݎܽ  ൌ ߨ 
3). For each of the following, find |z| and arg(z) and plot z in the complex plane. 
            (a) ݖ  ൌ  െ݅            (b) ݖ  ൌ  െ5                 ሺܿሻ  ݖ  ൌ  1 ൅ ݅           
            (d) z = −1 – ݅         (e) z = 2 + 2√3 ݅          (f)  ݖ ൌ √3 െ ݅ 
4) Suppose w and z are complex numbers with |ݓ|  ൌ  3, ሻݓሺ݃ݎܽ  ൌ 

ఛ

଺
 , |z| ൌ  2, and 

arg ݖ ൌ െ
ఛ

ଷ
 . Find both polar and rectangular coordinates for each of the following. 

              (a) ݓ ଶ        (b) ݖଶ        ሺܿሻ ݖݓ       (d) 
௪

௭
   e) 

௭

௪మ
   f)  ݓହ 

5) Let ݒ ൌ ܽଵ ൅ ܾଵ݅, ݓ ൌ ܽଶ ൅ ܾଶ݅, and ݖ ൌ ܽଷ ൅ ܾଷ݅ be complex numbers. Verify each 
of the following. 
     ሺܽሻ ݒ  ൅  ݓ  ൌ  ݓ  ൅  ݓݒ ሺܾሻ         ݒ  ൌ  ݓሺݒ ሺܿሻ      ݒݓ  ൅ ሻݖ   ൌ  ݓݒ  ൅  ݖݒ 
     ሺ݀ሻ ሺݒ  ൅ ሻݓ   ൅  ݖ  ൌ  ݒ  ൅ ሺݓ  ൅ ሻݖݓሺݒ ሻ      ሺ݁ሻݖ   ൌ   ሺݓݒሻݖ  
     (f)  ሺݓ ൅ ሻଶݖ ൌ ଶݓ ൅ ݖݓ2 ൅  ଶݖ
6) Suppose z is a complex number with |z| = r and ሺݖሻ  ൌ  ߠ. 

     (a) Let w be a complex number with |w| = √ݎ  and ܽ݃ݎሺݓሻ  ൌ  
ఏ

ଶ
 .  

           Show that ݓଶ ൌ  .ݖ
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 UNIT 3    De Moivre’s Theorem and Application 
 
CONTENTS 
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2.0          Objectives 
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              3.1   De Moivre’s Theorem 
              3.2    Roots and Fractional Powers of a Complex Number 
              3.3   The nth Root of Unity 
              3.4    Complex roots of a number 
4.0         Conclusion 
5.0         Summary 
6.0         Tutor-Marked Assignment 
7.0         References/Further Reading 
 
1.0 INTRODUCTION 
        In this unit we introduce De Moivre’s theorem and examine some of its consequences. We 
shall see that one of its uses is in obtaining relationships between trigonometric functions of 
multiple angles (like sin 3x, cos 7x etc) and powers of trigonometric functions (like 
, ݔଶ݊݅ݏ  .(etc ݔସݏ݋ܿ
Another important aspect of De Moivre’s theorem lies in its use in obtaining complex roots of 
polynomial equations. In this application we re-examine our definition of the argument arg(z) of 
a complex number. 
 
2.0  Objectives 

At the end of this unit, you should be able to: 
o employ De Moivre’s theorem in a number of applications 
o understand more clearly the argument arg(z) of a complex number 
o obtain complex roots of complex numbers 

     
3.0 Main Content 
 
         3.1  De Moiré’s formula.  
For any complex number z, the argument of its square  ݖଶ is 
                  arg ଶ ൌݖ  ݖሺ݃ݎܽ  ൉   ሻݖ 
                               ൌ  ݖ ݃ݎܽ  ൅   ݖ ݃ݎܽ 
                               ൌ   .ݖ ݃ݎܽ 2 
The argument of its cube is   
ଷ ൌݖ ݃ݎܽ                arg .ݖ   ଶݖ
                          ൌ arg ݖ  ൅   ଶݖ ݃ݎܽ 
                           ൌ  ݖ ݃ݎܽ  ൅   ݖ ݃ݎ2ܽ 
                           ൌ  .ݖ ݃ݎܽ 3 
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Continuing like this, one finds that 
௡ ൌݖ ݃ݎܽ                 .for any integer n ݖ ݃ݎܽ ݊ 
Applying this to  ݖ ൌ ߠݏ݋ܿ ൅ ݅ sin  ଶ is a number with absolute valueݖ you find that   ߠ
ଶ|ݖ| = |ଶݖ| ൌ 1௡ ൌ 1 , and argument n, arg ݖ ൌ ௡ ൌݖ Hence .ߠ݊  ߠ݊ ݏ݋ܿ  ൅   ߠ݊ ݊݅ݏ ݅ 
So we have found 
                              ሺcos ߠ  ൅ i sin ߠ ሻ௡ = cos ݊ߠ + ݅ sin ݊ߠ 
This is de Moiré’s formula named after the French Mathematician Abraham De 
Moivré’s (1667 – 1754) 
Theorem: De Moivre’s theorem states that if  
ݖ                                       ൌ  ߠ ݏ݋ሺܿݎ ൅  ሻߠ ݊݅ݏ݅ 
and n is a positive integer, then  
௡ݖ                                   ൌ ሾݎሺcos ߠ  ൅ ݅sin ߠ ሻሿ௡  
 ߠ݊ ݏ݋ܿ ௡ ሺݎ =                                         ൅  ሻߠ݊ ݊݅ݏ ݅ 
The theorem says that to take the ݊௧௛ power of a complex number we take the ݊௧௛ power 
of the modulus and multiply the argument by n 
For instance, for n = 2 this tells us that 
 ߠ2 ݏ݋ܿ                ൅  ߠ2݊݅ݏ ݅  ൌ   ሺcos ߠ ൅ ݅sin ߠ ሻଶ  
 .ߠ݊݅ݏߠݏ݋2݅ܿ + ߠଶ݊݅ݏ − ߠଶݏ݋ܿ  =                                               
Comparing real and imaginary parts on left and right hand sides this gives you the 
double angle formulas         
  ߠ2ݏ݋ܿ                                ൌ ܿݏ݋ଶ݊݅ݏ − ߠଶߠ  
and 
 ߠ2 ݊݅ݏ                                ൌ 2 sin ߠ cos ߠ  
For ݊  ൌ  3 you get, using the Binomial Theorem, or Pascal’s triangle, 
     ሺcos ߠ  ൅ ݅sin ߠ ሻଷ = ܿݏ݋ଷ3 + ߠi ܿݏ݋ଶߠ sin3݅ + ߠଶ cos݊݅ݏߠଶߠ + ݅ଷ ݊݅ݏଷߠ 
 ሻߠଷ݊݅ݏ − ߠ sinߠଶݏ݋ܿ 3) ݅ +  ߠଶ݊݅ݏߠ ݏ݋ܿ 3 − ߠଷݏ݋ܿ =                                   
so that 
   ߠଶ݊݅ݏߠ ݏ݋ܿ 3 −  ߠs݅݊ ߠଷݏ݋ܿ = ߠ3ݏ݋ܿ                       
and 
   ߠଷ݊݅ݏ − ߠs݅݊ ߠଷݏ݋ܿ =  ߠ3݊݅ݏ                      
In this way it is fairly easy to write down similar formulas for sin4ߠ, sin5ߠ, etc.. .  
 
It can be shown that the theorem is true for all rational values of n. Now suppose n is a 
negative integer and we let ݊  ൌ  െ ݉ where ݉ is a positive integer then, 

                  ሺcos ߠ ൅ ሻି௠ߠ ݊݅ݏ݅ ൌ
ଵ

ሺୡ୭ୱఏା௜௦௜௡ ఏሻ೘
  

                                                   = cosሺെ݉ߠሻ ൅   ሻߠሺെ݉݊݅ݏ݅
                                                  = cosሺ݊ߠሻ ൅  ሻߠሺ݊݊݅ݏ݅
It can also be proved for fractional angles. Recall that by De’moivre’s theorem 

              ሺcos
௣

௤
ߠ ൅  ݊݅ݏ݅

௣

௤
ሻߠ

௤
ൌ cos ߠ݌ ൅   ߠ݌ ݊݅ݏ݅

                                                ൌ  ሺcos ߠ ൅  ሻ௣ߠ ݊݅ݏ݅
It follows that cos

௣

௤
ߠ ൅  ݊݅ݏ݅

௣

௤
root of ሺcos ݄ݐݍ is a ߠ ߠ ൅  ሻ௣ߠ ݊݅ݏ݅

De Moivre’s theorem has been proved for all rational values of n.  

There is a need to find other values of ሺcos ߠ ൅ ሻߠ ݊݅ݏ݅
೛

೜   
To do this, suppose that  
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                       ሺcos ߠ ൅ ሻߠ ݊݅ݏ݅
೛

೜  ൌ ߩሺcos ߮ ൅  ሻ߮ ݊݅ݏ݅
Then, 
                            ሺܿݏ݋ ߠ ൅ ݏ݋௤ሺܿߩ = ሻ௣ߠ ݊݅ݏ݅ ߮ ൅     ሻ௤ ߮݊݅ݏ݅
                      cos ߠ݌  ൅ ߮ݍ ௤ (cosߩ =  ߠ݌ ݊݅ݏ݅ ൅  ሻ߮ݍ ݊݅ݏ݅
Equating the real and imaginary parts, we have  
                                     cos ߠ݌ ൌ ௤݌ cos   ߮ݍ
 and  
                                     sin ߠ݌ ൌ sin  ߮ݍ
By squaring and adding, we obtain  ݌ଶ௤ ൌ 1 and (since ߩ, which is the modulus of a 
complex number is positive) ߩ ൌ 1 therefore 
                                  cos ߠ݌ ൌ cos sin         ; ߮ݍ ߠ݌ ൌ sin  , ߮ݍ
 these equations are satisfied by 
ߠ݌ = ߮ݍ                                 ൅ ;ߨ2݇     ݇ ൌ 0 or any integer. 
  Therefore, 

                                             ߮ ൌ 
௣ఏାଶ௞గ

௤
 

Example:     Find ቀ
ଵ

ଶ
൅

ଵ

ଶ
݅ቁ
ଵ଴

 

 
Solution:   
                      

ଵ

ଶ
൅

ଵ

ଶ
݅ ൌ  

ଵ

ଶ
ሺ1 ൅ ݅ሻ 

 The polar form of  
ଵ

ଶ
൅

ଵ

ଶ
݅  is √

ଶ

ଶ
ቀܿݏ݋

గ

ସ
൅ ݊݅ݏ ݅

గ

ସ
ቁ 

by De Moivre’s theorem  

              ቀ
ଵ

ଶ
൅

ଵ

ଶ
݅ቁ
ଵ଴

 ൌ ቀ√
ଶ

ଶ
ቁ
ଵ଴

ቀܿݏ݋
ଵ଴గ

ସ
൅ ݊݅ݏ ݅

ଵ଴గ

ସ
ቁ 

                                 ൌ
ଶఱ

ଶభబ
  ቀܿݏ݋

ହగ

ଶ
൅ ݊݅ݏ ݅

ହగ

ଶ
ቁ 

                                 ൌ 
૚

૜૛
  ࢏

Example: Evaluate ሺ1 ൅ ݅ሻଶ଴ using De Moivre’s theorem  
 
Solution:     ݖ ൌ 1 ൅ ݅, ݎ ൌ √2 ܽ݊݀ tan ߠ ൌ

ଵ

ଵ
ൌ 1 

This implies that ߠ ൌ
గ

ସ
 

ݖ  ∴       ൌ √2 ቀcos
గ

ସ
൅ ݅ sin

గ

ସ
ቁ 

Hence, ሺ1 ൅ ݅ሻଶ଴ ൌ ቂ√2 ቀcos
గ

ସ
൅ ݅ sin

గ

ସ
ቁቃ
ଶ଴

 

                             = ൫2ଵ ଶ⁄ ൯
ଶ଴
ቀcos

ଶ଴గ

ସ
൅ ݅ sin

ଶ଴గ

ସ
ቁ 

                             = 2ଵ଴ሺcos ߨ5 ൅ ݅ sin  ሻ ߨ5
                             =2ଵ଴ሾെ1 ൅ ݅ሺ0ሻሿ 
                             =െ2ଵ଴ ൌ െ1024 
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3.2             Roots and Fractional Power of a Complex Number 
If n is a positive integer, the nth roots of a complex number are by definition the value of 
߱ which satisfies the equation ߱௡ ൌ  ݖ
If ߱ ൌ ሺcos߮ߩ ൅ ݖ  ሻ and߮ ݊݅ݏ݅ ൌ ሺcosݎ ߠ ൅  ሻ thenߠ ݊݅ݏ݅
௡(cos n߮ߩ  ൅ ሺcosݎ =ሻ߮݊ ݊݅ݏ݅ ߠ ൅ ߮݊ ௡= r andߩ ሻ whereߠ ݊݅ݏ݅ ൌ ߠ ൅ , ߨ2݇ ݇ is an 

integer or zero. By definition ߩ and r are positive, such that ߩ ൌ ݎ√
೙  also, ߮ ൌ 

ఏାଶ௞గ

௡
 

Taking in succession the values of ݇  ൌ  0, 1, 2, 3…  ݊, we find that  

            cos ቀ
ఏାଶ௞గ

௡
ቁ ൅  ݊݅ݏ݅ ቀ

ఏାଶ௞గ

௡
ቁ  has n distinct values.  

Hence there are n distinct nth roots of z given by the formula 

  ߱௞ ൌ ݎ√
೙

ቂcos
ఏାଶ௞గ

௡
൅  ݊݅ݏ݅

ఏାଶ௞గ

௡
ቃ , ݇ ൌ 0,1,2,3,…… n-1 

In a situation where n is a rational number say ݊ ൌ
௣

௤
,  are integers and q is ݍ ݀݊ܽ ݌

positive, the value of ݖ௡are the values of ߱ which satisfy the equation 
                                            ߱௤ ൌ   ௣ݖ

Hence if ݖ ൌ ሺcosݎ ߠ ൅ ݖ  ሻ then the q values ofߠ ݊݅ݏ݅
௣
௤ൗ  given by the formula   

                            ߱௠ ൌ ௣ݎ√
೜

ቂcos
ఏାଶ௠గ

௤
൅  ݊݅ݏ݅

ఏାଶ௠గ

௤
ቃ ,  

where √ݎ௣
೜

 is the unique positive qth root of ݎ௣ 
De Moivre’s theorem can also be used to find the roots of complex numbers 
 
Example: Find the fifth roots of -1  
Solution: Recall that െ1 ൌ cos ߨ ൅ ݅ sin  ߨ
If   ݖହ ൌ െ1 ൌ cosሺߨ ൅ ሻߨ2݇ ൅ ݅ sinሺߨ ൅ ݇  ,ሻߨ2݇ ൌ 0,1,2,3, …… n-1 
Therefore,  

ݖ                    ൌ cos ቀ
గାଶ௞గ

ହ
ቁ ൅  ݊݅ݏ ݅ ቀ

గାଶ௞గ

ହ
ቁ  

For  ݇ ൌ 0,1,2,3,4 , the solutions are: 

ݖ                         ൌ cos ቀ
గ

ହ
ቁ ൅  ݊݅ݏ ݅ ቀ

గ

ହ
ቁ   

ݖ                           ൌ cos ቀ
ଷగ

ହ
ቁ ൅  ݊݅ݏ ݅ ቀ

ଷగ

ହ
ቁ 

ݖ                           ൌ cos ቀ
ହగ

ହ
ቁ ൅  ݊݅ݏ ݅ ቀ

ହగ

ହ
ቁ ൌ cos π൅݅ sin   ߨ

ݖ                           ൌ cos ቀ
଻గ

ହ
ቁ ൅  ݊݅ݏ ݅ ቀ

଻గ

ହ
ቁ  

ݖ                           ൌ cos ቀ
ଽగ

ହ
ቁ ൅  ݊݅ݏ ݅ ቀ

ଽగ

ହ
ቁ 

 
Example: Find the sixth roots of ݖ  ൌ  െ 8 and graph these roots in the complex plane. 
 
Solution:  In trigonometric form,   ݖ  ൌ 8ሺcos ߨ ൅ ݅ sin  ሻߨ

By ߱௠ ൌ ௣ݎ√
೜

ቂcosሺ
ఏାଶ௠గ

௤
ሻ ൅ ሺ ݊݅ݏ ݅

ఏାଶ௠గሻ

௤
ቃ  

             ൌ √8
ల

ቂcosሺ
గାଶ௞గ

଺
ሻ ൅ ሺ ݊݅ݏ ݅

గାଶ௞గ

଺
ሻቃ 

the sixth roots of - 8 is obtained by taking ݇ ൌ 0,1,2,3,4,5  

                   ߱଴ ൌ √8
ల

ቂcosሺ
గ

଺
ሻ ൅ ሺ ݊݅ݏ ݅

గ 

଺
ሻቃ   ൌ √2 ቀ

√ଷ

ଶ
൅

ଵ

ଶ
݅ቁ 
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                   ߱ଵ ൌ   √8
ల

ቂcosሺ
గ 

ଶ
ሻ ൅ ሺ ݊݅ݏ ݅

గ 

ଶ
ሻቃ ൌ √2 ݅  

                   ߱ଶ ൌ √8
ల

ቂcosሺ
ହగ 

଺
ሻ ൅ ሺ ݊݅ݏ ݅

ହగ 

଺
ሻቃ  ൌ √2ቀെ

√ଷ

ଶ
൅

ଵ

ଶ
݅ቁ  

                   ߱ଷ ൌ √8
ల

ቂcosሺ
଻గ 

଺
ሻ ൅ ሺ ݊݅ݏ ݅

଻గ 

଺
ሻቃ  ൌ √2ቀെ

√ଷ

ଶ
െ

ଵ

ଶ
݅ቁ   

                   ߱ସ ൌ √8
ల

ቂcosሺ
ଷగ 

ଶ
ሻ ൅ ሺ ݊݅ݏ ݅

ଷగ 

ଶ
ሻቃ  ൌ െ √2 ݅  

                  ߱ହ ൌ √8
ల

ቂcosሺ
ଵଵగ 

଺
ሻ ൅ ሺ ݊݅ݏ ݅

ଵଵగ 

଺
ሻቃ  ൌ √2ቀ

√ଷ

ଶ
െ

ଵ

ଶ
݅ቁ 

All these points lie on the circle of radius √2 as shown in figure 3.1 
 

 
Figure 3.1 Complex numbers as points in the Argand plane 

 
Example: Find all the complex roots of 27݅ 
Solution: required to find the complex numbers z with the property ݖଷ ൌ 27݅. 

First write 27݅ in polar form, thus |27݅| ൌ |0 ൅ 27݅| ൌ ඥ0ଶ ൅ ሺ27ሻଶ ൌ 27 

ሺ27݅ሻ݃ݎܽ ൌ
ߨ

2
 

27݅ ൌ 27 ቀcos
ߨ

2
൅ ݅ sin

ߨ

2
ቁ 

Now suppose ݖ ൌ ሺcosݎ ߠ ൅ ݅ sin ଷݖ ሻ satisfiesߠ ൌ 27݅, Then, by De Moivre’s Theorem, 

ଷሺcosݎ ߠ3 ൅ ݅ sin ሻߠ3 ൌ 27݅ ൌ 27 ቀcos
గ

ଶ
൅ ݅ sin

గ

ଶ
ቁ 

 
3.3               The nth Roots of Unity  
(Roots of unity) Let n be a positive integer. The complex numbers ݁ଶగ௜ ௡⁄  has its nth 
power equal to 1. Likewise, if k is a non-negative integer in the set ݇ ൌ 0,1,2, …… n-1, 
then ݁ଶగ௜௞ ௡⁄   also has its nth power equal to 1. Such a number is called an nth root of 
unity. These numbers can be drawn on the unit circle in the complex plane.  
We recall that cos 0 ൅ ݅ sin 0 ൌ 1 this implies that  
                    1 ൌ cos ݇ߨ2 ൅ ݅ sin ݇ ,݇ߨ2 ൌ 0,1,2,3,… 
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If ߱ denotes the root  cos ቀ
 ଶ௞గ

௡
ቁ ൅  ݊݅ݏ݅ ቀ

 ଶ௞గ

௡
ቁ , ݇ ൌ 0,1,2,3, …, then the nth root of unity 

may be written in the form  1, ߱,߱ଶ, ߱ଷ, … ,߱௡ିଵ . We see that they form a geometric 

progression whose sum 
ଵିఠ೙

ଵିఠ
 is equal to 0. 

 
Example: 
Solve the equation   ݖ଺ ൅ ହݖ ൅ ସݖ ൅ ଷݖ ൅ ଶݖ ൅ ݖ ൅ 1 ൌ 0   and deduce that  

                                 cosሺ
ଶగ 

଻
ሻ ൅ ሺ ݏ݋ܿ 

ସగ 

଻
ሻ ൅ cos ቀ

଺గ 

଻
ቁ ൌ െ

ଵ

ଶ
       

Solution 
We know that 

଺ݖ                               ൅ ହݖ ൅ ସݖ ൅ ଷݖ ൅ ଶݖ ൅ ݖ ൅ 1 ൌ
௭ళିଵ

௭ିଵ
 ,  

Hence we consider the equation  
଻ݖ                                                  െ 1 ൌ 0 
Note also that  
                         1 ൌ cos 0 ൅ ݅ sin 0 ൌ cos ݇ߨ2 ൅ ݅ sin  ,݇ߨ2
 Hence  

ݖ                         ൌ cos ቀ
 ଶ௞గ

଻
ቁ ൅  ݊݅ݏ݅ ቀ

 ଶ௞గ

଻
ቁ , ݇ ൌ 0,1,2,3,4,5,6 

The equation ݖ଻ െ 1 ൌ 0 is satisfied by z = 1 and ݖ ൌ cos ቀ
 ଶ௞గ

଻
ቁ ൅  ݊݅ݏ ݅ ቀ

 ଶ௞గ

଻
ቁ, 

therefore the given equation is satisfied by ݖ ൌ cos ቀ
 ଶ௞గ

଻
ቁ ൅  ݊݅ݏ݅ ቀ

 ଶ௞గ

଻
ቁ , ݇ ൌ 1,2,3,4,5 

That is, 

ݖ                             ൌ cos ቀ
 ଶగ

଻
ቁ ൅  ݊݅ݏ ݅ ቀ

 ଶగ

଻
ቁ  

ݖ                             ൌ cos ቀ
 ସగ

଻
ቁ ൅  ݊݅ݏ ݅ ቀ

 ସగ

଻
ቁ  

ݖ                             ൌ cos ቀ
 ଺గ

଻
ቁ ൅  ݊݅ݏ ݅ ቀ

 ଺గ

଻
ቁ  

ݖ                             ൌ cos ቀ
଼గ

଻
ቁ ൅  ݊݅ݏ݅ ቀ

 ଼గ

଻
ቁ   

ݖ                             ൌ cos ቀ
ଵ଴గ

଻
ቁ ൅  ݊݅ݏ ݅ ቀ

 ଵ଴గ

଻
ቁ   

The sum of these roots is  2 ቂcosሺ
ଶగ 

଻
ሻ ൅ ሺ ݏ݋ܿ 

ସగ 

଻
ሻ ൅ cos ቀ

଺గ 

଻
ቁ ቃ 

But from the given equation the sum of the roots is also -1.  
Therefore, 

                        cosሺ
ଶగ 

଻
ሻ ൅ ሺ ݏ݋ܿ 

ସగ 

଻
ሻ ൅ cos ቀ

଺గ 

଻
ቁ ൌ െ

ଵ

ଶ
 

 
 
3.4. Complex roots of a number.  
For any given complex number w there is a method of finding all complex solutions of 
the equation   
௡ݖ                             ൌ    (∗)                                                                               ݓ
                if n = 2, 3, 4, ….. is a given integer. 
To find these solutions you write w in polar form, i.e. you find r > 0 and ߠ such that  
ݓ ൌ ݖ  ௜ఏ then݁ݎ ൌ  ଵ/௡݁௜ఏ/௡ is a solution to (∗). But it isn’t the only solution, becauseݎ
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the angle ߠ for which ݓ ൌ  .ߨ௜ఏ isn’t unique, it is only determined up to a multiple of 2ݎ
Thus if we have found one angle ߠ for which ݓ ൌ  ௜ఏ, then we can also writeݎ
ݓ                                ൌ ݇ ,௜ሺఏାଶ௞గሻݎ ൌ 0,േ1,േ2,… 
The nth roots of w are then  

௞ݖ                               ൌ ଵ/௡݁௜ ሺݎ
ഇ

೙
ାଶ

ೖ

೙
గሻ 

ݎ√ =                                   
೙

݁
೔ሺഇశమೖഏሻ

೙          

                                   ൌ √ݎ
೙

 ቀ
ୡ୭ୱఏାଶ௞గ

௡
൅ ݅

ୱ୧୬ఏାଶ௞గ

௡
ቁ ,   k = 0,1,2,3…., n - 1 

Here k can be any integer, so it looks as if there are infinitely many solutions. However, 
if you increase k by n, then the exponent above increases by 2݅ߨ, and hence ݖ௞ does not 
change. In a formula: 
 ଴ݖ = ௞ݖ                                
௡ାଵݖ                             ൌ  ଵݖ
௡ାଶݖ                             ൌ  ଶݖ
                              ⋮ 
                              . 
௡ା௞ݖ                             ൌ  ௞ݖ
 
So if you take ݇ ൌ 0,1,2,… , ݊ െ 1 then you have had all the solutions.  
The solutions ݖ௞ always form a regular polygon with n sides. 
 Example:  Find all sixth roots of w = 1.  
Solution: Required to solve ݖ଺ = 1.  
               First write 1 in polar form, 
                        1 = 1 · ݁଴௜  
݇ ,ଶ௞గ௜ݖ .1 =                            ൌ 0,േ1,േ2,…. 
Then we take the 6th root and find 
  ௞ = 1ଵ/଺݁ଶ௞గ௜/଺ݖ                    
                         ൌ ݁௞గ௜/ଷ,  ݇ ൌ 0,േ1, േ2,… 
The six roots are 
଴ݖ                              ൌ 1,   

ଵݖ                              ൌ ݁గ௜/ଷ ൌ
ଵ

ଶ
൅

௜

ଶ
√3     

ଶݖ                              ൌ ݁ଶగ௜/ଷ ൌ െ
ଵ

ଶ
൅

௜

ଶ
√3 

ଷݖ                              ൌ െ1,      

ସݖ                              ൌ ݁గ௜/ଷ ൌ െ
ଵ

ଶ
െ

௜

ଶ
√3    

ହݖ                              ൌ ݁గ௜/ଷ ൌ
ଵ

ଶ
െ

௜

ଶ
√3 

  
4.0   CONCLUSION 
In this unit, we have studied some theorems and determine the roots of equations using 
complex variables. You are required to study this unit properly before attempting to 
answer questions under the tutor-marked assignment. 
 
 
 



48 
 

5.0   SUMMARY 
You recall that you learnt about De Moivre’s theorem, both for integer quantity and 
fractional quantity. Also, you learnt about roots of unity among others. You are to study 
them properly in order to be well equipped for the next course in mathematical methods 
   
6.0    Tutor Marked Assignment  

 
1) Use De Moivre’s theorem with n = 3 to express ܿߠ3 ݏ݋ and ߠ3 ݊݅ݏ in terms of 
 .ߠ ݊݅ݏ and ߠ ݏ݋ܿ
 
2) Apply De Moivre’s formula to prove that  
i) ܿߠ2 ݏ݋ ൌ ߠଶݏ݋ܿ െ  ߠଶ݊݅ݏ
ii) ߠ ݊݅ݏ െ  ߠ ݏ݋ܿ ߠ ݊݅ݏ2

3) Find the indicated power using De Moivre’s theorem 

         i) ሺ1 ൅ ݅ሻ଺   ii) ሺ1 െ ݅ሻ଼   iii) ൫2√3 ൅ 2݅൯
ହ
  iv)   ൫1 െ ݅√3൯

ହ
 

4) Find the indicated roots and sketch the roots in complex plane. 

         i) The fifth roots of 32 

         ii) The cube roots of ݅ 

         iii) The cube roots of 1 ൅ ݅ 

5). Find all the roots of the polynomial ܲሺݖሻ  ൌ ݖ଺ െ 1 −1 and plot them in the complex 
plane. 

     (b) Let ݒ be a complex number with |ݒ|  ൌ √ݎ and ሺݒሻ  ൌ  
ఏ

ଶ
൅   . ߨ

           Show that ݒଶ ൌ   ݖ
     (c) From (a) and (b) we see that every nonzero complex number has two distinct 
square roots. Find the square roots, in rectangular form, of 1 +3 ݅  and −9 
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 MODULE 2 
Unit 1        Limits of functions of complex variables   

Unit 2        Continuity of functions of complex variables   

Unit 3        Differentiation of complex functions 

 

UNIT 1: Limits of functions of complex variables   

Content  

1.0        Introduction 

2.0        Objectives 

3.0        Main content  

       3.1      Function of a complex variable 

       3.2     Real and imaginary parts of a complex function   

       3.3     Limit of a complex function  

       3.4     Limit at infinity 
                
        
4.0   Conclusion  

5.0   Summary  

6.0   Tutor Marked Assignment  

7.0   Reference/further Readings 

 

1.0       Introduction 

In one-variable calculus, we study functions ݂ሺݔሻ of a real variable x. Likewise, in 
complex analysis, we study functions ݂ ሺݖሻ of a complex variable  ݖ ∈ C (or in some 
region of C). Here we expect that ݂ ሺݖሻ will in general take values in C as well. 
However, it will turn out that some functions are better than others. Basic examples of 
functions f(z) that we have already seen are:  
 ݂ሺݖሻ  ൌ  ܿ, where c is a constant (allowed to be complex), 
 ݂ሺݖሻ  ൌ ,ݖ  ݂ሺݖሻ  ൌ   ,̅ݖ ݂ሺݖሻ  ൌ    ,ݖ ܴ݁ 
 ݂ሺݖሻ  ൌ ,ݖ ݉ܫ  ݂ሺݖሻ  ൌ   ,|ݖ| ݂ሺݖሻ  ൌ   ݁௭.  
The “functions" ݂ሺݖሻ  ൌ ,ݖ ݃ݎܽ  ݂ሺݖሻ  ൌ ሻݖand ݂ሺ ,ݖ√   ൌ  are also quite ݖ ݃݋݈ 
interesting, but they are not well-defined (single-valued, in the terminology of complex 
analysis). 
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2.0   Objectives 
At the end of this unit, you should be able to: 
 Define the function of a complex variable 
 Identify real and imaginary parts of a complex function 
 Define  and discuss the Limit of a complex function 

3.0        Main content  

    3.1 Functions of a complex variable                                                                                              

Definition 1: 

   Let ܵ be a set of complex numbers in the complex plane. For every point  ݖ ൌ  ݔ  ൅
 ݕ݅  ∈  ܵ, we specific the rule to assign a corresponding complex number ݓ  ൌ ݑ  ൅  .ݒ݅
This defines a function of the complex variable z, and the function is denoted by 
 ݓ ൌ  ݂ሺݖሻ. The set ܵ is called the domain of definition of the function ݂ and the 
collection of all values of ݓ is called the range of ݂. 

Definition 2     A (single-valued) function f of a complex variable z is such that for every 
z in the domain of definition D  of  f , there is a unique complex number w such that  
 ݓ ൌ  ݂ ሺݖሻ.                                                                                    

Definition 3      A complex valued function of a complex variable? If ݖ  ൌ ݔ  ൅  then a ,ݕ݅
function ݂ሺݖሻ is simply a function ܨሺݔ; ሻݕ   ൌ ;ݔሺݑ  ሻݕ   ൅ ;ݔሺݒ݅   ሻ of the two realݕ 
variables x and y. As such, it is a function (mapping) from ܴଶ to  ܴଶ.  
Here are some examples: 
1. ݂ሺݖሻ  ൌ ,ݔሺܨ Corresponds to  ݖ  ሻݕ ൌ ݔ ൅ ݑሺ    ݕ݅ ൌ ,ݔ ݒ ൌ  ሻݕ
2.݂ሺݖሻ  ൌ   ,ݔሺܨ  with ,,̅ݖ ሻݕ ൌ ݔ െ ݑሺ    ݕ݅ ൌ ,ݔ ݒ ൌ െݕ  ሻ; 
3. ݂ሺݖሻ  ൌ ,ݔሺܨ with ,ݖ ܴ݁  ሻݕ ൌ ݑ)    ݔ ൌ ,ݔ ݒ ൌ 0 , taking values just along the real 
axis); 
4.݂ሺݖሻ  ൌ   ,ݔሺܨ with ,|ݖ| ሻݕ ൌ ඥݔଶ ൅ ݑ)      ,ଶݕ ൌ ඥݔଶ ൅ , ଶݕ ݒ ൌ 0 taking values just 
along the   real axis); 
5. ݂ሺݖሻ  ൌ ,ݔሺܨ ଶ , withݖ  ሻݕ ൌ ሺݔଶ െ ଶሻݕ ൅ ݅ሺ2ݕݔሻ               ሺݑ ൌ ଶݔ െ ,ଶݕ ݒ ൌ  ሻݕݔ2
6   ݂ሺݖሻ  ൌ   ݁௭, with ܨሺݔ, ሻݕ ൌ ݁௭ cos ݕ ൅ ݅ሺ ݁௭ sin ݑሻ     ሺݕ ൌ ݁௭ cos ,ݕ ݒ ൌ݁௭ sin  ሻݕ
 
      3.1.1    Real and imaginary parts of a complex function                 
If  ݂ ሺݖሻ  ൌ  ݑ  ൅ ;ݔሺݑ then the function ,ݒ݅  ;ݔሺݒ ሻ is called the real part of ݂ andݕ   ሻ isݕ 
called the imaginary part of ݂. Of course, it will not in general be possible to plot the 
graph of ݂ሺݖሻ, which will lie in ܥଶ, the set of ordered pairs of complex numbers, but it is 
the set 
              ሼ݂ሺݖ, ሻݓ ∈ ݓ:ଶܥ ൌ ݂ሺݖሻሽ.  
The graph can also be viewed as the subset of ܴସ given by  
     ሼሺݔ; ;ݕ  ;ݏ  ሻݐ  ∶  ݏ  ൌ ;ݔሺݑ  ;ሻݕ   ݐ  ൌ ;ݔሺݒ    .ሻሽݕ 
In particular, it lies in a four-dimensional space.The usual operations on complex 
numbers extend to complex functions: given a complex function݂ሺݖሻ  ൌ ݑ  ൅  we can ,ݒ݅
define functions ܴ݁ ݂ሺݖሻ  ൌ ,ݑ  ሻݖሺ݂ ݉ܫ  ൌ ሻതതതതതതݖሺ݂  ,ݒ  ൌ ݑ െ |ሻݖሺܨ| ,ݒ݅ ൌ ଶݑ√ ൅  .ଶݒ
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Likewise, if ݃ሺݖሻ is another complex function, we can define ݂ሺݖሻ݃ሺݖሻ ܽ݊݀ ݂ሺݖሻ /݃ሺݖሻ 
for those z for which  ݃ሺݖሻ  ് 0 . 
Some of the most interesting examples come by using the algebraic operations of C. For 
example, a polynomial is an expression of the form 

ܲሺݖሻ ൌ ܽ௡ݖ
௡ ൅ ܽ௡ିଵݖ

௡ିଵ ൅ ⋯൅ ܽ଴ 
where the ܽ௜ are complex numbers, and it defines a function in the usual way. It is easy 
to see that the real and imaginary parts of a polynomial P(z) are polynomials in ݔ and ݕ. 
For example, 

ܲሺݖሻ ൌ ሺ1 ൅ ݅ሻݖଶ െ ݖ3݅ ൌ ሺݔଶ െ ଶݕ െ ݕݔ2 ൅ ሻݕ3 ൅ ሺݔଶ െ ଶݕ ൅ ݕݔ2 െ  ሻ݅ݔ3
and the real and imaginary parts of ܲሺݖሻ are polynomials in ݔ and ݕ. But given two 
(real) polynomial functions ݑሺݔ; ;ݔሺݖ ሻ andݕ   ሻ, it is very rarely the case that thereݕ 
exists a complex polynomial ܲሺݖሻ such that ܲሺݖሻ  ൌ  ݑ  ൅  .ݒ݅ 
For example, it is not hard to see that ݔ cannot be of the form ܲሺݖሻ, nor can ̅ݖ. As we 
shall see later, no polynomial in ݔ and ݕ taking only real values for every ݖ   ሺ݅. ݁.  ݒ ൌ
 0ሻ can be of the form ܲሺݖሻ. 

 Of course, since ݔ  ൌ
ଵ

ଶ
ሺݖ ൅  ݕ ሻ and̅ݖ ൌ

ଵ

ଶ௜
ሺݖ െ ,ݔሺܨ ሻ, every polynomial̅ݖ  ݕ and ݔ ሻ inݕ

is also a polynomial in z and   ̅ݖ, i.e. 
,ݔሺܨ                        ሻݕ  ൌ  ܳሺݖ, ሻ̅ݖ  ൌ  ∑ ܿ௜௝ݖ

௜̅ݖ௝௜,௝ஹ଴   
where  ܿ௜௝ are complex coefficients. 
 Examples: 
݂ሺݖሻ  ൌ  ݖ is defined everywhere except at ݖ ݃ݎܽ  ൌ  0, and Arg z can assume all 
possible real values in the interval (−π, π].  ݂ ሺݖሻ  ൌ ,ݔሺݑ is such that ݖ  ሻݕ  ൌ  and ݔ 
,ݔሺݒ ሻݕ  ൌ  .ݕ 

Find the real and imaginary parts of ݂(ݖ) ൌ ̅ݖ, ݂ሺݖሻ ൌ
ଵ

௭̅
  is defined for all ݖ ് 0 and is 

such that 
,ݔሺ ݑ                   ሻݕ  ൌ 

௫

௫మା ௬మ
  and  ݒሺݔ, ሻݕ  ൌ 

௬

௫మା ௬మ
 

 
     
3.1.2   Limit of a complex function  
A (complex) function f is a mapping from a subset ܩ    to C (in this situation we will ࡯ 
write f : G   C and call G the domain of f ). This means that each element z  G gets 
mapped to exactly one complex number called the image of z and usually denoted by f 
(z). So far there is nothing that makes complex functions any more special than, say, 
functions from ܴ௠ to ܴ௡. 
In fact, we can construct many familiar looking functions from the standard calculus 
repertoire, such as ݂ ሺݖሻ  ൌ ሻݖሺ ݂ ,(the identity map) ݖ   ൌ  ݖ2  ൅  ݅, ݂ ሺݖሻ  ൌ    ଷ, orݖ

݂ ሺݖሻ  ൌ  
ଵ

௭
 The former three could be defined on all of C, whereas for the latter we have 

to exclude the origin z = 0. On the other hand, we could construct some functions which 
make use of a certain representation of z, for example, 
 ݂ ሺݔ, ሻݕ ൌ ݔ  െ ,ݔሺ݂ ,ݕ2݅  ሻݕ ൌ ଶݕ  െ ,ݎor ݂ ሺ , ݔ݅ ߮ሻ  ൌ  .௜ሺఝାగሻ݁ݎ2 
Maybe the fundamental principle of analysis is that of a limit. The philosophy of the 
following definition is not restricted to complex functions, but for sake of simplicity we 
only state it for those functions. 
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Definition: Suppose ݂ is a complex function with domain G and ݖ଴ is an accumulation 
point of G. Suppose there is a complex number ݓ଴ such that for every ߝ  ൐  0, we can 
find ߜ  ൐  0 so that for all ݖ  ∈  satisfying 0 ܩ  ൏ ݖ| െ |଴ݖ ൏ ሻݖwe have |݂ ሺ ߜ  െ ଴ݓ  ൏
 ଴, in shortݖ approaches ݖ ଴is the limit of ݂ asݓ Then .|ߝ 
                                                         
                                                    lim௭→௭బ

݂ሺݖሻ ൌݓ଴ 
. 
This definition is the same as is found in most calculus texts. The reason we require that 
 ଴is an accumulation point of the domain is just that we need to be sure that there areݖ
points z of the domain which are arbitrarily close to ݖ଴. Just as in the real case, the 
definition does not require that z0 is in the domain of f and, if ݖ଴ is in the domain of f, 
the definition explicitly ignores the value of ݂ ሺݖ଴ሻ. That is why we require 
                                           0  ൏   ݖ| െ  .|଴ݖ
Just as in the real case the limit w0 is unique if it exists. It is often useful to investigate 
limits by restricting the way the point z “approaches”ݖ଴. The following is a easy 
consequence of the definition. 
 
Lemma1: Suppose lim௭→௭బ

݂ሺݖሻ exists and has the value ݓ଴, as above. Supposeܩ଴  ,ܩ 
and suppose ݖ଴ is an accumulation point of ܩ଴. If ଴݂ is the restriction of f to ܩ଴ then 
lim௭→௭బ ݂ሺݖሻ exists and has the value ݓ଴. 
The definition of limit in the complex domain has to be treated with a little more care 
than its real companion; this is illustrated by the following example. 
 

Example: lim௭→଴
௭̅

௭
 does not exist. 

To see this, we try to compute this “limit" as ݖ → 0 on the real and on the imaginary 
axis. In the first case, we can write ݖ ൌ ݔ ∈ ܴ , and hence 
                        

                                            lim௭→଴
௭̅

௭
ൌ lim௫→଴

௫̅

௫
ൌ lim௫→଴

௫

௫
ൌ 1 

 
In the second case, we write ݖ  ൌ  ݕ where ݕ݅  ∈ ܴ, and then 
 

lim
௭→଴

̅ݖ

ݖ
ൌ lim

௬→଴

ଓݕഥ

ݕ݅
ൌ lim

௬→଴

െ݅ݕ

ݕ݅
ൌ െ1 

 
So we get a different “limit" depending on the direction from which we approach 0. 

Lemma 1 then implies that lim௭→଴
௭̅

௭
does not exist. 

On the other hand, the following “usual" limit rules are valid for complex functions; the 
proofs of these rules are everything but trivial and make for nice exercises.  
 
The absolute value measures the distance between two complex numbers. 
Thus, ݖଵ and ݖଶ are close when |ݖଵ െ  ଶ| is small. We can then define the limit of aݖ
complex function ݂ሺݖሻ) as follows: we write     
                                             lim௭→௖ ݂ሺݖሻ ൌ             ,ܮ
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 where c and L are understood to be complex numbers, if the distance from ݂ሺݖሻ to L, 
|݂ሺݖሻ െ ݖ|  is small whenever   |ܮ െ ܿ| is small. More precisely, if we want   |݂ሺݖሻ െ  |ܮ
to be less than some small specified positive real number ߜ then there should exist a 
positive real number ߳ such that, if |ݖ െ ܿ| ൏ ሻݖthen |݂ሺ ߜ െ |ܮ ൏ ߳. Note that, as with 
real functions, it does not matter if ݂ሺܿሻ  ൌ  ሻ be defined at c. It is easyݖor even that ݂ሺ ܮ 
to see that, if ܿ  ൌ   ሺܿଵ, ܿଶሻ, ܮ  ൌ  ܽ  ൅  ܾ݅ and  
  ݂ሺݖሻ  ൌ  ݑ  ൅  is written as a real and an imaginary part, then ݒ݅ 
                                                    lim

௭→௖
 ݂ሺݖሻ  ൌ   ܮ 

if and only if 
               lim

ሺ௫,௬ሻ→ሺ௖భ,௖మሻ
,ݔሺݑ  ሻݕ ൌ ܽ          and        lim

ሺ௫,௬ሻ→ሺ௖భ,௖మሻ
,ݔሺݒ  ሻݕ ൌ ܾ.  

Thus the story for limits of functions of a complex variable is the same as the story for 
limits of real valued functions of the variables x; y. However, a real variable x can 
approach a real number c only from above or below (or from the left or right, depending 
on your point of view), whereas there are many ways for a complex variable to approach 
a complex number ܿ. 
Sequences, limits of sequences, convergent series and power series can be defined 
similarly. 
The formal definition of the limit of a function is stated as: 
         For any  ߳ ൐ 0, there exists ߜ ൐ 0 (usually dependent on ߳) such that 
  |݂ሺݖሻ െ |ܮ ൏ ߳    if      0 ൏ ݖ| െ |଴ݖ ൏  ߜ
The limit L, if it exists, must be unique. The value of L is independent of the direction 
along which ݖ  →    .଴ (see Figure 2.4)ݖ
The function f (z) needs not be defined at ݖ଴ in order for the function to have a limit at 
z0. However, we do require ݖ଴ to be a limit point of S so that it would never occur 
that ݂ ሺݖሻ is not defined in some deleted neighbourhood of ݖ଴. For example, let us 

consider   lim௭→௜
ୱ୧୬ ௭

௭
.  

 The domain of the definition of    
ୱ୧୬ ௭

௭
  is ܥ\ሼ0ሽ. Though 

ୱ୧୬ ௭

௭
 is not defined at ݖ  ൌ  0, 

this is a limit point of the domain of definition. Hence, the above limit is well defined. 
 
 
 
 
 
 
 
 
 
 
 
 
    The region  0 ൏ ݖ| െ |଴ݖ ൏  in the z-plane is mapped onto the region enclosed by the curve in the w-plane. The curve lies ߜ
completely inside the annulus 0 ൏ ݓ| െ |ܮ ൏ ߳ 

 
If  ܮ ൌ ߙ ൅ ሻݖሺ݂ ,ߚ݅ ൌ ,ݔሺݑ ሻݕ ൅ ,ݔሺݒ݅ ݖ   ,ሻݕ ൌ ݔ ൅ ଴ݖ and ݕ݅ ൌ ଴ݔ ൅  ଴ݕ݅
then 
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,ݔሺݑ|         ሻݕ െ |ߙ ൑ |݂ሺݕሻ െ |ܮ ൑ ,ݔሺݑ| ሻݕ െ |ߙ ൅ ,ݔሺݒ| ሻݕ െ  |ߚ
,ݔሺݑ|         ሻݕ െ |ߚ ൑ |݂ሺݕሻ െ |ܮ ൑ ,ݔሺݑ| ሻݕ െ |ߙ ൅ ,ݔሺݒ| ሻݕ െ  |ߚ
From the above inequalities, it is obvious that eq. (2.2.1) is equivalent to the following 
pair of limits              
                          limሺ௫.௬ሻ→ሺ௫బ,௬బሻ

,ݔሺݑ ሻݕ ൌ       ߙ
                          limሺ௫.௬ሻ→ሺ௫బ,௬బሻ ,ݔሺݒ ሻݕ ൌ  ߚ
Therefore, the study of the limiting behavior of ݂ ሺݖሻ is equivalent to that of a pair of 
real functions ݑሺݔ, ,ݔሺݒ ሻ andݕ  ሻ. Consequently, theorems concerning the limit of theݕ
sum, difference, product and quotient of complex functions hold as to those for real 
functions. 
 Suppose that lim௓→௓బ ଵ݂ሺݖሻ ൌ ଵ and   lim௓→௓బܮ ଶ݂ሺݖሻ ൌ  ଶܮ
Then  
                                lim௓→௓బ

൫ ଵ݂ሺݖሻ േ ଶ݂ሺݖሻ൯ ൌ ଵܮ േ  , ଶܮ

                                     lim௓→௓బ
൫ ଵ݂ሺݖሻ ଶ݂ሺݖሻ൯ ൌ  , ଶܮଵܮ

                                lim௓→௓బ

௙భሺ௭ሻ

௙మሺ௭ሻ
ൌ

௅భ

௅మ
  , ଶܮ ് 0 

 

Example:   lim௭→௜
௭మିଵ

௭ିଵ
ൌ 2݅  

  
Because the definition of the limit is somewhat elaborate, the following fundamental 
definition looks almost trivial. 
 
Definition: Suppose ݂ is a complex function. If ݖ଴ is in the domain of the function and 
either ݖ଴ is an isolated point of the domain or 
                                            
                                             lim௭→௭బ

݂ሺݖሻ ൌ݂ሺݖ଴ሻ 
then ݂ is continuous at ݖ଴. More generally, ݂ is continuous on ܩ   if ݂ is continuous ࡯ 
at every ݖ  ∈  .ܩ 
Just as in the real case, we can “take the limit inside” a continuous function: 
 
Lemma 2: If ݂ is continuous at an accumulation point ݓ଴ and lim௭→௭బ ݃ሺݖሻ ൌݓ଴ then 
lim௭→௭బ

݂ሺ ݃ሺݖሻሻ ൌ݂ሺݓ଴ሻ 
In other words, 
                            lim௭→௭బ݂ሺ ݃ሺݖሻሻ ൌ݂ሺlim௭→௭బ ݃ሺݖሻሻ 
 
This lemma implies that direct substitution is allowed when f is continuous at the limit 
point. 
In particular, that if ݂ is continuous at ݓ଴ then lim௭→௭బ ݃ሺݖሻ ൌ݂ሺݓ଴ሻ. 
 
Example Prove that   
                        lim௭→ఈݖ

ଶ ൌߙଶ ,    ߙ is a fixed complex number using the ߳ െ   ߜ
criterion. 
Solution:  It suffices to establish that for any given ߳ ൐ 0, there exists a positive number 
such that  
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ଶݖ|                           െ |ଶߙ ൏ ߳ whenever   0 < |z - 0 ൏ ݖ| െ |ߙ ൏  ߜ
Observing  
ଶݖ                     െ ଶߙ ൌ ሺݖ െ ݖሻሺߙ ൅ ሻߙ ൌ ሺݖ െ ݖሻሺߙ െ ߙ ൅  ሻߙ2
and applying the triangle inequality, we obtain   
ଶݖ|               െ ଶ| ൌߙ ݖ| െ ݖ||ߙ െ ߙ ൅ |ߙ2 ൑|ݖ െ ݖ|ሺ|ߙ െ |ߙ ൅  ሻ|ߙ|2
provided that ݖ lies inside the deleted ߜ neighborhood of ߙ. Here, ߜ is chosen to be less 
than minሺ1,

ఢ

ଵାଶ|ఈ|
ሻ, so             

ଶݖ|    െ ଶ|  ൑ߙ ݖ| െ ݖ|ሺ|ߙ െ |ߙ ൅ ሻ|ߙ|2 ൏ 
ఢ

ଵାଶ|ఈ|
ሺ1 ൅ ሻ|ߙ|2 ൌ ߳ 

Note that the choice of ߜ depends on ߳ and ߙ.   
   
3.13   Limit at infinity:  The definition of limit holds even when ݖ଴ or L is the point at 
infinity. We can simply replace the corresponding neighbourhood of ݖ଴ or L by the 
neighbourhood of infinity. The mathematical statement  lim௭→ஶ ݂ሺݖሻ ൌ  ܮ
can be understood as: 
       For any ߳ ൐ 0, there exists ߜሺ߳ሻ ൐ 0 such that   

                |݂ሺݖሻ െ |ܮ ൏ ߳ whenever  |ݖ| ൐
ଵ

ఋ
     

Here, z refers to a point in the finite complex plane and |ݖ| ൐
ଵ

ఋ
  is visualized as a deleted 

neighbourhood of ∞. Also, we must be cautious that the results in the equations above 
hold for ݖ଴, ܮଵ and ܮଶ in the finite complex plane only. 

Suppose we define w = 
ଵ

௭
 .  Then z → ∞ is equivalent to w → 0. It is then not surprising 

to have the following properties on limit at infinity 
 
Theorem If  ݖ଴ and ݓ଴ are points in the z-plane and the w-plane respectively, then. 

(a)  lim௓→௓బ
݂ሺݖሻ ൌ ∞ if and only if lim௓→௓బ

ଵ

௙ሺ௭ሻ
ൌ 0 

(b)  lim௭→ஶ ݂ሺݖሻ ൌ ଴  if and only if  lim௓→௓బݓ ݂ ቀ
ଵ

௭
ቁ ൌ ݓ଴ 

 
 Proof 

(a)  lim௓→௓బ
݂ሺݖሻ ൌ ∞  implies that for any ߳ ൐ 0, there exists a positive number ߜ  

such that   

                           |݂ሺݖሻ| ൐
ଵ

ఢ
  whenever 0 ൏ |ܼ െ ܼ଴| ൏ ߜ  

The above result may be rewritten as  

                            |
ଵ

௙ሺ௭ሻ
െ 0| ൏ ߳  whenever 0 ൏ |ܼ െ ܼ଴| ൏ ߜ 

 so we obtain  

                                     lim௓→௓బ

ଵ

௙ሺ௭ሻ
ൌ 0  

(b) lim௭→ஶ ݂ሺݖሻ ൌ ߳ ଴  implies that for anyݓ ൐ 0, there exists a positive number ߜ  
such that   

         |݂ሺݖሻ െ |଴ݓ ൏ ߳ whenever |ݖ| ൐
ଵ

ఋ
 , replacing z by 

ଵ

௭
 we obtain |݂ ቀ

ଵ

௭
ቁ െ  ߳ ଴ |൏ݓ

  whenever 0 ൏ ݖ| െ 0| ൏ ߜ  so we obtain  lim௓→଴ ݂ ቀ
ଵ

௭
ቁ ൌ  ଴ݓ

The above results provide the convenient tools to evaluate limits on infinity 
For example:  
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                    1)  lim௭→ଵ
௭ିଵ

௭మାଵ
ൌ 0                2)  lim௭→ଵ

௭మା ଵ

௭ିଵ
ൌ ∞ 

        3)     lim௭→଴
ଵା ସ௭మ

ହା ௜௭మ
ൌ 

ଵ

ହ
              4)   lim

௭→ஶ
 
௭మା ସ

ହ௭మା ௜
 = lim௭→ஶ

భ

೥మ
ାସ

ఱ

೥మ
ା ௜
ൌ

ଵ

ହ
     

        5) lim
௭→ஶ

 
ଶ௭ା௜

௭ା ଵ
ൌ 2 

 
 
4.0   CONCLUSION 
In this unit, we have studied limits of complex functions. You are required to study this 
unit properly before attempting to answer questions under the tutor-marked assignment. 
 
5.0   SUMMARY 
You recall that you learnt about function of a complex variable as well as limits of 
complex functions. You are to study them properly in order to be well equipped for the 
next course in mathematical methods. 
   
6.0    Tutor Marked Assignment  

          1). Evaluate the following limits or explain why they don’t exist. 

                 (a) lim 
௭→௜

௭య௜ିଵ

௭ାଵ
 

                 (b) lim 
௭→ଵି௜

ሾݔ  ൅  ݅ሺ2ݔ  ൅  ሻሿݕ 

 

           2) Evaluate lim
௭→ஶ

 
ଷ௭ା௜

௭ାଶ
 

           3) Evaluate lim
௭→ஶ

 
௭రା ସ௭ାଵ

ହ௭రା ௜
 

 
7.0 References/ Further Readings  

 K.A Stroud; Engineering Mathematics Palgrave New York(2011) 
 Complex Variables (2nd Edition), M.R. Spiegel, S. Lipschutz, J.J. Schiller, D. 

Spellman, Schaum's Outline Series, Mc Graw Hill (USA), ISBN 978-0-07-
161569-3 

 Brown, James Ward; Churchill, Ruel V. (1996), Complex variables and 
applications (6th ed.), New York: McGraw-Hill, p. 2, ISBN 0-07-912147-0, "In 
electrical engineering, the letter j is used instead of i."  

 Kasana, H.S. (2005), Complex Variables: Theory And Applications (2nd ed.), PHI 
Learning Pvt. Ltd, p. 14, ISBN 81-203-2641-5, Extract of chapter 1, page 14 

 Kalman, Dan (2008b), "The Most Marvelous Theorem in Mathematics", Journal 
of Online Mathematics and its Applications 

 Hamilton, J. D. (1994).Time Series Analysis. Princeton University Press, Prince-
ton. 

 SydsÊter, K. (1978).Matematisk analyse, Bind II. Universitetsforlaget, Oslo. 
 SydsÊter, K. and P. Hammond (2002).Essential Mathematics for Economics 

Analysis. Pearson Education, Essex 
 



58 
 

 
 
 
Unit 2        Continuity of functions of complex variables   

Content  

1.0        Introduction 

2.0        Objectives 
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1.0 Introduction 

                Continuity of a complex function is defined in the same manner as for a real 
function. The Continuity of a complex function is defined using the concept of limits. 

2.0 Objectives 

            At the end of this unit, you should be able to: 
 Define the Continuity of a complex function 
 Discuss the Continuity of a complex function at a given point 

         3.0        Main content  

               3.1    Continuity of a complex function 
As for functions of a real variable, a function f(z) is continuous at c if. 
                                                  lim

௭→௖
 ݂ሺݖሻ ൌ ݂ሺܿሻ 

In other words:  
             1) Limit of the function exists;  
             2) ݂ሺݖሻ is defined at ܿ;  
             3) Its value at ܿ is the limiting value. 
That is, the continuity of a complex function is defined using the concept of limits. 
 A function ݂ ሺݖሻ is continuous if it is continuous at all points where it is defined. It is 
easy to see that a function ݂ ሺݖሻ  ൌ  ݑ  ൅  is continuous if and only if its real and ݒ݅ 
imaginary parts are continuous, and that the usual functions ݖ; , ;̅ݖ ,ݖ ܴ݁  ,|ݖ| ;ݖ ݉ܫ ݁௭ are 
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continuous. (We have to be careful, though, about functions such as ܽݖ ݃ݎ or log z 
which are not well-defined.) All polynomials ܲሺݖሻ are continuous, so are all two-
variable polynomial functions in x and y. A rational function ܴሺݖሻ  ൌ  ܲሺݖሻ  ൌ  ܳሺݖሻ 
with ܳሺݖሻ not identically zero is continuous where it is defined, i.e. at the finitely many 
points where the denominator ܳሺݖሻ is not zero. More generally, if ݂ሺݖሻ) and ݃ሺݖሻ are 
continuous, then so are:  
           1. ݂ܿሺݖሻ where c is a constant; 
           2. ݂ሺݖሻ ൅ ݃ሺݖሻ 
           3. ݂ሺݖሻ. ݃ሺݖሻ 

           4. 
௙ሺ௭ሻ

௚ሺ௭ሻ
  is defined    (for ݃ሺݖሻ ് 0) 

           5 ሺ݃ ݋ ݂ሻሺݖሻ ൌ ݃ሺ݂ሺݖሻ, the composition of ݃ሺݖሻand ݂ሺݖሻ are defined. 
 
Example: Consider f (z) =  ݁௭; its real and imaginary parts are, respectively, 
u(x, y) = ݁௫ cos y and v(x, y) = ݁௫ sin y. Since both u(x, y) and v(x, y) are continuous at 
any point (ݔ଴, ݕ଴) in the finite x-y plane, we conclude that ݁௭ is continuous at any point 
 ଴ in Cݕ ଴ + iݔ = ଴ݖ

Example: Is the function such that f (z) = Im 
௭మ

|௭|మ
  for ݖ ് 0 and f (0) = 0, continuous at 

 ൌ  0 ? 
Theorems on real continuous functions can be extended to complex continuous 
functions. If two complex functions are continuous at a point, then their sum, difference 
and product are also continuous at that point; and their quotient is continuous at any 
point where the denominator is non-zero. For example, since ݃ሺݖሻ ൌ ݖଶ  is continuous 
everywhere, we conclude by the above remark that both   ݖଶ  േ ݁௭  and ݖଶ/݁௭  are 
continuous in C. Examples of complex continuous functions in C are polynomials, 
exponential functions and trigonometric functions. 
        Another useful result is that a composition of continuous functions is continuous. If 
f (z) is continuous at ݖ଴ and ݃ሺݖሻ is continuous at  ߦ , and if  ߦ = f (ݖ଴), then the 
composite function     gሺ ݂ሺݖሻሻ is continuous at ݖ ൌ  ଶ andݖ ଴. Thus, functions like sinݖ
cos ݖଶ are continuous functions in C. 
Since continuity of f (z) implies continuity of its real and imaginary parts, the real 
function         

         |݂ሺݖሻ| ൌ ඥݑሺݔ, ሻଶݕ ൅ ,ݔሺݒ ݂          , ሻଶݕ ൌ ݑ ൅ ݖ and ݒ݅ ൌ ݔ ൅  ݕ݅
is also continuous. By applying the well-known result on boundedness of a continuous 
real function in a closed and bounded region, we can deduce a related property on 
boundedness of the modulus of a continuous complex function. We state without proof 
the following theorem. 
Theorem If f (z) is continuous in a closed and bounded region R, then |f (z)| is bounded 
in the region, that is,  
                               |f (z)|< M ,                         for all z ∈ R,                               (2.2.7) 
for some constant M. Also, |f (z)| attains its maximum value at some point  ݖ଴ in R. 
 
Example Discuss the continuity of the following complex functions at z = 0: 

a) ݂ሺݖሻ ൌ   ቊ
0, ݖ ൌ 0

ோ௘ ௭

ۂ௭ہ
, ݖ ് 0   
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b) ݂ሺݖሻ ൌ 
ூ௠ ௭

ଵାہ௭ۂ
 

 
Solution 
     a)   ݖ ൌ ݔ ൅ ݖ  , ݕ݅ ് 0 
then, 

                         
ோ௘ ௭

ۂ௭ہ
ൌ

௫

ඥ௫మା௬మ
  

Suppose z approaches 0 along the half straight line y = mx (x > 0). 
Then,   

        lim
௭→଴,௬ୀ௠௫,௫வ଴

 
ோ௘ ௭

ۂ௭ہ
ൌ lim

௫→଴ା
 

௫

ඥ௫మା௠మ௬మ
 

                                 = lim
௫→଴ା

 
௫

௫ √ଵା௠మ
 = 

ଵ

 √ଵା௠మ
 

    Since the limit depends on m, lim
௭→଴

݂ሺݖሻ does not exist. Therefore, f (z) cannot be 

continuous at ݖ  ൌ  0. 
 

b)  ݖ ൌ ݔ ൅  then , ݕ݅
ூ௠ ௭

ଵାہ௭ۂ
ൌ 

௬

ଵାඥ௫మା௬మ
 

Now, consider the limit,   
                      lim

௭→଴
݂ሺݖሻ ൌ   lim

ሺ௫,௬ሻ→ሺ଴,଴ሻ

௬

ଵାඥ௫మା௬మ
ൌ 0 ൌ ݂ሺ0ሻ 

Therefore,  ݂ሺݖሻ is continuous at z = 0. 
 
Example: the function ݂ሺݖሻ ൌ   .ݖ is continuous for all |ݖ|
 For this, let ݖ଴ be given. Then 

 lim௭→௭బ
|ݖ| ൌ lim௭→௭బ

ඥሺܴ݁ ݖሻଶ ൅ ሺݖ ݉ܫሻଶ =ඥሺܴ݁ ݖሻଶ ൅ ሺݖ ݉ܫሻଶ ൌ  |଴ݖ|
 
         3.2 Uniform continuity 
 
Suppose ݂ሺݖሻ is continuous in a region R. Then by definition, at each point ݖ଴ inside R 
and for any ߳ > 0, we can find 0 < ߜ such that |݂ ሺݖሻ െ  ݂ ሺݖ଴ሻ| < ߳ whenever | ݖ − ݖ଴| <  
 ߜ ଴ together. However, if we can find a single value ofݖ depends on ߳ and ߜ Usually .ߜ
for each  ߳, independent of z0 chosen in R, we say that ݂ሺݖሻ is uniformly continuous in 
the region R. 
Example   Show that 
(a)  ଵ݂ሺݖሻ ൌ  .∞ > ଶ is uniformly continuous in the region |z| < R, where 0 < Rݖ
Solution 

It suffices to show that given any ߳ > 0, we can find 0 < ߜ such that |ݖଶ െ ଴ݖ
ଶ | <  ߳ 

when | ݖ − ݖ଴| < ߜ, where ߜ depends on ߳ but not on the particular point z0 of the 
region. If z and z0 are any two points inside |z| < R, then 
ଶݖ|  െ ଴ݖ

ଶ | = |ݖ ൅ ݖ ||଴ݖ െ ݖ |{|଴ݖ | + |ݖ |} ≥ |଴ݖ െ ଴| ൏ݖ ݖ |2ܴ  െ  |଴ݖ
This relation between |  ଵ݂ሺݖሻ െ ଵ݂ሺݖ଴ሻ| and | ݖ െ  , 2R ߳ = ߜ ଴| dictates the choice ofݖ
where ߜ depends on ߳ but not on ݖ଴ Now, given any ߳ > 0, suppose | ݖ െ  Then .ߜ   > |଴ݖ
by inequality (i), we have 
                       |  ଵ݂ሺݖሻ െ ଵ݂ሺݖ଴ሻ| = |ݖଶ െ ଴ݖ

ଶ| ൏ ݖ |2ܴ  െ |଴ݖ  ൏  ߜ 2ܴ  ൌ  ߳ 
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Hence, ଵ݂ሺݖሻ ൌ |ݖ| ଶ  is uniformly continuous inݖ  ൏  ܴ. 
and | ଶ݂ሺݖሻ െ ଶ݂ሺݖ଴ሻ| can be made to be larger than any positive number when z0 
becomes sufficiently close to 0. It is not possible to find ߜ that depends on ߳ but not z0 
such that for any given ߳, we have 
                       | ଶ݂ሺݖሻ െ ଶ݂ሺݖ଴ሻ| < ߳  for |ݖ െ |଴ݖ  ൏  .ߜ  

Hence, ଶ݂ሺݖሻ ൌ
ଵ

௭
  is not uniformly continuous in 0 < |z |< 1. 

Most of the theorems related to the properties of continuity for real functions can be 
extended to complex functions. However, this is not quite so when we consider 
differentiation 
    
4.0   CONCLUSION 
In this unit, we have studied Continuity of a complex function. You are required to study 
this unit properly before attempting to answer questions under the tutor-marked 
assignment. 
 
5.0   SUMMARY 
You recall that you learnt about Continuity of a complex function You are to study them 
properly in order to be well equipped for the next course in mathematical methods 
   
6.0    Tutor Marked Assignment  

Show that ଶ݂ሺݖሻ ൌ
ଵ

௭
  is not uniformly continuous in the region 0 < |z| < 1. 
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1.0       Introduction 

      2.0       Objectives 

At the end of this unit, you should be able to: 
 

 Define  and discuss the differentiability of a complex function using the concept 
of limit 

 State the rules of differentiation of complex numbers 
 Define constant functions 
 Obtain Complex velocity and acceleration of functions 

 
3.1 Differentiation of complex functions (or simply Complex derivatives) 

The fact that limits such as lim௭→଴
௭̅

௭
 do not exist points to something special about 

complex numbers which has no parallel in the reals—we can express a function in a very 
compact way in one variable, yet it shows some peculiar behavior “in the limit." We will 
repeatedly notice this kind of behavior; one reason is that when trying to compute a limit 
of a function as, say,  ݖ  →  0, we have to allow ݖ to approach the point 0 in any way. On 
the real line there are only two directions to approach 0—from the left or from the right 
(or some combination of those two). In the complex plane, we have an additional 
dimension to play with. This means that the statement 
“A complex function has a limit..." is in many senses stronger than the statement “A real 
function has a limit..." This difference becomes apparent most baldly when studying 
derivatives. 
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Differentiability    Similar to the calculus of real variables, the differentiability of a 
complex function is defined using the concept of limit. Having discussed some of the 
basic properties of functions, we ask now what it means for a function to have a complex 
derivative. Here we will see something quite new: this is very different from asking that 
its real and imaginary parts have partial derivatives with respect to x and y. We will not 
worry about the meaning of the derivative in terms of slope, but only ask that the usual 
difference quotient exists. 
 
 Definition   A function f (z) is complex differentiable at c if  

                                                    lim
௭→௖

௙ ሺ௭ሻ ି ௙ ሺ௖ሻ 

௭ ି ௖
 

exists. In this case, the limit is denoted by   ݂ᇱሺܿሻ. Making the change of variable 

 ݖ ൌ  ܿ ൅ ݄,  ݂ሺݖሻ is complex differentiable at ܿ if and only if the limit  lim
௛→଴

௙ ሺୡା୦ሻି௙ ሺ௖ሻ

௛
 

exists, in which case the limit is again ݂ᇱሺܿሻ. A function is complex differentiable if it is 
complex differentiable at every point where it is defined. For such a function   ݂ሺݖሻ, the 
derivative defines a new function which we write as 

                                             ݂ᇱሺݖሻ   ݎ݋ 
ௗ

ௗ௭
݂ሺݖሻ 

For example, a constant function f(z) = C is everywhere complex differentiable and its 
derivative ݂ᇱሺݖሻ ൌ 0.The function ݂ሺݖሻ ൌ  is also complex differentiable, since in this ݖ
case  

                                       
௙ ሺ௭ሻ ି ௙ ሺ௖ሻ 

௭ି௖
ൌ

௭ି௖

௭ି௖
ൌ 1 

Thus, ሺݖሻᇱ ൌ 1. But many simple functions do not have complex derivatives. 
For example, consider ݂ሺݖሻ ൌ ݖ ܴ݁ ൌ  We show that the limit .ݔ

                                                lim
௛→଴

௙ ሺୡା୦ሻି௙ ሺ௖ሻ

௛
 

does not exist for any ܿ. Let ܿ  ൌ  ܽ  ൅  ܾ݅, so that ݂ሺܿሻ  ൌ  ܽ. First consider ݄  ൌ  a ݐ 

real number. Then ݂ሺܿ  ൅ ሻݐ   ൌ  ܽ  ൅  and so ݐ 
௙ ሺୡା୦ሻି௙ ሺ௖ሻ

௛
ൌ

௔ା௧ି௔

௧
ൌ 1 

 So if the limit exists, it must be 1. On the other hand, we could use ݄  ൌ  .ݐ݅ 
In this case, ݂ሺܿ  ൅ ሻݐ݅   ൌ  ݂ሺܿሻ  ൌ  ܽ, and 

                                   
௙ ሺୡା୦ሻି௙ ሺ௖ሻ

௛
ൌ

௔ ି ௔

௜௧
ൌ 0 

Thus approaching c along horizontal and vertical directions has given two different 
answers, and so the limit cannot exist. Other simple functions which can be shown not to 
have complex derivatives are ̅ݖ ;ݖ ݉ܫ, and |ݖ|. 
 
  3.2   Rules for differentiation 
1. If ݂ ሺݖሻ is complex differentiable, then so is ݂ܿሺݖሻ, where c is a constant, and 
ሺ݂ܿሺݖሻሻ’  ൌ  ݂ܿ’ሺݖሻ; 
2. (Sum rule) If ݂ሺݖ) and ݃ሺݖሻ are complex differentiable, then so is ݂ሺݖሻ ൅  ݃ሺݖሻ, and 
ሺ݂ሺݖሻ  ൅  ݃ሺݖሻሻ0  ൌ  ݂0ሺݖሻ  ൅  ݃0ሺݖሻ; 
3. (Product rule) If f(z) and g(z) are complex differentiable, then so is ݂ሺݖሻ. ݃ሺݖሻ and 
ሺ݂ሺݖሻ _ ݃ሺݖሻሻ’  ൌ  ݂’ሺݖሻ݃ሺݖሻ  ൅  ݂ሺݖሻ݃’ሺݖሻ; 
4. (Quotient rule) If ݂ሺݖሻ and ݃ሺݖሻ are complex differentiable, then so is 
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݂ሺݖሻ ൌ ݃ሺݖሻ, where defined (i.e. where g(z) ് 0), and ቀ
௙ሺ௭ሻ

௚ሺ௭ሻ
ቁ
ᇱ

ൌ
௙ᇲሺ௭ሻ௚ሺ௭ሻି௙ሺ௭ሻ௚ᇱሺ௭ሻ

௚ሺ௭ሻమ
 

 5. (Chain rule) If ݂ሺݖሻ and ݃ሺݖሻ are complex differentiable, then so is ݂ሺ݃ሺݖሻሻ where 
defined, and ሺ݂ሺ݃ሺݖሻሻሻ’  ൌ  ݂’ሺ݃ሺݖሻሻ. ݃’ሺݖሻ. 
6. (Inverse functions) If ݂ሺݖሻ is complex differentiable and one-to-one, with nonzero 
derivative, then the inverse function ݂ିଵሺݖሻ is also differentiable, and 

                                     ሺ݂ିଵሺݖሻሻ′ ൌ
ଵ

௙ᇲሺ௙షభሺ௭ሻሻ
) 

Thus for example we have the power rule ሺݖ௡ሻᇱ ൌ   ௡ିଵ, every polynomialݖ݊
                Pሺݖሻ ൌ ܽ௡ݖ

௡ ൅ ܽ௡ିଵݖ
௡ିଵ ൅ ⋯൅ ܽ଴ is complex differentiable, with 

                    ܲ′ሺݖሻ ൌ ݊ܽ௡ݖ
௡ିଵ ൅ ሺ݊ െ 1ሻܽ௡ିଵݖ

௡ିଶ ൅ ⋯൅ ܽଵ; 
and every rational function is also complex differentiable. It follows that a function 
which is not complex differentiable, such as ܴ݁ ݖ or ̅ݖ cannot be written as a complex 
polynomial or rational function. 
Assume that f is defined in a neighborhood of ݖ െ  ଴. The derivative of the function f atݖ
ݖ െ    ଴ isݖ
          

                 ݂ᇱሺݖ଴ሻ ൌ lim∆௭→଴
௙ሺ௭బା∆௭ሻି௙ሺ௭బሻ

∆௭
   =  lim௭→௭బ 

௙ሺ௭ሻି௙ሺ௭బሻ

௭ି௭బ
 

 
assuming that this limit exists. 
If f has a derivative at ݖ ൌ ݖ ଴, we say that f  is differentiable atݖ ൌ  .଴ݖ
 
Example Show that the functions ̅ݖ and ܴ݁ ݖ are nowhere differentiable, while  |ݖ|ଶ is 
differentiable only at ݖ  ൌ  0. 
 
Solution According to definition (2.3.1), the derivative of z is given by 
                    

                  
ௗ 

ௗ௭
̅ݖ  ൌ lim 

∆௭→଴
  
 ௭̅ା∆ ௭̅ି ௭̅

∆௭
ൌ lim 

∆௭→଴
  
 ∆ ௭̅

∆௭
ൌ lim 

∆௭→଴
  ݁ିଶ௜ ஺௥௚∆௭  

 
The value of the limit depends on the path approaching ݖ. Therefore, z is nowhere 
differentiable. Similarly, 
 

                        
ௗ 

ௗ௭
ݖ ܴ݁ ൌ

ௗ 

ௗ௭

ଵ 

ଶ
ሺݖ ൅   ሻ̅ݖ

                     

                                     ൌ
ଵ 

ଶ
lim 
∆௭→଴

  
ሺ୸ା ௭̅ା∆௭ା∆ ௭ሻതതതିሺ௭ି ௭ሻതതത

∆௭
  

                      

                                     ൌ
ଵ 

ଶ
lim 
∆௭→଴

  
 ∆௭ା∆ ௭̅

∆௭
  

                       

                                     ൌ
ଵ 

ଶ
൅

ଵ 

ଶ
lim 
∆௭→଴

  
 ∆ ௭̅

∆௭
 

 
Again, Re ݖ is shown to be nowhere differentiable. Lastly, the derivative of |ݖ|ଶ 
is given by 
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ௗ 

ௗ௭
ଶ|ݖ| ൌ lim 

∆௭→଴
  
|୸ା∆௭|మି|୸|మ

∆௭
  

                 

                                    ൌ lim 
∆௭→଴

ቂ̅ݖ ൅  z
 ∆ ௭̅

∆௭
൅  ቃ̅ݖ ∆

 
The above limit exists only when ݖ  ൌ  0, that is, |ݖ|ଶ is differentiable only at ݖ  ൌ  0 
 
Examples: 
       f (z) = ̅ݖ is continuous but not differentiable at ݖ  ൌ  0. 
      ݂ ሺݖሻ  ൌ   ݖ ଷ is differentiable at anyݔ ∈ and ௭݂ ܥ ൌ  ଶݔ3
 
Holomorphicity 
 
Definition   Suppose ݂ ∶  ܩ  →  .଴ is an interior point of Gݖ is a complex function and ࡯ 

The derivative of ݂ at ݖ଴ is defined as ݂ᇱሺݖ଴ሻ ൌ lim 
௭→௭బ

௙ሺ௭ሻି௙ሺ௭బሻ

௭ି௭బ
  

 provided this limit exists. In this case, ݂ is called differentiable at ݖ଴. If ݂ is 
differentiable for all points in an open disk centered at ݖ଴ then ݂ is called holomorphic   
at ݖ଴. The function f is holomorphic on the open set G   C if it is differentiable (and 
hence holomorphic) at every point in G. Functions which are differentiable (and hence 
holomorphic) in the whole complex plane C are called entire.(Some sources use the 
term ‘analytic’ instead of ‘holomorphic’. in our context, these two terms are 
synonymous. Technically, though, these two terms have different definitions. Since we 
will be using the above definition, we will stick with using the term ’holomorphic’ 
instead of the term ’analytic) 
The difference quotient limit which defines ݂ᇱሺݖ଴ሻ can be rewritten as 
                       

                            ݂ᇱሺݖ଴ሻ ൌ lim 
௛→଴

௙ሺ௭బା௛ሻି௙ሺ௭బሻ

௛
 

 
This equivalent definition is sometimes easier to handle. Note that h is not a real number 
but can rather approach zero from anywhere in the complex plane. 
The fact that the notions of differentiability and holomorphicity are actually different is 
seen in the following examples. 
 
Example   the function ݂ ሺݖሻ  ൌ   ଴ݖ ଷ is entire that is, holomorphic in C: For anyݖ ∈ C 

                                   lim 
௭→௭బ

௙ሺ௭ሻି௙ሺ௭బሻ

௭ି௭బ
ൌ lim 

௭→௭బ

௭యି௭బ
య

௭ି௭బ
  

                                          

                                                          =lim 
௭→௭బ

൫௭మା௭௭బା௭బ
మ൯ሺ௭ି௭బሻ

௭ି௭బ
 

                     
                                                         = lim 

௭→௭బ
ଶݖ ൅ ଴ݖݖ ൅ ଴ݖ

ଶ 

 
଴ݖ3 =                                                         

ଶ 
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Example The function ݂ ሺݖሻ  ൌ  ,ଶ is differentiable at 0 and nowhere else (in particular̅ݖ
f is not holomorphic at 0): Let’s write ݖ  ൌ ଴ݖ  ൅  ௜ఏ. Then݁ݎ 
                                          

                                
௭̅మି௭̅బ

మ

௭ି௭బ
ൌ

ቀ௭బ ା ௥௘
ഢഇതതതതതതതതതതതതതቁ

మ
ି௭బതതത

మ

௭బ ା ௥௘
೔ഇି௭బ

   

               

                                           = 
൫௭బതതത ା ௥௘

ష೔ഇ൯
మ
ି௭బതതത

మ

 ௥௘೔ഇ
  

                                    

                                          = 
௭బതതത

మାଶ௭బതതത௥௘
ష೔ഇା௥మ௘షమ೔ഇି௭బതതത

మ

 ௥௘೔ഇ
  = 

ଶ௭బതതത௥௘
ష೔ഇା௥మ௘షమ೔ഇ

 ௥௘೔ഇ
  

 
଴ഥݖ2 =                                      ݁

ିଶ௜ఏ ൅  ଷ௜ఏି݁ݎ
 
If  ݖ଴ ് 0, then the limit of the right-hand side as ݖ → ݎ ଴ does not exist sinceݖ → 0 and 
we obtain different answers for horizontal approach i.e. (ߠ ൌ 0 ) and for vertical 
approach i.e. (ߠ ൌ

గ

ଶ
). (A more entertaining way to see this is to use, for example,   

ሻݐሺݖ ൌ ଴ݖ ൅
ଵ

௧
݁௜௧ which approaches ݖ଴ as ݐ → ∞). On the other hand, if ݖ଴ ൌ 0 then the 

right-hand side equals   ି݁ݎଷ௜ఏ ൌ     .ଷ௜ఏି݁|ݖ|
Hence, 

                                       lim 
௭→଴

ቚ
௭̅మ

௭
ቚ ൌ lim 

௭→଴
ቚ|z|eିଷ୧஘ቚ  

 
                                                     = lim 

௭→଴
|ݖ| ൌ 0 

 
 
Example The function ݂ ሺݖሻ  ൌ    :is nowhere differentiable ̅ݖ
                  

                                          lim 
௭→௭బ

௭̅ି௭బതതത

௭ି௭బ
ൌ lim 

௭→௭బ

௭ି௭బതതതതതതത

௭ି௭బ
  

                                                         

                                                         = lim 
௭→଴

௭̅

௭
 

 
does not exist, as discussed earlier. 
The basic properties for derivatives are similar to those we know from real calculus. In 
fact, one should convince oneself that the following rules follow mostly from properties 
of the limit. (The ‘chain rule’ needs a little care to be worked out.) 
 
Lemma 1   Suppose ݂ and ݃ are differentiable at ݖ  ∈  ܿ and that ,࡯  ∈  ݊ ,࡯  ∈  and h ,ࢆ 
is differentiable at ݃ሺݖሻ. 

             (a)  ൫݂ሺݖሻ ൅ ܿ݃ሺݖሻ൯
′
ൌ ݂ ′ሺݖሻ ൅ ܿ݃′ሺݖሻ 

 

             (b)  ൫݂ሺݖሻ .  ݃ሺݖሻ൯
′
 ൌ ݂ ′ሺݖሻ݃ሺݖሻ ൅ ݂ሺݖሻ݃′ሺݖሻ 
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             (c)  ሺ݂ሺݖሻ ݃ሺݖሻ⁄ ሻ′   ൌ
௙′ሺ௭ሻ௚ሺ௭ሻା௙ሺ௭ሻ௚′ሺ௭ሻ

௚ሺ௭ሻమ
 , whenever ݃ሺݖሻ ് 0  

 
             (d) ሺݖ௡ሻ′ ൌ   ௡ିଵݖ݊
 
             (e)  ሺ݄ሺ݃ሺݖሻሻሻ′ ൌ ݄′൫݃ሺݖሻ൯݃′ሺݖሻ 
We end this section with yet another differentiation rule, that for inverse functions. As in 
the real case, this rule is only defined for functions which are bijections. A function 
݂ ∶  ܩ  →  ݓ is one-to-one if for every image ܪ  ∈  ݖ there is a unique ܪ  ∈  such that ܩ 
݂ ሺݖሻ  ൌ  ݓ The function is onto if every .ݓ  ∈  ݖ has a pre-image ܪ  ∈  that is, there) ܩ 
exists a z ∈  G such that ݂ ሺݖሻ  ൌ  ሻ. A bijection is a function which is both one-to-oneݓ 
and onto. If ݂ ∶  ܩ  →  ݖ is a bijection then ݃ is the inverse of ݂ if for all ܪ  ∈
,ܪ  ݂ ሺ݃ሺݖሻሻ  ൌ  .ݖ 
 
Lemma 2   Suppose G and H are open sets in C, ݂ ∶  ܩ  → ݃ ,is a bijection ܪ  ∶  ܪ  →  ܩ 
is the inverse function of  , and ݖ଴ ∈ ଴ሻሻݖ଴ሻ, ݂ ′ሺ݃ሺݖIf ݂ is differentiable at ݃ሺ .ܪ   ് 0, 
and g is continuous at ݖ଴ then ݃ is differentiable at ݖ଴ with 
                                

                                 ݃ᇱሺݖ଴ሻ ൌ
ଵ

௙ᇲሺ௚ሺ௭బሻሻ
 

 

Proof. We have, ݃′ሺݖ଴ሻ ൌ lim 
௭→௭బ

௚ሺ௭ሻି௚ሺ௭బሻ

௭ି௭బ
  

                      

                                       = lim  
௭→௭బ

௚ሺ௭ሻି௚ሺ௭బሻ

௙ሺ௚ሺ௭ሻሻି௙ሺ௚ሺ௭బሻ
  

            

                                       = lim 
௭→௭బ

ଵ
೑ሺ೒ሺ೥ሻሻష೑ሺ೒ሺ೥బሻ

೒ሺ೥ሻష೒ሺ೥బ

 

. 
Because ݃ሺݖሻ  →  ݃ሺݖ଴ሻ as ݖ  →    :଴, we obtainݖ

                         ݃ᇱሺݖ଴ሻ ൌ lim 
௚ሺ௭ሻ→௚ሺ௭బሻ

ଵ
೑ሺ೒ሺ೥ሻሻష೑ሺ೒ሺ೥బሻ

೒ሺ೥ሻష೒ሺ೥బ

 . 

Finally, as the denominator of this last term is continuous at ݖ଴,, by Lemma 2.6 we have: 

                        ݃ᇱሺݖ଴ሻ ൌ
ଵ

୪୧୫ 
೒ሺ೥ሻ→೒ሺ೥బሻ

೑ሺ೒ሺ೥ሻሻష೑ሺ೒ሺ೥బሻ

೒ሺ೥ሻష೒ሺ೥బ

ൌ
ଵ

௙ᇲሺ௚ሺ௭బሻሻ
 

 

 
3.3   Constant Functions 
As an example application of the definition of the derivative of a complex function, we 
consider functions which have a derivative of 0. One of the first applications of the 
Mean-Value Theorem for real-valued functions is to show that if a function has zero 
derivatives everywhere on an interval then it must be constant. 
 
Lemma 3   If ݂ ∶  ܫ  →  ሻ defined and equal to 0 forݔis a real-valued function with ݂ ′ሺ ࡾ 
all ݔ  ∈  ܿ then there is a constant ,ܫ  ∈ ሻݔsuch that ݂ ሺ ࡾ   ൌ  ܿ for all ݔ  ∈  .ܫ 
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Proof:. The proof is easy: The Mean-Value Theorem says that for any ݔ,  ݕ ∈  ,ܫ 
݂ ሺݕሻ െ  ݂ ሺݔሻ  ൌ  ݂′ሺݔ  ൅  ܽሺݕ െ ݕሻሻሺݔ  െ  ሻݔ 

for some 0 < a < 1. If we know that ݂′ is always zero then we know that 
                   ݂ ′ሺݔ  ൅  ܽሺݕ െ ሻሻݔ   ൌ  0, 
so the above equation yields ݂ ሺݕሻ  ൌ  ݂ ሺݔሻ. Since this is true for any ݔ,  ݕ ∈  must ݂ ,ܫ 
be constant. 
There is a complex version of the Mean-Value Theorem, but we defer its statement to 
another course. Instead, we will use a different argument to prove that complex 
functions with derivative that are always 0 must be constant. 
 
Lemma 3 required two key features of the function f, both of which are somewhat 
obviously necessary. The first is that ݂ be differentiable everywhere in its domain. In 
fact, if f is not differentiable everywhere, we can construct functions which have zero 
derivative ‘almost’ everywhere but which have infinitely many values in their range. 
The second key feature is that the interval I is connected. It is certainly important for the 
domain to be connected in both the real and complex cases. For instance, if we define 

݂ ሺݖሻ  ൌ ൜
ݖ ܴ݁  ݂݅    1 ൐ 0
െ1    ݂݅  ܴ݁ ݖ ൏ 0

 

then ݂ ′ሺݖሻ  ൌ  0 for all z in the domain of ݂ but ݂ is not constant. This may seem like a 
silly example, but it illustrates a pitfall to proving a function is constant that we must be 
careful of. 
Recall that a region of C is an open connected subset. 
 
Theorem If the domain of ݂ is a region ܩ ሻݖand ݂′ሺ ࡯   ൌ  0 for all ݖ in G then ݂ is a 
constant. 
 
Proof.  We will show that ݂ is constant along horizontal segments and along vertical 
segments in G. Then, if ݔ and ݕ are two points in ܩ which can be connected by 
horizontal and vertical segments, we have that ݂ ሺݔሻ  ൌ  ݂ ሺݕሻ. But any two points of a 
region may be connected by finitely many such segments by Theorem 1.16, so ݂ has the 
same value at any two points of ܩ, proving the theorem. 
To see that ݂ is constant along horizontal segments, suppose that ܪ is a horizontal line 
segment in G. Since H is a horizontal segment, there is some value ݕ଴ ∈  so that the ࡾ 
imaginary part of any ݖ  ∈ ሻݖሺ݉ܫ is ܪ   ൌ  ሻ of theݖሺݑ ଴. Consider the real partݕ 
function. Since ݉ܫሺݖሻ is constant on ܪ, we can consider ݑሺݖሻ to be just a function of ݔ, 
the real part of ݖ  ൌ  ݔ  ൅ ሻݖ଴. By assumption, ݂′ሺݕ݅   ൌ  0, so for ݖ  ∈  ௫ݑwe have ܪ 
ሺݖሻ ൌ ܴ݁൫ ݂ᇱሺݖሻ൯ ൌ 0. Thus, by Lemma 2.13, ݑሺݖሻ is constant on H. We can argue the 
same way to see that the imaginary part ݒሺݖሻ of ݂ ሺݖሻ is constant on H, sinceݒ௫ሺݖሻ ൌ
ሻሻݖሺ ݂ 0ሺ݉ܫ ൌ 0. Since both the real and imaginary parts of ݂ are constant on ܪ, f itself 
is constant on ܪ. 
This same argument works for vertical segments, interchanging the roles of the real and 
imaginary parts, so we’re done. 
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3.4     Complex velocity and acceleration 
A complex number ݖ can be visualized geometrically as a position vector in the complex 
plane. Suppose ݖሺݐ ሻ is considered as a position vector with the running parameter t . 
The terminal point of the position vector traverses a curve C in the complex plane. 
Similar to the differentiation of a vector function, we define the derivative of ݖሺݐ ሻ with 
respect to t to be  
                               

                                            
ௗ௭ 

ௗ௧
 ൌ lim 

∆௧→଴
  
୸ሺ୲ା∆ ୲ሻି ௭ሺ௧ሻ

∆௧
 

Suppose we separate ݖሺݐ ሻ into its real and imaginary parts and write 
ሻݐሺݖ  ൌ ሻݐሺݔ ൅  ሻ can be expressed asݐሺݖ ሻ. Then the derivative ofݐሺݕ݅

                                              
ௗ௭ 

ௗ௧
ൌ

ௗ௫ 

ௗ௧
൅ ݅

ௗ௬ 

ௗ௧
 

The derivative gives the direction of the tangent vector to the curve at t. If the parameter 

t is considered as the time variable, then 
ௗ௭ 

ௗ௧
 represents the velocity with which the 

terminal point moves along the curve. Also, the second-order derivative  
ௗమ௭

ௗ௧మ
 gives the 

acceleration of the motion along the curve. 
 
Example Suppose the motion of a particle is described using the polar coordinates (r, ߠ) 
and its position in the complex plane is represented by 
ሻݐሺݖ                                          ൌ  ሻ݁௜ఏሺ௧ሻݐሺݎ
By differentiating ݖሺݐሻ with respect to the time variable t,   find the velocity and 
acceleration of the particle, separating them into their radial and tangential components. 
 
Solution Starting with   ݖ ൌ  we differentiate ,ݐ are all functions of ߠ ௜ఏ, where z, r and݁ݎ
 and obtain ݐ with respect to the time variable ݖ
ݑ                                        ൌ ሶ ݖ ሶ݁௜ఏݎ ൅ ሶߠ௜ఏ݁ݎ݅  
Here, ݑ is called the complex velocity and the dot over a variable denotes differentiation 
of the variable with respect to ݐ. Also, ݁௜ఏ and ݅݁௜ఏrepresent the unit vector in the radial 
direction and tangential direction, respectively. The radial component of velocity ݑ௥ and 
the tangential component of velocity ݑఏ are then given by ݑ௥ ൌ ఏݑ ሶ andݎ ൌ ሶߠݎ  
The complex velocity may be written as 
ݑ                                                       ൌ ሺݑ௥ ൅ ఏሻ݁ݑ݅

௜ఏ . 
The complex acceleration can be found by differentiating u again with respect to ݐ . We 

obtain ܽ  ൌ  
ௗ௨ 

ௗ௧
 ൌ ൫ݎሷ െ ሶߠݎ ଶ൯݁௜ఏ ൅ ሺ2ݎሶ ሶߠ  ൅  ሷሻ݅݁௜ఏߠݎ

The radial component of acceleration ܽ௥and the tangential component of acceleration ܽఏ 
are then given by 
                            ܽ௥ ൌ ሷݎ െ ሶߠݎ ଶ       and      ܽఏ ൌ ሶݎ2 ሶߠ  ൅ ሷߠݎ  
 
Examples: 
 Properties involving the sum, difference or product of functions of a complex variable 
are the same as for functions of a real variable. In particular, the limit of a product (sum) 
is the product (sum) of the limits. 
The product and quotient rules for differentiation still apply. 
The chain rule still applies. 
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4.0   Conclusion   In this unit, we have studied differentiation of complex functions. 
You are required to study this unit properly before attempting to answer questions under 
the tutor-marked assignment. 

 
5.0    Summary You recall that you learnt about differentiation of complex functions,   
rules for differentiation as well as Constant Functions and Complex velocity and 
acceleration.  You are to study them properly in order to be well equipped for the next 
course in mathematical methods 
 

6.0 Tutor Marked Assignment  
Where are the following functions differentiable? Where are they holomorphic? 
Determine their derivatives at points where they are differentiable. 

          (aሻ ݂ ሺݖሻ  ൌ  ݁ି௫݁ି௜௬. 
            (b) ݂ ሺݖሻ  ൌ  ݔ2  ൅  .ଶݕݔ݅ 
           (c) ݂ ሺݖሻ  ൌ   ଶݔ  ൅  .ଶݕ݅ 
           (d) ݂ ሺݖሻ  ൌ ݁௫݁ି௜௬. 
           (e) ݂ ሺݖሻ ൌ ݕ ݄ݏ݋ܿ ݔ ݏ݋ܿ  െ  .ݕ ݄݊݅ݏ ݔ ݊݅ݏ ݅ 
           (f) ݂ ሺݖሻ  ൌ  .ݖ ݉ܫ 
           (g) ݂ ሺݖሻ ൌ ଶ|ݖ| ൌ ଶݔ ൅  .ଶݕ
           (h) ݂ ሺݖሻ  ൌ  .ݖ ݉ܫ ݖ 

           (i) ݂ ሺݖሻ ൌ
௫௜ାଵ

௬
 

           (j) ݂ ሺݖሻ ൌ  4ሺܴ݁ ݖሻሺݖ ݉ܫሻ െ  ݅ሺ̅ݖሻଶ. 
           (k) ݂ ሺݖሻ ൌ ݕݔ2  െ  ݅ሺݔ ൅  .ሻଶݕ
           (l) ݂ ሺݖሻ ൌ   ଶݖ െ  .ଶ̅ݖ
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1.0 Introduction 
Analytic functions 
In mathematics, an analytic function is a function that is locally given by a 
convergent power series. Analytic functions can be thought of as a bridge between 
polynomials and general functions. There exist both real analytic functions and 
complex analytic functions, categories that are similar in some ways, but 
different in others. Functions of each type are infinitely differentiable, but 
complex analytic functions exhibit properties that do not hold generally for real 
analytic functions. A function is analytic if and only if it is equal to its Taylor 
series about x0 converges to the function in some neighborhood for every x0 in its 
domain. 

2.0 Objectives 
At the end of this unit, you should be able to: 
 Define Analytic functions 
 State the properties of analytic functions 

3.0   Main content 

3.1    Definitions & Examples of Analytic functions                                                                          

Definition: 

A function ƒ is real analytic on an open set D in the real line if for any x0 in D one can 
write 
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݂ሺݔሻ ൌ ෍ܽ௡ሺݔ െ ଴ሻݔ
௡

ஶ

௡ୀ଴

 

ൌ ܽ଴ ൅ ܽଵሺݔ െ ଴ሻݔ ൅ ܽଶሺݔ െ ଴ሻݔ
ଶ ൅ ܽଷሺݔ െ ଴ሻݔ

ଷ ൅ ⋯. 

in which the coefficients ܽ଴ܽଵ … . ., are real numbers and the series is convergent to ƒ(x) 
for x in a neighborhood of ݔ଴. Alternatively, an analytic function is an infinitely 
differentiable function such that the Taylor series at any point ݔ଴ in its domain 

ܶሺݔሻ ൌ ෍
݂ሺ௡ሻሺݔ଴ሻ

݊!
ሺݔ െ ଴ሻݔ

௡

ஶ

௡ୀ଴

 

converges to ƒ(x) for x in a neighborhood of ݔ଴. The set of all real analytic functions on 
a given set D is often denoted by Cω(D).                                                                                                

A function ƒ defined on some subset of the real line is said to be real analytic at a point x 
if there is a neighborhood D of x on which ƒ is real analytic.                  
The definition of a complex analytic function is obtained by replacing, in the definitions 
above, "real" with "complex" and "real line" with "complex plane." 

Examples 

Most special functions are analytic (at least in some range of the complex plane). 
Typical examples of analytic functions are: 

 Any polynomial (real or complex) is an analytic function. This is because if a 
polynomial has degree n, any terms of degree larger than n in its Taylor series 
expansion will vanish, and so this series will be trivially convergent. Furthermore, 
every polynomial is its own Maclaurin series.   

 The exponential function is analytic. Any Taylor series for this function 
converges not only for x close enough to ݔ଴ (as in the definition) but for all values 
of x (real or complex). 

 The trigonometric functions, logarithm, and the power functions are analytic on 
any open set of their domain.  

Typical examples of non analytic functions are: 

 The absolute value function when defined on the set of real numbers or complex 
numbers is not everywhere analytic because it is not differentiable at 0. Piecewise 
defined functions (functions given by different formulas in different regions) are 
typically not analytic where the pieces meet. 
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a point r in the domain of D, then ƒ is identically zero on the connected component of D 
containing r. 

Also, if all the derivatives of an analytic function at a point are zero, the function is 
constant on the corresponding connected component. 

These statements imply that while analytic functions do have more degrees of freedom 
than polynomials, they are still quite rigid. 

3.3     Analyticity and differentiability                                                                                              

As noted above, any analytic function (real or complex) is infinitely differentiable (also 
known as smooth or C∞). (Note that this differentiability is in the sense of real variables; 
compare complex derivatives below.) There exist smooth real functions that are not 
analytic: see non-analytic smooth function. In fact there are many such functions. 

The situation is quite different when one considers complex analytic functions and 
complex derivatives. It can be proved that any complex function differentiable (in the 
complex sense) in an open set is analytic. Consequently, in complex analysis, the term 
analytic function is synonymous with holomorphic function(See the last unit). 

3.4   Real versus complex analytic functions                                                                                    

Real and complex analytic functions have important differences (one could notice that 
even from their different relationship with differentiability). Analyticity of complex 
functions is a more restrictive property, as it has more restrictive necessary conditions 
and complex analytic functions have more structure than their real-line counterparts.  

According to Liouville's theorem, any bounded complex analytic function defined on the 
whole complex plane is constant. The corresponding statement for real analytic 
functions, with the complex plane replaced by the real line, is clearly false; this is 
illustrated by  

                                          ݂ሺݔሻ ൌ
ଵ

௫మାଵ
 

Also, if a complex analytic function is defined in an open ball around a point x0, its 
power series expansion at x0 is convergent in the whole ball (analyticity of holomorphic 
functions). This statement for real analytic functions (with open ball meaning an open 
interval of the real line rather than an open disk of the complex plane) is not true in 
general; the function of the example above gives an example for x0 = 0 and a ball of 
radius exceeding 1, since the power series 

                                  1 − x2 + x4 − x6... diverges for |x| > 1. 

Any real analytic function on some open set on the real line can be extended to a 
complex analytic function on some open set of the complex plane. However, not every 
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real analytic function defined on the whole real line can be extended to a complex 
function defined on the whole complex plane. The function ƒ(x) defined in the paragraph 
above is a counterexample, as it is not defined for ݔ ൌ േ ݅. This explains why the Taylor 
series of ƒ(x) diverges for |x| > 1, i.e., the radius of convergence is 1 because the 
complexified function has a pole at distance 1 from the evaluation point 0 and no further 
poles within the open disc of radius 1 around the evaluation point. 

4.0   Conclusion   In this unit, we have studied differentiation of complex functions. 
You are required to study this unit properly before attempting to answer questions under 
the tutor-marked assignment. 

 
 

5.0    Summary 
In the unit, you have studied the following  

 Analytic functions 
 the properties of analytic functions 
 typical examples of analytic and non analytic functions 
 important differences between real and complex analytic functions  
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Unit 2        Analytic functions 2 

Content  

1.0        Introduction 

2.0        Objectives 

3.0        Main content  

       3.1   Branch Points and Branch Cuts 

       3.2   Cauchy-Riemann Equations 

       3.3    Harmonic functions   

4.0   Conclusion  

5.0   Summary  

  

1.0 Introduction 

A function of a complex variable  ߱ ൌ ݂ሺݖሻ can be viewed as a mapping of points in the 
z-plane to points in the ߱-plane. If to each value of the independent variable z there is 
one and only one image point   ߱, then the mapping is said to be single valued. In 
contrast, let us examine a multiple-valued function. Consider a small circular path about 
a point   ݖ଴. This circular path can be represented by the equation ݖ ൌ ଴ݖ ൅  ௜ఏ where r݁ݎ
> 0 is some small constant value and ߠ varies in a counter clockwise direction about the 
point   ݖ଴. If we have a function ߱ ൌ ݂ሺݖሻ  such that ߱ ൌ ݂ሺݖ଴ ൅  ௜ఏሻ takes on݁ݎ
different values as ߠ increases by 2ߨ, then the point ݖ଴ is called a branch point of the 
function and the different values of ߱ are called branches of the function. 
By definition, a multiple-valued function occurs if to each value of z there is more than 
one value for the dependent variable   ߱. The several values of ߱ are said to be branches 
of the complex valued function. If it is possible to solve an equation of the form   
,ݖሺܨ  ߱ሻ ൌ 0, connecting the complex variables 
ݖ                           ൌ ݔ ൅ ߱   and   ݕ݅ ൌ ݑ ൅  ,ݒ݅
 to obtain single-valued functions 
                   ߱ଵ ൌ ଵ݂ሺݖሻ,  ߱ଶ ൌ ଶ݂ሺݖሻ ,  ߱ଷ ൌ ଷ݂ሺݖሻ, ......   
then these functions are called branches of the function ߱. A point ݖ଴ satisfying the 
property that there is no neighbourhood |ݖ െ |଴ݖ ൏ ߱ in which the function  ߝ ൌ ݂ሺݖሻ is 
single-valued, then the point ݖ଴ is called a branch point of  ݂ሺݖሻ.  
 

2.0        Objectives 

          At the end of the unit, you should be able to  

 Define Branch Points and Branch Cuts 



77 
 

 Identify Cauchy-Riemann Equations  
 State the necessary and sufficient conditions for the existence of the derivative of 

a complex function ݂ሺݖሻ ൌ ݑ ൅  ݒ݅
 Identify  and define Harmonic functions   

 

3.0        Main content  

   3.1     Branch Points and Branch Cuts 

          A branch point is said to be of order n – 1 whenever a function ߱ ൌ ݂ሺݖሻ is an n-
valued function in the neighbourhood   |ݖ െ |଴ݖ ൏  A line which connects two and  .ߝ
only two branch points is called a branch cut or branch line.  

Roughly speaking, branch points are the points where the various sheets of a multiple 
valued function come together. The branches of the function are the various sheets of the 
function. For example, the function w = z1/2 has two branches: one where the square root 
comes in with a plus sign, and the other with a minus sign. A branch cut is a curve in 
the complex plane such that it is possible to define a single analytic branch of a multi-
valued function on the plane minus that curve. Branch cuts are usually, but not always, 
taken between pairs of branch points. 

Branch cuts allow one to work with a collection of single-valued functions, "glued" 
together along the branch cut instead of a multivalued function. For example, to make 
the function ݂ሺݖሻ ൌ 1√ݖ√ െ  single-valued, one makes a branch cut along the interval  ݖ
[0, 1] on the real axis, connecting the two branch points of the function. The same idea 
can be applied to the function √z; but in that case one has to perceive that the point at 
infinity is the appropriate 'other' branch point to connect to from 0, for example along the 
whole negative real axis. 

The branch cut device may appear arbitrary (and it is); but it is very useful, for example 
in the theory of special functions. An invariant explanation of the branch phenomenon is 
developed in Riemann surface theory (of which it is historically the origin), and more 
generally in the ramification and monodromy theory of algebraic functions and 
differential equations. 

A branch cut is a curve (with ends possibly open, closed, or half-open) in the complex 
plane across which an analytic multivalued function is discontinuous. For convenience, 
branch cuts are often taken as lines or line segments. Branch cuts (even those consisting 
of curves) are also known as cut lines (Arfken 1985, p. 397), slits (Kahan 1987), or 
branch lines.  

For example, consider the function which maps each complex number to a well-
defined number . Its inverse function , on the other hand, maps, for example, the 
value ݖ ൌ 1 to √1 ൌ േ1. While a unique principal value can be chosen for such 
functions (in this case, the principal square root is the positive one), the choices cannot 
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be made continuous over the whole complex plane. Instead, lines of discontinuity must 
occur. The most common approach for dealing with these discontinuities is the adoption 
of so-called branch cuts. In general, branch cuts are not unique, but are instead chosen 
by convention to give simple analytic properties (Kahan 1987). Some functions have a 
relatively simple branch cut structure, while branch cuts for other functions are 
extremely complicated.  

An alternative to branch cuts for representing multi-valued functions is the use of 
Riemann surfaces.  

In addition to branch cuts, singularities known as branch points also exist. It should be 
noted, however, that the endpoints of branch cuts are not necessarily branch points.  

Branch cuts do not arise for the single-valued trigonometric, hyperbolic, integer power, 
and exponential functions. However, their multi-valued inverses do require branch cuts. 
The plots and table below summarize the branch cut structure of inverse trigonometric, 
inverse hyperbolic, non-integer power, and logarithmic functions adopted in 
Mathematica.  

Function name Function      Branch cut(s) 

inverse cosecant 

        

inverse cosine 

 

    and  

inverse cotangent 

        

inverse hyperbolic 
cosecant 

       

inverse hyperbolic 
cosine 

       

inverse hyperbolic 
cotangent 

         

inverse hyperbolic 
secant 

 

     and  

inverse hyperbolic 
sine 

 

     and  

inverse hyperbolic 
tangent 

 

     and  

inverse secant 
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3.1.1Branch point at infinity 
Consider the two-valued function 

                    ߱ଵ ൌ ݂ሺݖሻ ൌ
ଵ

ඥሺ௭ି௭భሻሺ௭ି௭మሻ…...ሺ௭ି௭೙ሻ
                  …………………. (1) 

which has singularities at the points ݖଵ, ,ଶݖ … . ,  denote a ݖ plane. Let-ݖ ௡in the finiteݖ
variable point in the ݖ -plane and construct straight lines from the point ݖ to each of the 
points ݖଵ, ,ଶݖ … . , ,ଵݎ  ௡ and denote the length of these lines byݖ ,ଶݎ … . ,  ௡. These straightݎ
lines make angles ߠଵ, ,ଶߠ …  ௡   respectively with a horizontal line through each of theߠ
points  ݖଵ, ,ଶݖ … . ,   .௡ݖ
The figure 4-1 (a) illustrates these constructions for the points ݖ௞ and ݖ௠. The variable 
point z can then be represented in terms of moduli ݎଵ, ,ଶݎ … . ,  ௡and argumentsݎ
,ଵߠ ,ଶߠ …  ௡ by writingߠ
ݖ          ൌ ଵݖ ൅ ଵ݁ݎ

௜ఏభ, ݖ ൌ ଶݖ ൅ ଶ݁ݎ
௜ఏమ, ......, ݖ ൌ ௡ݖ ൅ ௡݁ݎ

௜ఏ೙     ……………(2) 
 and the equation (4.1) can then be expressed as 

                 ߱ଵ ൌ
ଵ

ට௥భ,௥మ,….,௥೙ ௘
೔ሺഇభశഇమశ,…శഇ೙

                           ……………………(3) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
After moving the point z in a small circle about the point ݖ௠, m fixed, the values 
,௜ݎ ݅ ൌ 1,2, …݊ return to their original values, the angle ߠ௠increases to the value 
௠ߠ ൅ ݅,ߠ and the other values of ߨ2 ് ݉   return to their original values. The equation 
(4.1) becomes   ߱ଶ ൌ ߱ଵ݁

ି௜గ ൌ െ߱ଵ. 
Observe, that if we move the point z in a small circle about any one of the points   
,ଵݖ ,ଶݖ … . , ௡,the same thing happens. We observe that ߱ଵchanges to   ߱ଶݖ ൌ െ߱ଵ.  

inverse sine 

 

      and  

inverse tangent 

 

       and  

natural logarithm 

         

power 

 

  for ; for  

square root 
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In order to examine the behaviour of the function ߱ଵ at the”point”  ݖ ൌ ∞ we make the 

substitution  ݖ ൌ
ଵ

௭ᇱ
  and examine the behaviour of ߱ଵfor z’ near the origin 0’ of the z’′′-

plane. 

To make the algebra tractable, replace ݖଵ, ,ଶݖ … . ,   ௡ byݖ
ଵ

௭భ
/ᇱ
,

ଵ

௭మ
/ᇲ
ᇲ , … . ,

ଵ

௭೙
/
 

  
and write 

        ߱ଵ ൌ
ଵ

ටቀ
భ

೥ᇲ
ି

భ

೥భᇲ
ቁቀ

భ

೥ᇲ
ି

భ

೥మᇲ
ቁ……ቀ

భ

೥ᇲ
ି

భ

೥೙ᇲ
ቁ.
ൌ

ඥ௭భ
ᇲ௭మ

ᇲ…..…௭೙
ᇲ ሺ௭ᇱሻ೙ మ⁄

ඥሺ௭భ
ᇲି௭ᇱሻሺ௭మ

ᇲି௭ᇱሻ……….ሺ௭೙
ᇲି௭ᇱሻ.

               

 
For z’ near the origin 0’ let ݖ′ ൌ  ௜ఏ  and show that as r tends toward zero one obtains݁ݎ

߱ଵ ൌ ൫݁ݎ௜ఏ൯
௡ ଶ⁄

. Also as ݖ′ moves about the origin 0’ the angle  ߠ′ changes to ߠ ൅  ߨ2
and ߱ଵchanges to ߱ଶ ൌ ߱ଵ݁

௜௡గ. Therefore, if n is even, ߱ଵ keeps its same value and if n 
is odd, then                                                                                                                                             
߱ଵ becomes  ߱ଶ ൌ െ߱ଵ. This shows that functions of the form  

                      ߱ ൌ
ଵ

ඥሺ௭ି௭భሻሺ௭ି௭మሻ
                            

                      ߱ ൌ
ଵ

ටሺ௭ି௭భሻ൫௭ି௭మሻሺ௭ି௭యሻሺ௭ି௭రሻ൯

 

                       ⋮ 
                       ⋮ 

                      ߱ ൌ
ଵ

ටሺ௭ି௭భሻ൫௭ି௭మሻሺ௭ି௭యሻ….ሺ௭ି௭మ೘ሻ൯

 

have respectively 2, 4, . . ., 2m branch points but no branch point at infinity. In contrast, 
functions having the forms     

                       ߱ ൌ
ଵ

ටሺ௭ି௭భሻ൫௭ି௭మሺ௭ି௭యሻ൯

  

                      ߱ ൌ
ଵ

ටሺ௭ି௭భሻ൫௭ି௭మሻሺ௭ି௭యሻሺ௭ି௭రሻሺ௭ି௭ఱሻ൯

 

                       ⋮ 
                       ⋮ 
                      ߱ ൌ

ଵ

ටሺ௭ି௭భሻ൫௭ି௭మሻሺ௭ି௭యሻ….ሺ௭ି௭మ೘ሻሺ௭ି௭మ೘శభሻ൯

 

 have respectively, 3, 5, . . ., 2m + 1 branch points with each function having a branch 
point at infinity. In the case of an even number of branch points, the branch points are 
connected in groups of any two pairs, where the connecting cuts do not cross one 
another. In the case of an odd number of branch points the cuts are made in groups of 
any two pairs, where connecting cuts do not cross one another. The remaining point is 
joined to infinity by a cut line which does not cross the other cut lines. 
 
 
 
3.1.2    Riemann surface for n-valued functions 
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To avoid the problem that the same value of z corresponds to two or more values of ߱ 
the z-plane is split into n parallel z-planes called sheets of a Riemann surface, where n 
corresponds to the multiplicity of the function. These n-sheets are separated by an 
infinitesimal distance and connected along a branch cut or along each of the branch cuts 
if more than one branch cut exists. In this way as z moves around the first sheet the 
image of ߱ is that of the first branch ߱ଵ ൌ ଵ݂ሺݖሻ. As z moves around the second sheet, 
the image of ߱ is that of the second branch ߱ଶ ൌ ଶ݂ሺݖሻ. In general, the value of z on the 
ith-sheet, for i = 1, 2, . . .,n , produces a single-valued function ߱௜ ൌ ௜݂ሺݖሻ.. As z moves 
around a sheet and crosses a branch cut or branch line, then there occurs a change in the 
branch of the function. All the sheets are connected along the branch line(s) or branch 
cut(s) and is to be regarded as a continuous surface called the Riemann surface. The 
following are some examples to illustrate the above concepts. 
 
Example  
Consider the function ߱ଶ ൌ -This function has a branch point at z = 0 and is two.ݖ
valued. 
It has the two branches ߱ଵ ൌ ଵ݂ሺݖሻ.  = +√ݖ  and ߱ଶ ൌ ଶ݂ሺݖሻ ൌ െ√ݖ.   
 Let ݖ ൌ ݇ ௜ሺఏାଶ௞గሻ where݁ݎ ൌ 0,1 and write  
                           ߱ଶ ൌ in the form ߱ଶ  ݖ ൌ ݖ ൌ   ௜ሺఏାଶ௞గሻ݁ݎ
 and then solve for ߱ to obtain the functions   
                                ߱ ൌ ଵݖ ଶ⁄ ൌ ଵݎ ଶ⁄ ݁௜ሺఏାଶ௞గሻ/ଶ  ,    k = 0, 1 
We obtain 
  for k = 0 the first branch of the function ߱ଵ ൌ ଵ݂ሺݖሻ.  = +√ݖ ൌ ൅√ݎ ݁௜ఏ/ଶ  

  for k = 1 the second branch of the function ߱ଶ ൌ ଶ݂ሺݖሻ.  = -√ݖ ൌ ൅√ݎ ݁௜ሺ
ഇ

మ
ାగሻ 

Note that when k = 3, 5, 7 . . . we are back on the first branch and when k = 4, 6, 8, ... 
We are back on the second branch. We desire to define a domain where these branches 
of the function are single-valued and analytic at each point of the domain. The derivative 
of the function 

           ߱ଵ ൌ ଵ݂ሺݖሻ ൌ ଵݎ ଶ⁄ cos
ఏ

ଶ
൅ ଵݎ݅ ଶ⁄ sin

ఏ

ଶ
ൌ ,ݎሺݑ ሻߠ ൅ ,ݎሺݒ݅      .ሻߠ

 can be obtained from the derivatives
డ௨

డ௥
, 
డ௨

డఏ
, 
డ௩

డ௥
, 
డ௩

డఏ
  and the formula of equations (1.78) 

and (1.79). One can verify the partial derivatives     

                          
డ௨

డ௥
ൌ

ଵ

ଶ
ଵିݎ ଶ⁄ cos

ఏ

ଶ
                 

డ௩

డ௥
ൌ

ଵ

ଶ
ଵିݎ ଶ⁄ sin

ఏ

ଶ
 

                          
డ௨

డఏ
ൌ െ

ଵ

ଶ
ଵ/ଶݎ sin

ఏ

ଶ
                

డ௨

డఏ
ൌ

ଵ

ଶ
ଵ/ଶݎ sin

ఏ

ଶ
 

 
and the derivative 

                 . 
ௗఠభ

ௗ௭
ൌ ݂ᇱ

ଵ
ሺݖሻ ൌ

ௗ

ௗ௭
ݖ√ ൌ

ଵ

ଶ
ଵିݖ ଶ⁄ ൌ

ଵ

ଶ
ଵିݎ ଶ⁄ ݁ି௜ఏ/ଶ  

In a similar manner one can verify the derivative 
݀߱ଶ

ݖ݀
ൌ ݂ᇱ

ଶ
ሺݖሻ ൌ

݀

ݖ݀
൫െ√ݖ൯ ൌ

1

2
ଵିݖ ଶ⁄ ൌ

1

2
ଵିݎ ଶ⁄ ݁ି௜ሺగି

ఏ
ଶ
ሻ 

The functions   ߱ଵ and   ߱ଶ fail to be analytic at the points ݖ ൌ 0 and  ݖ ൌ ∞ . The 
points ݖ ൌ 0 and ݖ ൌ ∞  are singular points associated with the function   ߱ ൌ ଵݖ ଶ⁄ . Let 
us examine the behaviour of the function ߱ଵ as we move around the singular point ݖ ൌ
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0. If we hold r constant and let ߠ vary from ߠ to ߠ ൅ we find ߱ଵ ߨ2 ൌ ଵݎ ଶ⁄ ݁௜ఏ ଶ⁄  
changes to ݎଵ ଶ⁄ ݁௜ሺఏାଶగሻ ଶ⁄  
and similarly if we investigate the behaviour of the function !2 as we move around the 
singular point z = 0, holding r constant, and letting ߠ change to ߠ ൅  we find that ߨ2
߱ଶ ൌ െݎଵ ଶ⁄ ݁௜ఏ ଶ⁄  changes to െݎଵ ଶ⁄ ݁௜ሺఏାଶగሻ ଶ⁄ ൌ െ݁௜గ ݎଵ ଶ⁄ ݁௜ఏ ଶ⁄  ൌ ߱ଵ 
This shows that as ߠ  increases by 2ߨ the functions ߱ଵ and ߱ଶchange into each other. If 
we construct a branch cut from 0 to 1 along the negative x-axis and require that z not be 
allowed to cross the branch cut, then the functions ߱ଵand ߱ଶwill become single-valued 
and analytic when defined by the equations 
                              ߱ଵ ൌ ଵ݂ሺݖሻ ൌ ߨ௜ఏ/ଶ ,           r > 0,   െ݁ ݎ√ ൏ ߠ ൑  ߨ
                              ߱ଶ ൌ ଶ݂ሺݖሻ ൌ ߨ௜ሺఏାଶగሻ/ଶ ,   r > 0,   െ݁ ݎ√ ൏ ߠ ൑  ߨ
Note that at each point on the branch line or branch cut there occurs a discontinuity in 
the functions ߱ଵ and  ߱ଶ. The branch cut is a way of preventing these discontinuities to 
occur and hence keep the square root function single-valued.  
 
3.1.3   Transcendental and logarithmic branch points                                                              
Suppose that g is a global analytic function defined on a punctured disc around z0. Then 
g has a transcendental branch point if z0 is an essential singularity of g such that 
analytic continuation of a function element once around some simple closed curve 
surrounding the point z0 produces a different function element. An example of a 
transcendental branch point is the origin for the multi‐valued function 

                                        ݃ሺݖሻ ൌ exp ሺିݖ
భ

ೖሻ    

 for some integer k > 1. Here the monodromy around the origin is finite. 

By contrast, the point z0 is called a logarithmic branch point if it is impossible to return 
to the original function element by analytic continuation along a curve with nonzero 
winding number about z0. This is so called because the typical example of this 
phenomenon is the branch point of the complex logarithm at the origin. Going once 
counterclockwise around a simple closed curve encircling the origin, the complex 
logarithm is incremented by 2πi. Encircling a loop with winding number w, the 
logarithm is incremented by 2πi w. There is no corresponding notion of ramification for 
transcendental and logarithmic branch points since the associated covering Riemann 
surface cannot be analytically continued to a cover of the branch point itself. Such 
covers are therefore always unramified. 

In complex analysis, an essential singularity of a function is a "severe" singularity near 
which the function exhibits extreme behavior.  

In complex analysis, a branch of mathematics, analytic continuation is a technique to 
extend the domain of a given analytic function. Analytic continuation often succeeds in 
defining further values of a function, for example in a new region where an infinite 
series representation in terms of which it is initially defined becomes divergent. 
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Examples of Branch points 

 0 is a branch point of the square root function. Suppose w = z1/2, and z starts at 4 
and moves along a circle of radius 4 in the complex plane centred at 0. The 
dependent variable w changes while depending on z in a continuous manner. 
When z has made one full circle, going from 4 back to 4 again, w will have made 
one half-circle, going from the positive square root of 4, i.e., from 2, to the 
negative square root of 4, i.e., −2. 

 0 is also a branch point of the natural logarithm. Since e0 is the same as e2πi, both 
0 and 2πi are among the multiple values of Log (1). As z moves along a circle of 
radius 1 centred at 0, w = Log (z) goes from 0 to 2πi. 

 In trigonometry, since tan(π/4) and tan (5π/4) are both equal to 1, the two 
numbers π/4 and 5π/4 are among the multiple values of arc tan(1). The imaginary 
units i and −i are branch points of the arctangent function (arc tan (z) = 
(1/2i)log(i − z)/(i + z)). This may be seen by observing that the derivative (d/dz) 
arc tan (z) = 1/ (1 + z2) has simple poles at those two points, since the 
denominator is zero at those points. 

 If the derivative ƒ ' of a function ƒ has a simple pole at a point a, then ƒ has a 
logarithmic branch point at a. The converse is not true, since the function ƒ(z) = 
zα for irrational α has a logarithmic branch point, and its derivative is singular 
without being a pole. 

3, 2   Cauchy-Riemann Equations 
This section discusses the necessary and sufficient conditions for the existence of the 
derivative of a complex function ݂ሺݖሻ ൌ ݑ ൅  ሻ is toݖIf the complex derivative ݂ᇱሺ ݒ݅
exist, then we should be able to compute it by approaching z along either horizontal or 
vertical lines (i.e. direction parallel to the y-axis or direction parallel to the x-axis. Thus 
we must have  

                       ݂ᇱሺݖሻ ൌ lim 
௧→଴

  
୤ሺ୸ା୲ሻି ୤ሺ௭ሻ

௧
ൌ  lim 

௧→଴
  
୤ሺ୸ା୧୲ሻ ି ௙ሺ௭ሻ

௜௧
 

where t is a real number. In terms of u and v, 

                           lim 
௧→଴

  
୤ሺ୸ା୲ሻି ୤ሺ௭ሻ

௧
ൌ lim 

௧→଴
  
୳ሺ୶ା୲,୷ሻା୧୴ሺ୶ା୲,୷ሻି୳ሺ୶,୷ሻି୴ሺ୶,୷ሻ

௧
 

                                                    ൌ lim 
௧→଴

  
୳ሺ୶ା୲ ,୷ሻି௨ሺ௫,௬ሻ

௧
൅ ݅ lim 

௧→଴
  
୴ሺ୶ା୲ ,୷ሻି௩ሺ௫,௬ሻ

௧
  

                                                    ൌ
డ௨

డ௫
൅ ݅ 

డ௩

డ௫
 

Taking the derivative along a vertical line gives 

                   lim 
௧→଴

  
୤ሺ୸ା୧୲ሻ ି ௙ሺ௭ሻ

௜௧
 ൌ െ݅ lim 

௧→଴
  
୳ሺ୶,୷ା୲ሻା୧୴ሺ୶,୷ା୲ሻି୳ሺ୶,୷ሻି୴ሺ୶,୷ሻ

௧
 

                                               ൌ െ݅ lim 
௧→଴

  
୳ሺ୶,୷ା୲ሻି௨ሺ௫,௬ሻ

௧
൅ ݅ lim 

௧→଴
  
୴ሺ୶,୷ା୲ሻି௩ሺ௫,௬ሻ

௧
  

                                               ൌ െ݅
డ௨

డ௬
൅ 

డ௩

డ௬
 

Equating real and imaginary parts, we see that If a function ݂ሺݖሻ  ൌ ݑ  ൅  is complex ݒ݅
differentiable, then its real and imaginary parts satisfy the Cauchy-Riemann equations: 
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డ௨

డ௫
ൌ  

డ௩

డ௬
;      

డ௩

డ௫
ൌ െ

డ௨

డ௬
  

Moreover, the complex derivative ݂ᇱሺݖሻ is then given by   

                        ݂ᇱሺݖሻ ൌ
డ௨

డ௫
൅ ݅ 

డ௩

డ௫
ൌ

డ௩

డ௬
െ ݅ 

డ௨

డ௬
 

If ݂ ሺݖሻ  ൌ ,ݔሺݑ  ሻݕ  ൅ ,ݔሺ ݒ݅   ݖ ሻ is defined in a neighborhood ofݕ ൌ  ݔ  ൅  and if f is ,ݕ݅ 
differentiable at z, then 
,ݔ௫ሺݑ                  ሻݕ  ൌ ,ݔ௬ ሺݒ   ௫ (x, y).                      (1)ݒ ௬ (x, y) = െݑ        ሻ,       andݕ
These are called the Cauchy-Riemann equations. 
Conversely, if the partial derivatives of u and v exist in a neighborhood of                  
ݖ ൌ  ݔ  ൅  ,if they are continuous at z and satisfy the Cauchy-Riemann equations at z , ݕ ݅ 
then 
              ݂ ሺݖሻ  ൌ ,ݔሺݑ  ሻݕ  ൅ ,ݔሺ ݒ݅   .ሻ is differentiable at zݕ
The Cauchy-Riemann equations therefore give a criterion for analyticity. Indeed, if a 
function is analytic at z, it must satisfy the Cauchy-Riemann equations in a 
neighborhood of z. In particular, if f does not satisfy the Cauchy-Riemann equations, 
then f cannot be analytic. 
Conversely, if the partial derivatives of u and v exist, are continuous, and satisfy the 
Cauchy-Riemann equations in a neighborhood of ݖ  ൌ  ݔ  ൅ ሻݖthen ݂ ሺ ,ݕ݅   ൌ
,ݔሺݑ  ሻݕ  ൅ ,ݔሺ ݒ ݅   .ݖ ሻ is analytic atݕ
Examples: 
 
 3.2.1     Cauchy–Riemann relations in polar coordinates. 
Consider the polar coordinates 
ଶݖ                  ൌ ሺݔଶ െ  ߠ ଶሻ andݕ ൌ tanିଵ

௬

௫
 

Differentiating r and ߠ with respect to both x and y, we obtain 

                
డ௥

డ௫
ൌ  

௫

௥
ൌ cos    and  ߠ

డ௥

డ௬
ൌ  

௬

௥
ൌ sin   ߠ

and 

                
డఏ

డ௫
ൌ  െ

௬

௫మି௬మ
ൌ െ

ଵ

௥
sin    , ߠ

డఏ

డ௬
ൌ  

௫

௫మା௬మ
ൌ

ଵ

௥
cos  ߠ

 Using the chain rule, the first-order partial derivatives of u are given by 

                     
డ௨

డ௫
ൌ

డ௨

డ௥

డ௥

డ௫
൅

డ௨

డఏ
 
డఏ

డ௫
ൌ

డ௨

డ௥
cos ߠ െ

ଵ

௥
 
డ௨

డఏ
sin  (i)                        ,ߠ

                     
డ௨

డ௬
ൌ

డ௨

డ௥

డ௥

డ௬
൅

డ௨

డఏ
 
డఏ

డ௬
ൌ

డ௨

డ௥
sin ߠ ൅

ଵ

௥
 
డ௨

డఏ
cos  (ii)                         ߠ

Similarly, the first-order partial derivatives of v are given by 

                               
డ௨

డ௫
ൌ

డ௨

డ௥
cos ߠ െ

ଵ

௥
 
డ௨

డఏ
sin  (iii)                                      ߠ

                               
డ௨

డ௬
ൌ

డ௨

డ௥
sin ߠ ൅

ଵ

௥
 
డ௨

డఏ
cos  (iv)                                           ߠ

 
Using one of the Cauchy–Riemann relations, we combine equations. (i) and (iv) to give 

                
డ௨

డ௫
െ

డ௨

డ௬
ൌ ቀ

డ௨

డ௥
െ

ଵ

௥
 
డ௨

డఏ
ቁ cos ߠ െ ቀ

డ௨

డ௥
൅

ଵ

௥
 
డ௨

డఏ
ቁ sin ߠ ൌ 0                  (v) 

Similarly, using equations (ii) and (iii) and applying the other Cauchy–Riemann relation, 
we have    

             
డ௨

డ௫
൅

డ௨

డ௬
ൌ ቀ

డ௨

డ௥
െ

ଵ

௥
 
డ௨

డఏ
ቁ sin ߠ ൅ ቀ

డ௨

డ௥
൅

ଵ

௥
 
డ௨

డఏ
ቁ cos ߠ ൌ 0                (vi) 
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In order that equations. (v) and (vi) are satisfied for all ߠ, we must have 

                              
డ௨

డ௥
ൌ

ଵ

௥
 
డ௩

డఏ
       and      

డ௨

డ௥
െ

ଵ

௥
 
డ௨

డఏ
 

These are the Cauchy–Riemann relations expressed in polar coordinates. 
 
Example     Discuss the differentiability of the function 
                         ݂ሺݖሻ ൌ ݂ሺݔ ൅ ሻݕ݅ ൌ ඥ|ݕݔ| at z = 0 
Solution: let ݂ሺݔ ൅ ሻݕ݅ ൌ ,ݔሺݑ ሻݕ ൅ ,ݔሺݒ݅   ሻ so thatݕ
,ݔሺݑ                           ሻݕ ൌ ඥ|ݕݔ| and ݒሺݔ, ሻݕ ൌ 0 
Since ݑሺݔ, 0ሻ and ݑሺ0, ௫ሺ0,0ሻݑ ሻ are identically equal to zero, we haveݕ ൌ ௬ሺ0,0ሻݑ ൌ 0 
Also, since ݒሺݔ, ௫ሺ0,0ሻݒ ሻ is identically zero, it is obvious thatݕ ൌ ௬ሺ0,0ሻݒ ൌ 0 
Hence, the Cauchy–Riemann relations are satisfied at the point (0, 0). 
However, suppose z approaches the origin along the ray  ݔ  ൌ ,ݐߙ   ݕ ൌ ,ݐߚ   ݐ ൐ 0, 
assuming that ߙ and ߚ cannot be zero simultaneously. For z = ߙt + i ߚt, we then have 

                             
௙ሺ௭ሻି௙ሺ଴ሻ

௭ି଴
ൌ

௙ሺ௭ሻ

௭
ൌ

ඥ|ఈఉ| 

ఈା௜ఉ
 

The limit of the above quantity as z → 0 depends on the values of ߙ and   ߚ, so the limit 
is non-unique. Therefore, f (z) is not differentiable at ݖ  ൌ  0, though the Cauchy–
Riemann relations are satisfied at ݖ  ൌ  0. 
Let us check the continuity of ݒ௫ at ሺ0, 0ሻ. Since 

                                   
డ௨

డ௫
ൌ ඥ|ݕ|

ௗ

ௗ௫
ඥ|ݕݔ| 

,௫ fails to be continuous at ሺ0ݑ             0ሻ. By virtue of Theorem 2.4.2, it is not surprising 
that ݂ሺݖሻ ൌ ඥ|ݕݔ| can fail to be differentiable at ݖ  ൌ  0 since the Cauchy– Riemann 
relations are necessary but not sufficient for differentiability. 
 
Example: The function  ݖଶ ൌ ሺݔଶ െ ଶሻݕ ൅  satisfies the Cauchy- Riemann ݅ݕݔ2
equations, since 

 
డ

డ௫
ሺݔଶ െ ଶሻݕ ൌ ݔ2 ൌ

డ

డ௬
ሺ2ݕݔሻ and  

డ

డ௫
ሺ2ݕݔሻ ൌ ݕ2 ൌ െ

డ

డ௬
ሺݔଶ െ  ଶሻݕ

 Likewise ݁௭ ൌ ݁௫ cos ݕ ൅ ݅݁௫ sin  ,satisfies the Cauchy-Riemann equations ݕ

Since 
డ

డ௫
ሺ݁௫ cos ሻݕ ൌ ݁௫ cos ݕ ൌ

డ

డ௬
ሺ݁௫ sin  ሻ andݕ

                     
డ

డ௫
ሺ݁௫ sin ሻݕ ൌ ݁௫ sin ݕ ൌ െ 

డ

డ௬
ሺ݁௫ cos  ሻݕ

Moreover, ݁௭ is in fact complex differentiable, and its complex derivative is 

                                  
ௗ

ௗ௭
݁௭ ൌ

డ

డ௫
ሺ݁௫ cos ሻݕ ൅

డ

డ௫
ሺ݁௫ sin  ሻݕ

                                            ൌ ݁௫ cos ݕ ൅ ݁௫ sin  ݕ
                                             ൌ ݁௭ 

The chain rule then implies that, for a complex number   ߙ, 
ௗ

ௗ௭
݁ఈ௭ ൌ  ఈ௭.One can݁ߙ

define ܿݖ ݏ݋ and ݖ ݊݅ݏ in terms of ݁௜௭ and ݁ି௜௭. 
From the sum rule and the expressions for ܿݖ ݏ݋ and ݖ ݊݅ݏ in terms of ݁௜௭ and ݁ି௜௭, it is 
easy to check that cos z and sin z are analytic and that the usual rules hold : 

                            
ௗ

ௗ௭
ݖ ݏ݋ܿ ൌ െ sin     ;ݖ

ௗ

ௗ௭
sin ݖ ൌ cos  ݖ

  
On the other hand, _z does not satisfy the Cauchy-Riemann equations, since 
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డ

డ௫
ሺݔሻ ൌ 1 ്

డ

డ௬
ሺെݕሻ 

Likewise, ݂ሺݖሻ ൌ ଶݔ ൅  ଶ does not. Note that the Cauchy-Riemann equations are twoݕ݅
equations for the partial derivatives of u and v, and both must be satisfied if the function 
݂ሺݖሻis to have a complex derivative. We have seen that a function with a complex 
derivative satisfies the Cauchy-Riemann equations. In fact, the converse is true:  
 
Theorem: Let ݂ሺݖሻ ൌ ݑ ൅  be a complex function defined in a region (open subset) D ݒ݅
of C, and suppose that u and v have continuous first partial derivatives with respect to x 
and y. If u and v satisfy the Cauchy-Riemann equations, then ݂ሺݖሻ has a complex 
derivative. 
        The proof of this theorem is not difficult, but involves a more careful understanding 
of the meaning of the partial derivatives and linear approximation in two variables. 
          Thus we see that the Cauchy-Riemann equations give a complete criterion for 
deciding if a function has a complex derivative (that is, the Cauchy-Riemann equations 
gives a criterion for analyticity) . There is also a geometric interpretation of the Cauchy-

Riemann equations. Recall that  ∆ݑ ൌ ቀ
డ௨

డ௫
,
డ௨

డ௬
ቁ and that ∆ݒ ൌ ቀ

డ௩

డ௫
,
డ௩

డ௬
ቁ. Then u and v 

satisfy the Cauchy-Riemann equations if and only if  

ݒ∆                              ൌ ቀ
డ௩

డ௫
,
డ௩

డ௬
ቁ ൌ ቀെ

డ௨

డ௬
,
డ௨

డ௫
ቁ  

If this holds, then the level curves:  ݑ ൌ ܿଵ  and ݒ ൌ ܿଶ  are orthogonal where they 
intersect. 
Instead of saying that a function ݂ሺݖሻ has a complex derivative, or equivalently satisfies 
the Cauchy-Riemann equations, we shall call ݂ሺݖሻ analytic or holomorphic. Here are 
some basic properties of analytic functions, which are easy consequences of the Cauchy-
Riemann equations: 
 
Theorem: Let ݂ሺݖሻ ൌ ݑ ൅  .be an analytic function ݒ݅
1. If ݂′ሺݖሻ is identically zero, then ݂ሺݖሻ is a constant. 
2. If either Re ݂ሺݖሻ ൌ ሻݖሺ݂ ݉ܫ or ݑ ൌ  .ሻ  is constantݖis constant, then ݂ሺ ݒ
In particular, a non constant analytic function cannot take only real or only pure 
imaginary values. 
3. If |݂ሺݖሻ|is constant or arg ݂ሺݖሻ is constant, then ݂ሺݖሻ is constant. 
For example, if   ݂′ሺݖሻ ൌ 0, then 

                              0 ൌ ݂ᇱሺ௭ሻ ൌ
డ௨

డ௫
൅ ݅

డ௩

డ௫
 

 Thus, 

                             
డ௨

డ௫
ൌ

డ௩

డ௫
ൌ 0. 

 By the Cauchy-Riemann equations, 
డ௩

డ௬
ൌ

డ௨

డ௬
ൌ 0. as well. Hence ݂ሺݖሻ is a constant. This 

proves (1).  

To see (2), assume for instance that u is constant. Then  
డ௨

డ௫
ൌ

డ௨

డ௬
ൌ 0 , and, as above, the 

Cauchy-Riemann equations then imply that 
డ௩

డ௫
ൌ

డ௩

డ௬
ൌ 0 . Again, ݂ሺݖሻ is                  

constant. 
 Part (3) can be proved along similar but more complicated lines. 
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3.3    Harmonic functions 
Let ݂ሺݖሻ ൌ ݑ ൅  be an analytic function, and assume that u and v have partial ݒ݅
derivatives of order 2 (in fact, this turns out to be automatic). Then, using the Cauchy-
Riemann equations and the equality of mixed partials, we have 

              :
డమ௨

డ௫మ
ൌ

డ

డ௫

డ௨

డ௫
ൌ

డ

డ௫

డ௩

డ௬
ൌ

డ

డ௬

డ௩

డ௫
ൌ െ

డ

డ௬

డ௨

డ௬
ൌ െ

డమ௨

డ௬మ
. 

 In other words, u satisfies:       
డమ௨

డ௫మ
൅

డమ௨

డ௬మ
ൌ 0 

The above equation is a very important second order partial differential equation, and 
solutions of it are called harmonic functions. Thus, the real part of an analytic function is 
harmonic. A similar argument shows that ݒ is also harmonic, i.e. the imaginary part of 
an analytic function is harmonic. Essentially, all harmonic functions arise as the real 
parts of analytic functions. 
 
Theorem: Let D be a simply connected region in C and let ݑሺݔ;  ,ሻ be a real-valuedݕ 
harmonic function in D. Then there exists a real-valued function ݒሺݔ;  ሻ such thatݕ 
݂ሺݖሻ ൌ ݑ ൅  .is an analytic function ݒ݅
We will discuss the meaning of the simply connected condition in the exercises in the 
next handout. The problem is that, if D is not simply connected, then it is possible that u 
can be completed to an analytic “function" ݂ሺݖሻ ൌ ݑ ൅  ,which is not single-valued ݒ݅

even if u is single valued. The basic example is Re log ݖ ൌ
ଵ

ଶ
lnሺݔଶ ൅  ଶሻ A calculationݕ

(left as homework) shows that this function is harmonic. But an analytic function whose 
real part is the same as that of ݈ݖ ݃݋ must agree with log z up to an imaginary constant, 
and so cannot be single-valued. 
        The point to keep in mind is that we can generate lots of harmonic functions, in fact 
essentially all of them, by taking real or imaginary parts of analytic functions. Harmonic 
functions are very important in mathematical physics, and one reason for the importance 
of analytic functions is their connection to harmonic functions. 
 
3.3.1   Harmonic conjugate 
Given two harmonic functions ߮(x, y) and ߰(x, y) and if they satisfy the Cauchy-
Riemann relations throughout a domain D, with  ߮௫ ൌ ߰௫ and   ߮௬ ൌ െ߰௬   
We call ߰ a harmonic conjugate of ߮ in D. 
 
Note that harmonic conjugacy is not a symmetric relation because of the minus sign in 
the second Cauchy-Riemann relation. While ߰ is a harmonic conjugate of ߮, െ߮ is a 
harmonic conjugate of ߰. 
For example, ݁௫sin y is a harmonic conjugate of ݁௫cos y while െ݁௫cos y is a harmonic 
conjugate of ݁௫sin y.   
 
Theorem 
A complex function ݂ሺݖሻ  ൌ ,ݔሺݑ  ሻݕ  ൅ ,ݔሺݒ݅  ,ሻݕ  ݖ ൌ  ݔ  ൅  is analytic in a domain ,ݕ݅ 
D if and only if v is a harmonic conjugate to u in D. 
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Proof 
             ⇒   given that ݂  ൌ ݑ  ൅ -is analytic, then u and v are harmonic and Cauchy ݒ݅
Riemann relations are satisfied. Hence, v is a harmonic conjugate of u. 
            ⇐ Given that ݒ is a harmonic conjugate of ݑ in D, we have the satisfaction of the 

Cauchy Riemann relations and the continuity of the first order partials of u and v in D.  

Hence,  ݂  ൌ  ݑ  ൅  is differentiable for all points in D. Since D is an open set, every ݒ݅ 
point in D is an interior point, so ݂ is analytic in D. 
 
Example   Find a harmonic conjugate of the harmonic function 
,ݔሺݑ                                        ሻݕ ൌ ݁ି௫ cos ݕ ൅  ݕݔ
Solution 

1. Takeሺݔ଴, ଴ሻݕ ൌ ሺ0,0ሻ, ݑ௬ሺݔ, 0ሻ ൌ ,ݔ௫ሺݑ and ݔ ሻݕ ൌ െ݁௫ cos ݕ ൅  ݕ

,ݔሺݒ  ሻݕ ൌ ׬ െݔ݀ݔ
௫

଴
൅ ׬ ሺെ݁ି௫ cos ݕ ൅ ݕሻ݀ݕ

௬

଴
 

              ൌ െ
௫మ

ଶ
 െ݁ି௫ sin ݕ ൅

௬మ

ଶ
 

                         
2.  From the first Cauchy-Riemann relation, we have 

             
డ௨

డ௬
ൌ

డ௨

డ௫
ൌ െ݁ି௫ cos ݕ ൅  ݕ

Integrating with respect to y, we obtain 

,ݔሺݒ                 ሻݕ ൌ  െ݁ି௫ sin ݕ ൅
௬మ

ଶ
൅  ሻݔሺߟ 

where ߟ(x) is an arbitrary function arising from integration. 
Using the second Cauchy-Riemann relation, we have 

  
డ௨

డ௫
ൌ  ݁ି௫ sin ݕ ൅ ߟᇱሺݔሻ ൌ െ 

డ௨

డ௬
ൌ  ݁ି௫ sin ݕ െ  ݔ

Comparing like terms, we obtain  ߟᇱሺݔሻ ൌ െݔ, and subsequently, 

ሻݔሺߟ                  ൌ െ
௫మ

ଶ
൅  .C is an arbitrary constant            ,ܥ

Hence, a harmonic conjugate is found to be (taking C to be zero for convenience) 

,ݔሺݒ                               ሻݕ ൌ  െ݁ି௫ sin ݕ ൅
௬మି ௫మ

ଶ
 

 The corresponding analytic function, ݂  ൌ ݑ  ൅  is seen to be ,ݒ݅

                             ݂ሺݖሻ ൌ ݁ି௭ െ
௜௭మ

ଶ
ݖ         , ൌ ݔ ൅  ݕ݅

 which is an entire function. 

              3.     It is readily seen that  ݁ି௫ cos ݕ ൌ ܴ݁ ݁ି௭ and ݕݔ ൌ
ଵ

ଶ
 ଶݖ ݉ܫ

A harmonic conjugate of ܴ݁ ݁ି௭ is ݉ܫ ݁ି௭, while that of  
ଵ

ଶ
ଶ is െݖ ݉ܫ

ଵ

ଶ
 .ଶݖ ܴ݁

 Therefore, a harmonic conjugate of ݑሺݔ,  ሻ can be taken to beݕ

,ݔሺݒ                     ሻݕ ൌ ௭ି݁ ݉ܫ െ 
ଵ

ଶ
 ଶݖ ܴ݁

                                 ൌ െ݁ି௫ sin ݕ ൅
௬మି ௫మ

ଶ
 

Example 

Show that݂ᇱሺݖሻ ൌ
డ௨

డ௫
ሺݖ, 0ሻ െ ݅

డ௨

డ௬
ሺݖ, 0ሻ. Use the result to find a harmonic conjugate of 

,ݔሺݑ                                 ሻݕ ൌ ݁ି௫ሺݕ ݊݅ݏ ݔ െ ݕ cos       ሻݕ
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Solution 

Observe that ݂ᇱሺݖሻ ൌ
డ௨

డ௫
ሺݔ, ሻݕ െ ݅

డ௨

డ௬
ሺݔ,  ݕ ሻ  . Puttingݕ ൌ  0, we obtain 

 ݂ᇱሺݔሻ ൌ
డ௨

డ௫
ሺݔ, 0ሻ െ ݅

డ௨

డ௬
ሺݔ, 0ሻ 

 Replacing ݔ by z, we obtain ݂ᇱሺݖሻ ൌ
డ௨

డ௫
ሺݖ, 0ሻ െ ݅

డ௨

డ௬
ሺݖ, 0ሻ 

 
Application of the C-R Equations 
A consequence of the Cauchy-Riemann equations is that 

݂ሺݖሻ  ൌ  ݔݑ  ൅  ݔݒ݅  ൌ  ݕݒ  െ . ݕݑ݅  ሺ2ሻ 
We will use these formulas later to calculate the derivative of some analytic functions. 
Another consequence of the Cauchy-Riemann equations is that an entire function with 
constant absolute value is constant. In fact, a more general result is that an entire 
function that is bounded (including at infinity) is constant 
Given a harmonic function u, one can use the Cauchy- Riemann equations to find its 
harmonic conjugateݒ, and vice-versa. 
Examples: 
Check that ݑሺݔ, ሻݕ  ൌ  .is harmonic, and find its harmonic conjugate v ݕݔ2 
Given a harmonic function ݒሺݔ, ,ݔሺݑ ሻ, how would you find its harmonic conjugateݕ   ?ሻݕ
 
  Theorem 
If ߰ is a harmonic conjugate of ߮, then the two families of curves 
                                     ߮(x, y) = ߙ and ߰(x, y) = ߚ 
are mutually orthogonal to each other. 
 
Proof 
Consider a particular member from the first family 
                           ߮ሺݔ, ሻ ൌݕ  ଵߙ

the slope of the tangent to the curve at (x, y) is given by 
ௗ௬

ௗ௫
  where 

                                     
డఝ

డ௫
൅

డఝ

డ௬

ௗ௬

ௗ௫
ൌ 0, 

 Giving 

                         
ௗ௬

ௗ௫
ൌ െ

డఝ

డ௫
 
డఝ

డ௬
.ൗ  

Similarly, the slope of the tangent to a member from the second family at (x, y) is given 
by 

                                     
ௗ௬

ௗ௫
ൌ െ

డట

డ௫
 
డట

డ௬
.ൗ  

The product of the slopes of the two tangents to the two curves at the same point is 

found to be      ቀെ
డఝ

డ௫
 
డట

డ௬
ൗ ቁ ቀെ

డట

డ௫
 
డట

డ௬
ൗ ቁ ൌ െ1 

by virtue of the Cauchy-Riemann relations:  
డఝ

డ௫
ൌ

డట

డ௬
  and   

డఝ

డ௬
ൌ െ

డట

డ௫
  

Hence, the two families of curves are mutually orthogonal to each other.  
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Example 
Supposing the isothermal curves of a steady state temperature field are given by the 
family of parabolas ݕଶ ൌ ଶ ߙ  ൅  is real positive, in the complex plane, find the ݔߙ2
general solution of the temperature function T(x, y). Also, find the family of flux lines of 
the temperature field. 
 
Solution 
First, we solve for the parameter ߙ in the equation of the isothermal curves. This gives 
ߙ                                         ൌ െݔ ൅ ඥݔଶ ൅  , ଶݕ
where the positive sign is chosen since 0 < ߙ. .  
A naive guess may suggest that the temperature function T(x, y) is given by 
                                    ܶሺݔ, ሻݕ ൌ െݔ ൅ ඥݔଶ ൅  ଶݕ
 However, since T(x, y) has to be harmonic, the above function cannot be a feasible 
solution. We set  
                                        ܶሺݔ, ሻݕ  ൌ  ݂ሺݐሻ 
Where  ݐ ൌ ඥݔଶ ൅ ଶݕ െ ,ݔand f is some function to be determined such that ܶሺ  ݔ  ሻ isݕ
harmonic. To solve for f(t), we first compute 

                             
డమ்

డ௫మ
ൌ ݂ᇱᇱሺݐሻ ቀ

డ௧

డ௫
ቁ
ଶ

൅ ݂ᇱሺݐሻ
డమ௧

డ௫మ
  

                                   ൌ ݂ᇱᇱሺݐሻ ቀ
௫

ඥ௫మା௬మ
െ 1ቁ

ଶ

൅ ݂ᇱሺݐሻ
௬మ

ሺ௫మା௬మሻయ మ⁄
  

                            
డమ்

డ௬మ
ൌ ݂ᇱᇱሺݐሻ

௬మ

௫మା௬మ 
൅ ݂ᇱሺݐሻ

௫మ

ሺ௫మା௬మሻయ మ⁄
   

Since the Laplace equation T(x, y) satisfies 

  2 ቀ1 െ
௫

ඥ௫మା௬మ
ቁ ݂ᇱᇱሺݐሻ ൅

ଵ

ඥ௫మା௬మ
݂′ሺݐሻ ൌ 0  or  

௙ᇲᇲሺ௧ሻ

௙ᇲሺ௧ሻ
ൌ

ଵ

ଶ௧ 
 

Integrating once gives 

  ln ݂ᇱሺݐሻ ൌ െ
ଵ

ଶ
ln ݐ ൅ ሻݐor   ݂ᇱሺ   ܥ ൌ

஼ᇱ

√௧
 

Integrating twice gives  ݂ሺݐሻ ൌ ݐ√ଵܥ ൅  ଶܥ
where ܥଵ and ܥଶ are arbitrary constants. The temperature function is 

                ܶሺݔ, ሻݕ ൌ ݂ሺݐሻ ൌ ݔଵටඥܥ
ଶ ൅ ଶݕ െ ݔ ൅  ଶܥ

When expressed in polar coordinates 

 ܶሺݎ, ሻߠ ൌ ሺ1ݎଵඥܥ െ cos ሻߠ ൅ ଶܥ ൌ ݎଵ√2ܥ sin
ఏ

ଶ
൅  ଶܥ

Since ܶሺݎ, ݖ ݉ܫଵܥሻcan be expressed as √2ߠ
ଵ
ଶൗ ൅  ଶ, the harmonic conjugate ofܥ

ܶሺݎ, ,ݎሺܨ ሻ is easily seen to beߠ ሻߠ ൌ െ√2ܥଵܴ݁ݖ
ଵ
ଶൗ ൅ ଷܥ ൌ െܥଵ√2ݎ cos

ఏ

ଶ
൅  ଷܥ

Where ܥଷ is another arbitrary constant. 

Note that  √2ݎ cos
ఏ

ଶ
ൌ ݎ√ ൅ ߠ ݏ݋ܿݎ ൌ ටඥݔଶ ൅ ଶݕ ൅  ݔ

So that ܨሺݔ, ሻݕ ൌ െܥଵටඥݔଶ ൅ ଶݕ ൅ ݔ ൅  ଷܥ

The family of curves defined by 
 

ݔ ൅ ඥݔଶ ൅ ଶݕ ൌ ଶݕ  ݎ݋ ߚ ൌ ଶߚ െ ,ݔߚ2 ߚ ൐ 0 
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are orthogonal to the isothermal curves  ݕଶ ൌ ଶߙ െ ,ݔߙ2 ߙ ൐ 0 
Physically, the direction of heat flux is normal to the isothermal lines. Therefore, the 

family of curves orthogonal to the isothermal lines is called the flux lines. These flux 

lines indicate the flow directions of heat in the steady state temperature field. 

The flux function F(r, θ) is a harmonic conjugate of the temperature function. The 

families of curves: T(r, θ) = α and F(r, θ) = β, α and β being constant, are mutually 

orthogonal to each other. 

 
4.0   CONCLUSION 
In this unit, we have studied some examples of branch Points and branch Cuts, the 
necessary and sufficient conditions for the existence of the derivative of a complex 
function You are required to study this unit properly before attempting to answer 
questions under the tutor-marked assignment  
 
5.0    Summary 

In the unit, you have studied the following  

 Definitions and Examples of Branch Points and Branch Cuts 
 Cauchy-Riemann Equations  
  the necessary and sufficient conditions for the existence of the derivative of a 

complex function ݂ሺݖሻ ൌ ݑ ൅  ݒ݅
 Harmonic functions   

6.0 Tutor Marked Assignment 
 

1. Write the function ݂ሺݖሻ in the form  ݑ ൅        :ݒ݅

i. a)   ݖ ൅   (ଶ      bݖ ݅
ଵ

௭
       c)  

௭̅

௭
   

2.  ݂ሺݖሻ ൌ ݁௭, describe the images under f (z) of horizontal and vertical lines, i.e. 
what are the sets ݂ሺܽ ൅ ݐሻ and ݂ሺݐ݅ ൅ ܾ݅ሻ, where a and b are constants and t runs 
through all real numbers? 

3. Is the function  
௭̅

௭
  continuous at 0? Why or why not? Is the function  

௭̅

௭
  analytic 

where it is defined? Why or why not? 
4. Compute the derivatives of the following analytic functions, and be prepared to 

justify your answers:  

                    a)  
௜௭ାଷ

௭మିሺଶା௜ሻ௭ାሺସିଷ௜ሻ
      

                    b) ݁௭ଶ       

                   c)  
ଵ

௘೥ା ௘ష೥
 

 
5. Let ݂ሺݖሻ be a complex function. Is it possible for both ݂ሺݖሻ and ݂ሺݖሻതതതതതത to be 

analytic? 
6. Use the Cauchy-Riemann equations to show that ̅ݖ is not analytic. 
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7. Use the Cauchy-Riemann equations to show that 
ଵ

௭
 is analytic everywhere except 

at ݖ  ൌ  0. 
8. Let ݂ሺݖሻ ൌ ݑ ൅  be analytic. Recall that the Jacobian is the function given by ݒ݅

the following determinant: 

a. 
డሺ௨,௩ሻ

డሺ௫,௬ሻ
ൌ   ቮ

డ௨

డ௫

డ௨

డ௬

డ௩

డ௫

డ௩

డ௬

ቮ. 

b. Using the Cauchy-Riemann equations, show that this is the same as 
|݂′ሺݖሻ|ଶ 

 
9. Define the complex sine and cosine functions as follows: 

i. cos ݖ ൌ
ଵ

ଶ
ሺ݁௜௭ ൅  ݁ି௜௭ሻ  ;   sin ݖ ൌ

ଵ

ଶ௜
ሺ݁௜௭ െ  ݁ି௜௭ሻ   

10. Note that, if t is real, then this definition of cos t and sin t agree with the usual 
ones, and that (for those who remember hyperbolic functions) cos ݖ ൌ െ݅ cosh  ݖ݅ 
and sin ݖ ൌ െ݅ sinh   Verify that cos z and sin z are analytic and that .ݖ݅ 
ሺcos ሻᇱݖ ൌ െ sin and that ሺsin ݖ ሻᇱݖ ൌ cos ݑ ݏܽ ݖ  ,Write .ݖ ൅  where u and v areݒ݅
real-valued functions of x and y, and similarly for sin z. 

11.  Verify that   1 ൗݖ  ݉ܫ , 1 ൗݖ , and ܴ݁ ݈ݖ ݃݋ ൌ
ଵ

ଶ
lnሺݔଶ ൅  .ଶሻ are harmonicݕ

12.  Which of the following are harmonic? 
a)  ݔଷ െ ݕଷݔ (ଷ      bݕ െ ଶݔ (ଷ     cݕݔ െ  ݕݔ2

13.  If ݂ሺݖሻ ൌ ݑ ൅  is a complex function such that u and v are both harmonic, is ݒ݅
݂ሺݖሻ necessarily analytic? 
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