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Introduction 
 
Bio-statistics is designed to teach you how to use statistics to deal with 

the methodologies of collection, elucidation and interpretation of 

numerical facts relating to the biological sciences. Medical Statistics is a 

part of this broader science. 
 

 

What You Will Learn in This Course 
 
You will be taught the basics of statistics. It consists of a set of tools that 

are used to facilitate the making of decisions whenever conditions of 

uncertainty prevail. These tools are used in many fields other than 

business, for example, biology, medicine, agriculture, psychology, and 

education. Certain fields require special techniques. But the same basic 

principles and concepts apply to all fields. Statistics is a set of tools 

whose proper use helps in decision making. Only rarely should these 

tools be used as the sole basis for a decision. Statistics presents the 

decision-maker with relevant facts and, in many cases, provides an 

estimate of the probability and/or the monetary consequences of making 

a wrong decision. In biological researches, the concepts, techniques, and 

results of statistics are indispensable components of decision making. 
 

 

Course Aims 
 
There are fifteen study units in the course and each unit has its 

objectives. You should read the objectives of each unit and bear them in 

mind as you go through the unit. In addition to the objectives of each 

unit, the overall aims of this course include: 
 

 

1.        The Role of Statistics in Decision Making 

2.        Meaning and Characteristics of Statistical Research 

3.        Scope of Statistics 

4.        Role of Statistics in Health Science Research 
 

 

Course Objectives 
 
The objectives of this course are: 

 

 

         defining statistics 

         describe the various aspects of biostatistics 

         state the role of statistics in decision making 

         explain the meaning and characteristics of statistical research 

         state the scope of statistics 

         state the role of statistics in health science. 
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Working through This Course 
 

You have to work through all the study units in the course. There are 

four modules and twenty study units in all. 

 
Course Materials 

 
The major components of this course are: 

 
1. Course Guide 

2. Study Units 

3. Textbooks 

4. CDs 

5. Assignments File 

6. Presentation Schedule 
 

 

Study Units 
 

 

The breakdown of  the three modules and  fifteen study units are as 

follows: 

 
Module1 

 
Unit 1 Introduction to Biostatistics 

Unit 2 Collection of Data 

Unit 3 Tabulation of Data 

Unit 4 Graphical Presentation of Data 

Unit 5 Sampling Techniques 
 

 

Module 2 
 

Unit 1 Measure of Location 

Unit 2 Measure of Variation 

Unit 3 Correlation and Regression 

Unit 4 Probability and Standard Distributions 

Unit 5 Design of Clinical Trials 
 

 

Module 3 

 
Unit 1 Hypothesis Testing 

Unit 2 Analysis of Variance/Covariance 

Unit 3 Chi-Square Test /Non -Parametric Tests 

Unit 4 Demography 

Unit 5 Health Indicators 
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Textbooks and References 
 
Every unit contains a list of references and further reading. Try to get as 

many as possible of those textbooks and materials listed. The textbooks 

and materials are meant to deepen your knowledge of the course. 
 

 

Assignment File 
 
In this file, you will find all the details of the work you must submit to 

your tutor for marking. The marks you obtain from these assignments 

will count towards the final mark you obtain for this course. Further 

information on assignments will be found in the Assignment File itself 

and later in this Course Guide in the section on assessment. 
 

 

Presentation Schedule 
 
The Presentation Schedule included in your course materials gives you 

the important dates for the completion of tutor-marked assignments and 

attending tutorials. Remember, you are required to submit all your 

assignments by the due date.  You should guard against falling behind in 

your work. 
 

 

Assessment 
 
Your assessment will be based on tutor-marked assignments (TMAs) 

and a final examination which you will write at the end of the course. 
 

 

Tutor-Marked Assignments (TMAs) 
 
Every unit contains at least one or two assignments. You are advised to 

work through all the assignments and submit them for assessment. Your 

tutor will assess the assignments and select four which will constitute 

30% of your final grade. The TMAs may be presented to you in a 

separate file. Just know that for every unit there is a TMA for you. 

 
It is important you do them and submit for assessment. 

 

 

Final Examination and Grading 
 
At the end of the course, you will write a final examination which will 

constitute 70% of your final grade. In the examination which shall last 

for two hours, you will be requested to answer three questions out of at 

least five questions. 
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Course Marking Scheme 
 

This table shows how the actual course marking is broken down. 
 

Assessment Marks 

Assignments Four assignments, best three marks of 

the four count at 30% of course marks 

Final Examination 70% of overall course marks 

Total 100% of course marks 

 

How to Get the Most from This Course 
 

In distance learning, the study units replace the university lecture. This 

is one of the great advantages of distance learning; you can read and 

work through specially designed study materials at your own pace, and 

at a time and place that suits you best. Think of it as reading the lecture 

instead of listening to the lecturer. In the same way a lecturer might give 

you some reading to do, the study units tell you when to read, and which 

are your text materials or set books. You are provided exercises to do at 

appropriate points, just as a lecturer might give you an in-class exercise. 

Each of the study units follows a common format. The first item is an 

introduction to the subject matter of the unit, and how a particular unit is 

integrated with the other units and the course as a whole. Next to this is 

a set of learning objectives. These objectives let you know what you 

should be able to do by the time you have completed the unit. These 

learning objectives are meant to guide your study. The moment a unit is 

finished, you must go back and check whether you have achieved the 

objectives. If this is made a habit, then you will significantly improve 

your chances of passing the course.  The main content of the unit guides 

you through the required reading from other sources. This will usually 

be either from your set books or from a Reading section. The following 

is a practical strategy for working through the course. If you run into any 

trouble, telephone your tutor. Remember that your tutor’s job is to help 

you. When you need assistance, do not hesitate to call and ask your tutor 

to provide it. 
 

 

In addition do the following: 
 

 

1.        Read this Course Guide thoroughly, it is your first assignment. 

2. Organise a Study Schedule. Design a ‘Course Overview’ to guide 

you through the course. Note the time you are expected to spend 

on  each  unit  and  how  the  assignments  relate  to  the  units. 
Important information, e.g. details of your tutorials, and the date 

of the first day of the Semester is available from the study centre. 

You need to gather all the information into one place, such as 

your diary or a wall calendar. Whatever method you choose to 
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use, you should decide on and write in your own dates and 

schedule of work for each unit. 
3. Once you have created your own study schedule, do everything to 

stay faithful to it. The major reason that students fail is that they 

get behind with their course work. If you get into difficulties with 

your schedule, please, let your tutor know before it is too late for 

help. 

4. Turn to Unit 1, and read the introduction and the objectives for 

the unit. 

5. Assemble the study materials. You will need your text books and 

the unit you are studying at any point in time. 

6. Work through the unit. As you work through the unit, you will 

know what sources to consult for further information. 

7. Keep  in  touch  with  your  study  centre.  Up-to-date  course 

information will be continuously available there. 
8.        Well before the relevant due dates (about 4 weeks before due 

dates); keep in mind that you will learn a lot by doing the 

assignment carefully. They have been designed to help you meet 

the objectives of the course and, therefore, will help you pass the 

examination. Submit all assignments not later than the due date. 

9. Review the objectives for each study unit to confirm that you 

have  achieved  them.  If  you  feel  unsure  about  any  of  the 

objectives, review the study materials or consult your tutor. 

10. When  you  are  confident  that  you  have  achieved  a  unit’s 

objectives, you can start on the next unit. Proceed unit by unit 

through the course and try to pace your study so that you keep 

yourself on schedule. 
11. When  you  have  submitted  an  assignment  to  your  tutor  for 

marking, do not wait for its return before starting on the next unit. 

Keep to your schedule. When the Assignment is returned, pay 

particular attention to your tutor’s comments, both on the tutor- 

marked assignment form and also the written comments on the 

ordinary assignments. 

12.      After completing the last unit, review the course and prepare 

yourself for the final examination. Check that you have achieved 

the unit objectives (listed at the beginning of each unit) and the 

course objectives (listed in the Course Guide). 
 

 

Facilitators/Tutors and Tutorials 
 
The dates, times and locations of these tutorials will be made available 

to you, together with the name, telephone number and the address of 

your tutor. Each assignment will be marked by your tutor. Pay close 

attention to the comments your tutor might make on your assignments as 

these will help in your progress. Make sure that the assignments reach 

your tutor on or before the due date. 
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Your tutorials are important therefore try not to skip any. It is an 

opportunity to meet your tutor and your fellow students. It is also an 

opportunity to get the help of your tutor and discuss any difficulties 

encountered on your reading. 
 

 

Summary 
 

 

This course would train you on the concept of descriptive and inferential 

statistics as applied in biological science for the purpose of decision 

making. 

 
Wish you the best of luck as you read through this course. 
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MODULE 1 
 
Unit 1            Introduction to Biostatistics 

Unit 2            Collection of Data 

Unit 3            Tabulation of Data 

Unit 4            Graphical Presentation of Data 

Unit 5            Sampling Techniques 
 
 
 

UNIT 1       INTRODUCTION TO BIOSTATISTICS 
 

 

CONTENTS 
 
1.0      Introduction 

2.0      Objectives 

3.0      Main Content 

3.1 The Role of Statistics in Decision Making 

3.2 Meaning and Characteristics of Statistical Research 

3.3 Scope of Statistics 

3.4 Role of Statistics in Health Science Research 

4.0      Conclusion 

5.0      Summary 

6.0      Tutor-Marked Assignment 

7.0      References/Further Reading 
 

 

1.0     INTRODUCTION 
 
The word statistics usually conveys to a lay man an impression about 

numerical facts. But to a scientific worker it means the methodology of 

Collection, compilation and interpretation of numerical facts. The 

numerical  facts,  which  one  comes  across  in  health  or  biological 

sciences, such as, pulse rate, haemoglobin percentage level, number of 

births and deaths taking place in a year etc., are all affected and 

controlled to a large extent by a number of factors such as biological, 

environmental,  social  and  so  on.  Hence,  whenever  the  meaning  of 

certain numerical figures is to be understood and their cause and effect 

in  terms  of  different  factors  is  to  be  elicited,  certain  analytical 

procedures are to be followed. In order that these numerical facts convey 

certain useful meaning, they are to be collected in a scientific manner. 
 

 

The methodology of such collection and meaningful interpretation of 

numerical facts is known as “Statistics”. In broader sense, the science of 

Statistics deals with the methodologies of collection of numerical facts 

as well as with the analysis of variability present in the observation and 

also subjecting the factual descriptions to objective tests to validate their 

reliability. 
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The principles of Statistical Methodology are same in whichever branch 

of Science they are applied. However, different nomenclatures are 

adopted depending upon the usage and application in different fields of 

Science. 

 
Mainly, a medical professional or a bio-scientist is interested in the 

following branches: 
 

(i) Bio-statistics:  This  branch deals  with  the  methodologies  of 
 collection,  elucidation  and interpretation  of  numerical  facts 

relating to the biological sciences. Medical Statistics is a part of 

this broader science. 
 

 

(ii) Health  Statistics:  This  branch  in  particular  deals  with  the 

methodology of collection, compilation and interpretation of 

numerical facts concerned with the health and ill health of the 

human population. Some of these are births, diseases or deaths in 

the background of various factors controlling them. However, 

when numerical facts dealing with only births, deaths, marriages, 

divorces, etc. are considered, the branch of statistics is known as 

‘Vital Statistics’. Some people used to call Vital Statistics as the 

‘Book Keeping’ of  the  humanity and  the  present day  Health 

Statistics has developed out of these Vital Statistical methods. 

This subject, in  fact, is  a branch of  wider science known as 

“Demography” which deals with the study of human population. 

 
Statistical Methodologies play an important role in research. Before 

going  through  these  methodologies,  it  is  apt  to  understand  some 

concepts of research. 
 

 

2.0     OBJECTIVES 
 

At the end of this unit, you should be able to: 
 

 

         define statistics 

         describe the various aspects of biostatistics 

         state the role of statistics in decision making 

         explain the meaning and characteristics of statistical research 

         state the scope of statistics 

         discuss the role of statistics in health science. 
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3.0     MAIN CONTENT 
 
3.1     The Role of Statistics in Decision Making 

 
Statistics maybe described as the technology of the scientific method. It 

consists  of  a  set  of  tools  that  are  used  to  facilitate the  making of 

decisions whenever conditions of uncertainty prevail. These tools are 

used in many fields other than business, for example, biology, medicine, 

agriculture, psychology, and education. Certain fields require special 

techniques. But the same basic principles and concepts apply to all 

fields. Statistics is a set of tools whose proper use helps in decision 

making. Only rarely should these tools be used as the sole basis for a 

decision. Statistics presents the decision-maker with relevant facts and, 

in many cases, provides an estimate of the probability and/or the 

monetary consequences of making a wrong decision. In biological 

researches the concepts, techniques, and results of statistics are 

indispensable components of decision making. 
 

 

3.2     Meaning and Characteristics of Statistical Research 
 
Research is a careful investigation or inquiry, especially through 

scientific methods, aimed at searching new facts or verification of 

established facts under various situations, in any branch of knowledge. 

Scientific research is a systematic and objective attempt to provide 

answers to certain questions. The purpose of research is to discover and 

develop  an  organised  body  of  knowledge  through  application  of 

scientific procedures. 
 

 

Numerous definitions of the term “Research” are available. The 

appropriate definition would be, “an honest, exhaustive, intelligent 

searching for facts and their implications with reference to a given 

problem, which may lead to development of theories, concepts, 

generalisations and principles”. The ultimate outcome of any research 

should  be  to  define  authentic  and  verifiable  knowledge  leading  to 

definite contributions in the field studied. 
 

 

Thus, all research should generally aim at gaining new knowledge 

emphasising on the general principles, investigated in a systematic and 

accurate manner through valid procedures of data collection, analysis 

and interpretation. 

 
Research is characterised by the following considerations: 

 

 

  Research is always directed towards the solution of a problem. In 

other words, in research, the researcher always tries to answer a 

question or relate two or more variables under study. 
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  Research is always based upon empirical or observable evidence. 

It implies that research is related basically to one or more aspects 

of a real situation and deals with concrete data that provides a 
basis for external validity of research results. The researcher 

rejects those principles or revelations, which are subjective and 

accepts only those revelations or principles, which can be 

objectively observed. 

 
  Research involves precise observation and accurate description. 

The researcher selects reliable and valid instruments to be used in 

the collection of data and uses some statistical measures for 

accurate description of the results obtained. 

 
  Research   gives   emphasis   to   the   development  of   theories, 

principles and generalisations, which are very helpful in accurate 

prediction regarding the variables under study. On the basis of the 

sample observed and studied, the researcher tries to make sound 

generalisations regarding the whole Population. Thus, research 

goes beyond immediate situations, objects or groups being 

investigated by formulating general used statements or theory 

about these factors. 
 

 

  Research is  characterised  by  systematic  objective and  logical 

procedures. The researcher tries to eliminate his bias and makes 

every possible effort to ensure objectivity in the methods 

employed, data collected and conclusion reached. He frames an 

objective and scientific design for the smooth conduct of his 

research. He also makes a logical examination of the procedures 

employed in conducting his research work so that he may be able 

to check the validity of the conclusions drawn. The research 

procedures adopted should confirm to the accepted scientific and 

systematic methods and should be free from personal biases or 

prejudice and should be capable of being verified. All cause and 

effect for a particular phenomenon should be substantiated with 

evidence. 
 

 

  Research is marked by patience, courage and unhurried activities. 

Whenever the researcher is confronted with difficult questions, he 

must  not  answer them hurriedly. He  must  have patience and 

courage to think over the problem and find out the correct 

solution. 

 
  Research requires that the researcher has full expertise of the 

problem being studied. He must know all the relevant facts 

regarding the problem and must review the important literature 
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associated  with  the problem.  He must also  be  aware  of 

sophisticated statistical methods of analysing the obtained data. 

 
  Research is replicable. The designs, procedures and results of 

scientific research should be replicable so that any person other 

than the researcher himself may assess their validity. Thus, one 

researcher may use or transmit the results obtained by another 

researcher. Thus, the procedures and results of the research are 

replicable as well as transmittable. 
 

 

  Research pre-supposes ethical neutrality. It aims at making only 

adequate and correct statements about population under study and 

confirms to various ethical norms. 
 

 

  Research uses probabilistic predictions. The predictions made out 

of the observations confirm to the existing probability of 

occurrence of events under observation. 

 
Finally, research requires skill of writing and producing the report. The 

researcher must know how to write the report of his research. He must 

write the problem in an unambiguous terms; he must define complex 

terminology, if any; he must formulate a clear-cut design and procedures 

for conducting research; he must present the tabulation of the result in 

an objective manner so also the summary and conclusion with scholarly 

caution. 
 

 

3.3     Scope of Statistics 
 
Statistics is a scientific method which constitutes a useful and often 

indispensable tool for the research workers. Today, there is hardly a 

phase of endeavour which does not find statistical device at least 

occasionally useful. The methods of statistics are useful in an ever 

widening range of human activities. One has to judiciously and 

cautiously make use of it on different occasions. Statistical investigation 

may be exhausting and include all possible occurrences for example, 

incenses complete enumeration of all individuals have to be done. 

Sometimes statistical investigation may be used for forecasting, which is 

a very complicated process, as it is uncertain and sometimes dangerous 

too. Statistical investigations help researchers in finding location, 

standard errors and variations etc. It is also useful in making conclusions 

and ascertaining. 
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3.4     Role of Statistics in Health Science Research 
 

Statistical methodology finds its place wherever numerical facts enter 

into picture. Statistics is an integral part of logica1 research since it deals 

with various numerical aspects some of these are detailed below: 
 

 

  Research involves precise observation and accurate description as 

well as comparisons. This is possible only if information is 

collected in a scientifically designed pattern. Statistical methods 

help the research worker to suitably plan for the collection of 

desired information through appropriate statistical designs. 

 
         Inherent feature of all biological observations is their variability. 

Each individual varies from one another with respect to different 

medical or biological phenomena. Similarly each group of 

individuals is different from other groups. As an example the 

pulse rate, the haemoglobin level or the total number of white 

blood cells in a given volume of blood etc., vary from person to 

person even amongst healthy ones. Though a single fixed value 

for any of the above measurements cannot be called as a standard 

value for a healthy individual, a range can always be expressed as 

a standard or normal value. Again these ranges may vary from 

one group to the other due to various factors. As an example, the 

pulse rate per minute of an individual varies from the infant age 

group to the older age group. Similarly, the normal haemoglobjn 

level varies from one part of the Country to the other. As such in 

order to define these normal values and also to compare them 

from one group to another, Statistical Methodologies have an 

important application. 

 
  Statistical quantities serve  as  indices  for  the  measurement of 

health of a community in terms of rates and ratios of fatalities, 

morbidities, mortalities health facilities and their availability or 

usage and so on. These indicators are useful in comparing the 

health status of a community or group from one place to the other 

or from one season or period to the other. They also help in 

analysing and interpreting the influence of environmental, social, 

economical, seasonal and other numerous factors on the health of 

a community. As an illustration, prevalence of typhoid in a 

community may vary from one group of population to other. It 

may vary between different socio-economic groups or between 

seasons. The prevalence may also vary between those people who 

were not protected through immunisations as compared to those 

who were protected. By a systematic statistical analysis of the 

factors related to a disease, a health worker can define the 

problems in terms of such contrasts. 
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Furthermore, there may be a number of factors responsible for the 

variations or contrasts in the health of a community. For example, the 

higher prevalence of typhoid amongst lower socio-economic group of 

the  community  may  be  due  to  lack  of  pure  drinking  water  or 

consumption of unprotected food or lack of resistance due to under- 

nourishment or insufficient protection against disease because of non- 

acceptance of immunisation. By analysing the causes for such contrasts, 

with the help of statistical methodologies, effective control measures can 

be defined. 
 

 

  Statistical methodologies are useful in the evaluation of health 

care delivery system or various preventive or control measures 

undertaken  in  a  community,  in  an  objective  manner,  since 

apparent changes in any of the factor may not be otherwise 

significant. 

  Records  of  health  care  activities  maintained  and  analysed 

statistically  will  help  in  understanding the  health  status  of  a 

community and also to assess the effectiveness of these 

programmes. 

  Periodical  investigations  or  surveys  are   undertaken  in  the 

community to define the problems and to elucidate the reasons 

for the contrasts. These investigations are planned and analysed 

using statistical methodologies. 

  Statistical  methodologies  play  a  vital  role  in  planning  and 

interpretation of epidemiological studies. 

  Sophisticated statistical methodologies help in evolving suitable 

models for the delivery of health care activities. 

  Thus statistical methodologies are essential tools for planning of 

various  research  studies  and  interpretation  of  results  of  the 
studies. 

 
An essential aspect of statistical literacy is the ability to communicate 

concepts and results in written and verbal form. In her article on literacy, 

Rumsey (2002) distinguishes between interpretation skills that 

demonstrate  whether  a  student  understands  a  concept  and 

communication skills that involve sharing the information clearly with 

others. In  the  late  1980s and  early 1990s,  much of  the  research on 

writing in statistics reflected the “writing across the curriculum” 

movement in colleges and universities. Instructors in all programs were 

required to incorporate writing into their courses. In statistics classes, 

the requirement was often met by adding a writing component to the 

course. The component typically asked students to write a paper about a 

topic learned in class, complete a data analysis project, summarise a 

method, or respond to essay items on an exam (e.g., Iversen, 1991; 

Peterson, 1988). Writing was not integrated throughout the course, but 

rather it was an “add-on”. Asking students to write about statistics in a 
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paper, on an exam, or in an assignment, does not automatically increase 

their understanding or improve their communication skills. 
 

 

4.0     CONCLUSION 
 

Statistics is indeed a mathematical science pertaining to the collection, 

analysis, interpretation or explanation, and presentation of data and it 

can be applied in a wide range of disciplines. Reform movement has 

emerged over the past two decades within the teaching and learning of 

statistics and as a result, instructional emphasis is shifting from rote 

memorisation of formulae, computational skills, and procedural rules to 

conceptual understanding, making connections among statistical 

concepts, use of real-world data, interpreting results, and making 

appropriate  conclusions.  Educators  and  researchers  use  terminology 

such as statistical reasoning, thinking, etc. to achieve and consolidate 

this obvious and necessary shift in statistical literacy. 
 

 

5.0     SUMMARY 
 

In this unit, we learnt that statistics can be defined as the methodology 

of   collection,   compilation   and   interpretation  of   numerical   facts. 

Different nomenclatures are adopted depending upon the usage and 

application of statistics in different fields of Science; these are Bio- 

statistics and Health statistics. We also learnt that the role of statistics in 

decision making cannot be over-emphasised as the concepts, techniques, 

and  results  of  statistics  are  indispensable  components  of  decision 

making in biological researches. 
 

 

6.0        TUTOR-MARKED ASSIGNMENT 
 

1.        What is the meaning of statistics? 

2.        Which area of  statistics is  a  medical professional and  a  bio- 

scientist interested in? 
 

 

7.0 REFERENCES/FURTHER READING 

Esan & Okafor (nd).Basic Statistical Methods. 

Paihar & Parihar (nd). Biostatistics and Biometry. 

Rao, N.S.N. & Murthy, N.S. (nd). Applied Statistics in Health Sciences. 

Taylor, Bisira & Farinde (nd). Descriptive Statistics. 

Taylor, J.I. (nd). Inferential Statistics. 



PHS 241 BIO-STATISTICS 

9 

 

 

 

 

UNIT 2       COLLECTION OF DATA 
 
CONTENTS 

 
1.0      Introduction 

2.0      Objectives 

3.0      Main Content 

3.1 Method of Data Collection for Field Studies 

3.1.1  Quantitative Methods of Data Collection 

3.1.2  Qualitative Methods of Data Collection 

3.2 Tools Preparations for Data Collection 

3.3 Collection of Morbidity Data 

4.0      Conclusion 

5.0      Summary 

6.0      Tutor-Marked Assignment 

7.0      References/Further Reading 
 

 

1.0     INTRODUCTION 
 
Before going into the actual details of collection of data, it is necessary 

to understand the meaning of data and various types of data. Whenever 

an observation is made, it will be recorded and a collective recording of 

these observations either numerical or otherwise is referred to as Data. 

 
These observations may be collected in a simple way like recording the 

sex of a person in a group or noting down the number of cases of a 

disease in a community or may be done through an experiment such as 

counting the total white blood cells in a given volume of blood of an 

individual, etc. In each of the above cases, a certain observation is made 

of a characteristic and this characteristic which varies from one 

observation to the other is called a variable. 
 

 

Depending upon the nature of the variable, the data is classified as 

Qualitative or Quantitative. When the data is recorded in a qualitative 

form like sex, type of disease, cause of death, etc. the data is referred to 

as Qualitative Data. When the variable under observation takes 

quantitative values like haemoglobin level or white blood cell count in a 

given volume of blood, etc. the data is referred to as Quantitative Data. 

Ordinarily in a qualitative data, the observations are obtained by 

enumeration or counting, while in a quantitative data, the observations 

are obtained through certain measurements. 
 

 

Quantitative  data  can  be  further  classified  into  two  kinds,  namely 

discrete and continuous. When the variable under observation can take 

only fixed values in a given range like whole numbers or the variable 

jumps from one number to another without taking in between values, the 
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data is called discrete data. On the other hand, if the variable can take 

any value in the given range of numbers, the data is called continuous 

data. As specific examples, the number of white blood cells in a given 

volume of blood is a discrete data as it can be expressed only in whole 

numbers, while the haemog1obin percentage level of an individual is a 

continuous data as it can be measured to any decimal value depending 

on the precision of the measuring instruments. 
 

 

2.0     OBJECTIVES 
 

At the end this unit, you should be able to: 

 
         define data 

         name the types of data 

         describe the methods of collection of data 

         describe the method used to collect morbidity data. 
 

 

3.0     MAIN CONTENT 
 

 

3.1     Method of Data Collection for Field Studies 
 

The data for any research study can be collected either from primary 

source known as Primary data or secondary source known as Secondary 

data. Primary data are those which are collected afresh or for the first 

time, while Secondary data are those, which are collected from data 

already available from other sources such as institutiona1 records, 

published reports or studies. 
 

 

Data can be collected either by Quantitative or by Qualitative methods. 

Quantitative methods are adopted to obtain information of descriptive 

type and will provide data for estimations. These may be either by 

survey   method   or   experimentation.  Qualitative   methods   of   data 

collection are for understanding underlying causes of occurrence of a 

phenomenon or a particular event. It will provide information to 

understand the “WHY” of an event. The method seeks to understand the 

behavioural patterns such as beliefs actions or norms of subjects under 

study. Usually the method does not provide data for making estimations. 
 

 

Quantitative methods of data collection should confirm to the following 

principles: 
 

 

a. sample should be representative and preferably of large size 

b. should adopt standardised individual questionnaires 

c.        only limited number of variables of interest are studied 

d. information collected should be  quantifiable and  amenable to 

statistical procedures. 
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In contrast to the above principles, qualitative methods of data collection 

should confirm to the following principles: 

 
a.        sample is purposive 

b. methods adopted are interviews, either of individuals or groups, 

observations, case studies or group discussions 

c. information obtained is extensive, descriptive and subjective, but 

may not be amenable to routine statistical analytical methods 
d.        relationship with the respondent is structured or semi- structured 

e.        method tries to get the inside of the interviewee’s world. 
 

 

3.1.1  Quantitative Methods of Data Collection 
 
Important methods of collection of quantitative data are: 

 
a.         Interview method 

b.        Observation method 

c.        Questionnaire method 

 
Selection of appropriate method depends on the nature and scope of the 

study, availability of funds, and availability of time and precision of 

estimates to be made from the data. 
 

 

a.        Interview Method 

 
Interview method is the most commonly used method in field studies. It 

involves presentation of oral-verbal stimuli and reply in terms of oral- 

verbal responses. The interviews may be personal interviews or 

telephonic interviews. Personal interviews are usually carried out in a 

structured  way  and  are  known  as  structured  interviews.  In  this 

technique, predetermined questions are asked and recorded on a pre- 

designed and pretested proforma. Unstructured interviews do not follow 

a system in predetermined order of questioning. However, unstructured 

interviews require deep knowledge on the subject. 
 

 

The advantages of interview method of data collection are: 

 
1.        more information in greater depth can be obtained 

2. interviewer with his skill can overcome the resistance from the 

respondent 

3.        has greater flexibility and question can be restructured as per 

situations 

4.        personal information can be obtained 

5.        samples can be covered completely with repeated visits 

6.        interview  can  capture  lot  of  information  and  also  collect 

supplementation information 
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7.        desired information can be collected at one point 

8.        provides accurate data for calculation of various rates or ratios. 
 

 

However, the method is expensive and time consuming. Great care has 

to be taken to avoid interviewer’s bias as well as interviewee’s bias. This 

can be attained by careful selection and training of interviewers. The 

method involves establishment of good rapport with the interviewee. 
 

 

b.       Observation Method 

 
This is a common method used in behavioural sciences or c1inical case 

studies where information is obtained by investigator’s own observation. 

Before starting observation, it is necessary to make a checklist of items 

to be observed as well as structuring the style of recording to facilitate 

easy analysis. 
 

 

The advantages of this method are that subjective bias of both observer 

and respondent is eliminated since information pertains to what is 

happening. Furthermore, the observations are independent of 

respondents’ willingness to answer questions. This method is useful 

especially when the respondents are not capable of answering verbal 

question. 
 

 

However, the method is expensive, information provided is limited and 

sometimes unforeseen factors may interfere with the observation.   In 

some cases respondents may not be willing to be observed. 

 
The observation may be Participant observation where the observer 

shares the experiences, being a member of the group. It may be a Non 

participant observation where the observer is a detached emissary. It 

may also be disguised observation when the observations are made 

without people knowing that they are being observed. 
 

 

c.        Questionnaire Method 

 
In this method, a pre-designed and pre-tested questionnaire is circulated 

to the respondents, either in person or through mail, who will answer the 

questions  by  themselves.  The  answers  to  the  questions  may  be 

structured or open ended. This method is less expensive compared to 

other methods since questionnaires can be circulated to large samples. 
 

 

However, the method has the disadvantage of loss of coverage since all 

the respondents may not return the questionnaires. Furthermore, all the 

questions may not be answered by all the respondents. Besides, there 

may be difficulty in understanding the questions by the respondents. 
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This can be taken care of by adopting guided questionnaire method 

where the group of respondents is initially briefed about the questions. 
 

 

3.1.2  Qualitative Methods of Data Collection 
 
Commonly used qualitative methods are: 

 

 

a.        Case study method 

b.        Focus group discussions 
 

 

a.        Case Study Method 
 
This is a popular form of qualitative method of data collection and is a 

systematic research technique used extensively by sociologists, 

behavioural scientists and anthropologists and even clinicians. The 

method involves complete and careful observation of a community, 

social unit, institution, family, individual or an episode or an event in the 

life of an individual. Usually an in-depth analysis of a limited number of 

variables and their interrelationships are carried out. The method is more 

of understanding the behavioural patterns, cause and effect and to 

formulate hypothesis, which can be tested through a detailed study to 

generalise the observations. 

 
Major advantages of the case study technique are that, it helps to 

understand the behavioural patterns, collect personal data, trace the 

natural history of the event and their relationship with other factors, and 

study intensively the social units and to provide a basis for formulation 

of further studies. 

 
However, through case studies it may not be possible to genera1ise since 

the data pertains only to the case under study which may not be a 

representative sample. 
 

 

b.       Focus Group Discussions 

 
The method is a semi structured discussion of a given topic with a 

homogenous  group  of  6  to  10  individuals.  In  this  method,  the 

discussions are not rigidly controlled as in the case of an interview using 

a Standardised question but is neither an unstructured conversation. The 

discussion is led by a trained facilitator who uses a checklist of items to 

be discussed and encourages the participants to respond to open ended 

questions and to come out with their responses. 

 
Advantages of focus group discussions are that the group members can 

spontaneously express their ideas and they are not to answer questions. 

The flexible format allows the facilitator to explore the situations in an 
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open manner. A wide range of information can be elicited in a less 

expensive manner. 
 

 

However, the limitations of group discussions are that the information 

elicited  may  not  be  representative  of  the  population  and  special 

statistical techniques are to be used for the analysis. 
 

 

The   analysis   and   interpretation  of   information   elicited   is   more 

subjective. 
 

 

Various steps and tasks involved in any focus group discussions are as 

follows: 
 

 

i. Definition of the topic for discussions and identifying 

information to be collected 

 
Broad topic should be determined based upon priorities. In a single 

study it is not possible to collect vast information in an in-depth manner. 

As such a choice has to be made between range of topics and the depth 

of information to be collected within the limited time. 
 

 

ii.       Constitution of study team 

 
The constitution of the study team should be based on the skills of the 

team members in planning and conducting group discussions. The team 

should have sufficient understanding of the content and priorities of 

information to be collected. In qualitative data collection methods, 

familiarity with the communities or target groups to be interviewed, 

fluency in local language and organisational capabilities should be some 

of the qualities of the team members. 
 

 

iii.      Development of a scheme for information collection 
 

Development of a scheme of information collection will enable the team 

to visualise the scope of the information to be collected as well as help 

them to think holistically about different aspects of the subject matter to 

be studied, as the focus group discussions are aimed at discovering 

different aspects of the situations. This scheme should include main 

items and sub items to be covered in a systematic manner. While 

formulating these details, interrelationship of information to be collected 

should be kept in mind. It is better to visualise the scheme in a flow 

chart format indicating the sequencing of information to be collected. 
 

 
 
 
 

iv.      Identifying target groups and sample of interviewees 
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Identification of targets groups who are to be included in the group is 

very crucial. This should be influenced by the fact on the knowledge of 

the group about the desired information covered under the topic for 

investigation. In deciding about the target groups, practical 

considerations of time and resource should also be kept in mind. Thus 

data collection should concentrate on those groups who are most 

knowledgeable as well as influential on the topic of investigation. The 

number of groups to be interviewed should be a minimum of three 

groups of each type. The sample size for any group interview should be 

limited to 6 to 10 persons per group. The basic principle to decide on the 

composition of a group is homogeneity of group members. People will 

feel more comfortable and respond freely in groups who are similar with 

respect to age, sex, socio-economic status, etc. 
 

 

v.        Formulation of group interview guide and questions 

 
The intensive guide should be in terms of series of questions to be 

covered during the discussions. This guide should be flexib1e and 

adoptive as per situations. Questions formulated should be in third 

person, usually hypothetical and explore basic aspirations and anxieties. 

The questions should be in the local language and dialect of the 

respondents. Most of the questions should be open ended and should not 

lead to definite conclusions. The questions are to be clearly worded in an 

understandable manner, neutral, formulated in a positive rather than in 

negative manner. The questions are to be sequenced in an answerable 

manner. 
 

 

vi.       Note taking during interviews 

 
The notes should be taken during interviews in as detailed manner as 

possible. The notes should reflect exactly as to what the participation 

say verbatim and should not be filtered. Notes should be taken in first 

person, key words and ideas should be recorded, original sayings and 

phrasings should be retained, worded exactly as spoken and should not 

reflect a different opinion expressed by the group. 
 

 

vii.     Other aspects of conducting a group interview 
 
The sport selected for interview should not be controversial and should 

be neutral facilitating all the participants to gather, besides being less 

disturbing and distracting. 

 
Participants should sit in a circle facing each other, so that proper 

interaction is ensured between the participants. 
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The facilitator should sit in the same level as the other participants to 

identify himself as one of them. It is important to greet the participants, 

explain to them the purpose of the interview and assure them that the 

responses would be kept anonymous. 

 
Interviews should be limited to a maximum of about one to one and half 

hour. 

 
3.2     Tools Preparation for Data Collection 

 
Tools may be questionnaires or schedules or proforma for field 

investigations, through which the desired information is collected and 

recorded. They contain the variables in question form; the answers to the 

questions are recorded in either a pre-structured or unstructured form. 

Pre-structured refers to the answers in a pre-designed form while 

unstructured means open ended answers. Tools developed should have 

validity and reliability. Validity refers to the collection of desired 

information in complete and true form, while reliability refers to 

obtaining same answers, when information is collected again for a 

particular question from the same respondent. 
 

 

While designing tools the following aspects are to be kept under 

consideration: 

 
         objectives of the study are to be clearly stated 

  tools should be prepared keeping in mind the type of respondents, 

nature of information and method of analysis to be adopted 

  all the variables to be covered under the study are to be listed in 

advance. 

  questions pertaining to the listed variables are framed in a simple 

and understandable form and are to be logically sequenced. 

Sometimes  particular  variable  may  require  more  than  one 

question 

  the tools designed are to be pre-tested through pilot studies for 

testing for validity and reliability. pre-testing will also help the 

investigator to understand other aspects such as time required for 
each interview and other practical aspects 

  tools are to be thoroughly edited on the basis of results of pre- 

testing 

  questionnaires should not be lengthy and they are to be split into 

more number of simple ones 

  questions are to be well framed in an understandable manner and 

should be      simple and straight forward 

  subjective questions should have clear cut definitions for their 

classifications to attain uniformity in answers 
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  in structured tools, the pre-designed answers should be clearly 

defined to   avoid   subjectivity  and   to   enable  collection  of 

information in a uniform pattern 

  it would be advantageous for analysis, if computerised format is 

used for data collection. 

 
3.3     Collection of Morbidity Data 

 
There is no regular system for the collection of morbidity data either at 

state or national level. Still major health institutions compile the 

outpatient and in patient records according to the names of the diseases. 

From these reports the Central Bureau of Health Intelligence attached to 

the Director General of Health Services publishes periodical reports 

after compiling and collating health data from various sources. 
 

 

Periodical or ad-hoc surveys are also undertaken by organisations like 

Central Statistical Organisation, Nigeria Institute of Medical Research 

Council, World Health Organisation, etc. to obtain information on 

various morbidities. 

 
Further information regarding communicable diseases is compiled from 

the reports of infectious diseases. 

 
Morbidity information can also be obtained from: 

 

 

         Hospital and dispensary records 

         General practitioners records 

         Records of health and welfare centres and educational institutions 

         Recruitment and sickness records of Armed forces 

         Records of  social security schemes such as  Emp1oyees State 

Insurance  Scheme,  Contributory Health  Service  Scheme,  Life 

Insurance, etc. 

         Records of notifiable diseases 

         Reports of routine and special sickness surveys 

         Statistical abstracts of important diseases 

         Statistical reports of important health institutions 

         Reports of registries established for certain diseases like cancer. 
 

 

4.0      CONCLUSION 
 
In Health sciences, data may be collected either for research or for 

defining health status of a population or for monitoring of health 

activities. In all these, the data is obtained from various sources by 

actual experimentation or through surveys or analysis of records. 
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5.0 SUMMARY 
 

In this unit, we have looked at the importance of collection of data. 

Types of data, method of collection of data, tools for the preparation of 

data collection as well as collection of morbidity data. 
 

 

6.0 TUTOR-MARKED ASSIGNMENT 
 

1. What do you understand by the word ‘data’? 

2. Distinguish between qualitative data and quantitative data. 

3. Mention at least five sources of morbidity data. 
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1.0     INTRODUCTION 
 
Raw data as recorded in a proforma will not be of much help in 

understanding their meaning or underlying trends. As such, the data 

should be arranged and classified in a suitable manner. A preliminary 

and convenient way of presentation of data is to arrange them in the 

form of tables. 
 

 

2.0     OBJECTIVES 
 
At the end of this unit, you should be able to: 

 
         prepare a frequency distribution table 

         describe the working method for tabulation of data. 
 

 

3.0     MAIN CONTENT 
 
3.1     Frequency Distribution Table 

 

 

In a frequency distribution (Table 1.1), the observations are arranged 

into a table depicting the value of the variable according to number of 

times the particular value has occurred in the series, as depicted below. 
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Table 1.1:     Frequency Distribution of  Individuals in  a  Community 

According to   the Number of Illness Suffered by them in a 

Year 
 

 

No. of illness suffered in a year No.  of individuals 
 No. Percent 

0 

1 

2 

3 

4 

5 

6 

7 

24 

76 

114 

115 

86 

51 

26 

18 

4.7 

14.9 

22.4 

22.5 

16.9 

10.0 

5.1 

3.5 

Total 510 100.0 
 

In Table 1.1, the data of the number of illness suffered by individual 

members has been arranged into a table. When the raw data of 510 

members is viewed individually, it will not mean anything. But after 

arranging the data into the above Table it can be easily understood that 

only 24 or 4.7% of members did not have any illness, 76 or 14.9% had 

one  illness,  114  or  22.4%  had  two  illnesses  and  that  almost  same 

number, had three illnesses. From the table it can also be inferred hat the 

maximum number of members had two to four illnesses and the number 

of illnesses extends up to 6 or 7 in a year. 
 

 

The above table is the most common way of presentation of data in the 

form of tables and is known as frequency distribution Table, it can be 

seen  from the  table  that  the  first  column  consists  of  values  of  the 

variable and the adjoining column consists of the number of times the 

particular value of variable has occurred; in other words, the frequency 

of occurrence of the value of the variable in the series of data. 
 

 

The above data is a discrete data and also the values of variable have a 

small range. If on the other hand, the variable is continuous or has a 

large range, the table, if presented in terms of single values of the 

variable, the table becomes very long and will not help in making 

inferences from the table. For such data, the table is prepared after 

grouping the values of variable. Such groups are known as class 

intervals. 
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Table 1.2: Frequency Distribution of Haemoglobin Level of 

Antenatal Mothers in a Commodity 
 

 

Hb. Level in gms ( %) No.  of mothers 
 No. Per cent 

8.1 – 9.0 

9.1 – 10.0 

10.1 – 11.0 

11.1 – 12.0 

12.1 – 13.0 

13.1 – 14.0 

14.1 – 15.0 

15.1 – 16.0 

13 

20 

25 

35 

48 

35 

22 

18 

6.0 

9.3 

11.6 

16.2 

22.2 

16.2 

10.2 

8.3 

Total 216 100.0 
 

In Table 1.2, frequency distribution of haemoglobin level of antenatal 

mothers is presented. Since the haemoglobin level is measured in 

decimals one gms % is taken as a class interval. From the table, it can be 

inferred that majority of mothers, that is, 54.6% are in the haemoglobin 

range 11.1 to 14.0 gms%, while 15.3% are up to only 10.0 gms%. Thus 

the table helps in understanding the patterns quickly. 
 

 

3.2     Multiple Classifications 
 

When two or more variables are under study, the variables can be 

simultaneously presented in the same table. The variables are classified 

both along the rows and columns and the frequency corresponding to 

each pair of values of the variables is presented in a cell. An illustration 

of a two-way classification is presented in Table 1.3. 
 

 

Table 1.3:     Distribution  of  Height  and  Weight  of  Students  Aged 

Seventeen Years in a Class 
 

 

Weight in kg 

Height in cm 

41-45 46-50 51-55 56-60 61-65 66-70 Total 

146 – 150 

151 – 155 

156 – 160 

161 – 165 

166 – 170 

171 – 175 

- 

2 

8 

7 

2 

1 

- 

1 

12 

23 

8 

1 

1 

1 

11 

40 

18 

8 

- 

- 

2 

15 

14 

10 

- 

1 

2 

5 

6 

5 

- 

- 

2 

- 

1 

3 

1 

5 

37 

90 

49 

28 

Total 20 45 79 41 19 6 210 
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This table presents the data on height and weight of students in a class. 

Each cell gives the number of students corresponding to the height and 

weight of the particular row and column. 

 
For example the cell corresponding to the third row and first column, 

indicates that there are eight students corresponding to a weight of 41-45 

kg and height of 156-160 cm. Similarly, observations can be made for 

any cell corresponding to the weight and height of that cell. The last row 

and the last column, known as marginal totals, give the frequency 

distribution of height and weight of students respectively. 

 
It may be observed that the data presented in the above table are 

quantitative in nature. Qualitative data can also be presented in similar 

tables.  As  an  example  the  blood  group  distribution  of  individuals 

without leprosy and different types of leprosy (Table 1.4) is presented 

below to understand whether there is any association between blood 

group and incidence of leprosy in individuals. 

 
Table 1.4:     Distribution  of  Blood  Groups  amongst  a  Sample  of 

Persons  without  Leprosy  and  Patients  with  Different 

Types of Leprosy 
 

 

Blood 

Group 

Individuals classified as 

 Without 

leprosy 

Lepromatous 

leprosy 

Non- 

lepromatous 

leprosy 

Total 

 No. % No. % No. %  

A 

B 

O 

AB 

30 

60 

47 

13 

20.0 

40.0 

31.3 

8.7 

49 

49 

59 

12 

29.0 

29.0 

34.9 

7.1 

52 

36 

48 

16 

34.2 

23.7 

31.6 

10.5 

131 

145 

154 

41 

 

3.3 Basic Principles of Tabulation of Data 
 

a. Every  table  should  contain  a  title  indicating  what  has  been 

presented in the table. Ordinarily, titles should be brief and to the 

point. Title can be written either at the top or bottom. 

b. The number of class intervals in a table should not be too many 

or too less. Depending on the aims of presentation, the number of 

class intervals may be decided. Class intervals may be equal or 

unequal depending on the purpose of presentation. 
c. Rows  and  columns  are  to  be  clearly  defined  as  to  what  is 

presented in them. 

d. Standard  codes  and  symbols  are  to  be  used  and  wherever 

necessary, they are to be explained as footnotes. 
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e.        Units of measurement of variables are to be specified. 

f.        The end and beginning points of class intervals should not be 

overlapping. 

g. If the data presented is of secondary sources, the source of data 

should be mentioned at the bottom of the table. 

 
The above hints, aim at making the table self-explanatory. 

 

 

3.4     Working Method for Tabulation of Data 
 
The data available on proforma, schedules or registers are transformed 

into tables mainly by two methods. One is known as manual tabulation 

using tally marks method and the other through computers. The manual 

tabulation method is appropriate when the volume of data, both in terms 

of number of variables as well as number of observations, is not large. 

Otherwise computers are used to generate tables. Statistical packages are 

available for the purpose. When computers are used, the data is to be 

transferred on to computers in specified pattern according to the 

Statistical package used for the analysis. 
 

 

3.4.1  Manual or Tally Marks Method of Tabulation 
 
First the range for the values of the variable is noted. Then this range is 

divided into suitable number of groups so that the number of groups is 

neither many nor less to enable suitable conclusions. These groups or 

class intervals are noted down in the first column of the table. Then each 

observation is tabulated into these class intervals, in the second column 

by a tally mark. This is done by going through the data in a sequential 

manner and putting a tally against the class interval corresponding to the 

value of the variable. A fifth tally is put for every fifth observation in the 

class interval across the previous four tallies to enable easy counting of 

tallies. 
 

 

One has to be careful in putting tallies, and if a mistake is committed, 

the entire process has to be repeated. 

 
Tabulation by the above procedure is illustrated for the data in example 

1. 
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Example 1:  WBC count per cu.mm of blood for a group of individuals 

are as follows: 
 

6200 5400 8000 7000 6000 5650 6550 7540 

4250 6270 7570 7250 4675 5750 6500 4800 

4020 6580 7950 6550 8200 6500 8500 6500 

6500 8500 7200 5000 7000 5500 7400 7500 

5500 8250 5190 8450 8000 6250 7550 6800 

7600 6500 8500 8500 8300 8200 6500 6600 

6500 4600 4800 5200 6650 7500 6800 5800 

7500 8000 8500 7750 6750 5850 7400 4900 

5200 6750 5850 6250 5850 5750 5600 4800 

7350 7540 6540 6970 7460 4560 7900 7500 
 

Nine class intervals as shown in the column of table 1.5 can be formed. 

These class intervals are written in the first column. Then the data is 

read one by one, may be in terms of rows. The first observation is 6200 

and a tally mark is put against the class interval 6001-6500. The second 

observation is 5400 and a tally is marked against the class interval 5001- 

5500. The third is 8000 for which tally is marked against the class 

interval 7501-8000. Thus the procedure is repeated for all observations. 

When all the tallies are marked for the data, the table will be as shown in 

table 1.5. 

 
Table 1.5:     Preliminary Table  for  the  WBC  Count  of  a  Group  of 

Individuals 
 

 

WBC count  per  cu. 

Mm. of blood 

Tally marks Frequency 

4001 – 4500 

4501 – 5000 

5001 – 5500 

5501 – 6000 

6001 – 6500 

6501 – 7000 

7001 – 7500 

7501 – 8000 

8001 – 8500 

/ / 

/ / / /  / / / 

 / / / /  / 

/ / / /   / / / / 

/ / / /   / / / /   / 

/ / / /  / / / /  / / / 

/ / / /   / / / /  / 

/ / / /   / / / / 

/ / / /  / / / / 

2 

8 

6 

9 

11 

13 

11 

10 

10 

Total  80 
 

Then a final table is prepared as detailed earlier. 
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3.5 Classification of Diseases, Injuries and Causes of Death, 

Age and Occupation 
 
While tabulating data on morbidities, mortalities, age, occupation, etc. a 

standard classification has to be followed so as to enable comparisons 

from one research study to other. International organisations like World 

Health   Organisation   and   International   Labour   Organisation   have 

adopted certain standard classifications, which are given below: 
 

 

i.        Classification of Diseases, Injuries and Causes of Deaths 

 
World Health Organisation has recommended classifications for the 

above data. They are revised once in ten years. Presently the tenth 

revision is in use. The structure of the tenth revision retains the basic 

classification originally proposed by William Farr in the early days of 

disease classification. His scheme of classification was based on 

grouping the diseases as epidemic diseases, constitutional or general 

diseases, local diseases arranged by site, developmental diseases and 

injuries. The classification system adopted is basically a single coded list 

of three character categories, each of which can be further divided into 

up to ten four character subcategories. The tenth revision uses an 

alphanumeric code with a letter in the first position and a number in the 

second, third and fourth positions.   The fourth character follows a 

decimal point. Possible codes range from A00 to Z99.9. 
 

 

WHO has published these classifications in three volumes. Tabular lists 

of WHO is contained in Volume 1 providing main classification 

composed of the list of three character categories and the tabular list of 

inclusions and four character subcategories. Volume 3 contains an 

alphabetical index of all diseases. 

 
WHO classification has twenty one main categories as follows: 

 

 

         certain infections and parasitic diseases 

         neoplasms 

  diseases  of  the  blood  and  blood  forming  organs  and  certain 

disorders involving the immune mechanism 

         endocrine nutritional and metabolic diseases 

         mental and behavioural disorders 

         diseases of nervous system 

         diseases of the eye and adnexia 

         diseases of the ear and mastoid process 

         disease of the circulatory system 

         diseases of respiratory system 

         diseases of digestive system 
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         diseases of skin and subcutaneous tissue 

         diseases of musculoskeletal system- and connective tissue 

         diseases of genitourinary system 

         pregnancy child birth and the puerperium 

         certain conditions originating in the prenatal period 

  congenital   malformations,   deformations   and   chromosomal 

abnormalities 

  symptoms, signs and abnormal clinical and laboratory findings, 

not elsewhere classified 

  injury and poisoning and certain other consequences of external 

causes 

         external causes of morbidity and mortality 

         factors influencing health status and contact with health services. 
 

 

For detailed reporting of morbidity, tabulation lists are provided with 

298 detailed items. There are lists for routine reporting as well as special 

tabulation lists, providing information on the most important diseases 
and external causes of death. 

 

 

ii.       Age Classification 

 
Age statistics are important since most of the socio-demographic, 

morbidity and mortality analysis is performed according to age and sex 

variables. Information on age is highly deceptive and care is to be taken 

to elicit correct age. Always age at last birth day, i.e. the age in 

completed years, should be collected, except for infants, where it will be 

in completed months. There is a tendency in illiterates to give the age in 

years ending with 5 years. To take this error into consideration age 

classifications are mostly done in five year groups. 

 
Classification of data on age is done keeping in mind the purpose and 

utility of the tabulation. The age classification should facilitate 

comparison of one set of data with the other. As such WHO has 

recommended classification as follows: 
 

 

For General Purposes 
 

  Under 1  year,  single  years to  four  years inclusive,  five year 

groups from 5 to 84 years, 85 years and over. 

  Under 1 year, I to 4 years, 5 to 14 years, 15 to 24 years, 25 to 34 

years, 35 to 44 years, 45 to 54 years, 55 to 64 years, 65 to 74 

years, 75 years and over. 

  Under 1 year, 1 to 14 years, 15 to 44 years, 45 to 64 years, 65 

years and over. 
For Special Statistics of Infant Mortality 
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  By single days for the first week of life, 7 to 13 days, 14 to 20 

days, 21 to 27 days, 28 days up to but not including 2 months, by 

single months of life from 2 months to 1 year. 

  Under 24 hours, 1 to 6 days, 7 to 21 days, 28 days up to but not 

including 3 months, 3 to 5 months, 6 months and over but under 1 

year. 

         Under 7 days, 7 to 27 days, 28 days up to but under 1 year. 

 
If the age groups are tabulated in greater detail than in one of the above 

groupings specified above, they shall be arranged as to allow 

condensation into one of the above groups. 
 

 

iii.      Classification of Occupations 

 
The International Labour Organisation (ILO) has provided classification 

lists for occupations. The list provided by ILO consists of ten major 

groups and each is further subdivided into two digit classification. 

 
The ten major classifications of workers and non workers are as follows: 

 

 

a.        cultivators 

b.        agricultural labourers 

c.        livestock, fishing, plantations, etc 

d.        mining and quarrying 

e. manufacturing, processing, servicing and repairs 

f. construction 
g.        trade and commerce 

h. transport, storage and communication 

i. other services 
j.        non workers. 

 

 

4.0     CONCLUSION 
 
Data can be arranged into different types of tables depending upon the 

nature of data and purpose of tabulation. 
 

 

5.0     SUMMARY 
 
We have looked at various way of construction of a table; basic 

principles of tabulation of data, multiple classification and working 

methods of tabulation of data. 
 

 
 
 
 

6.0   TUTOR-MARKED ASSIGNMENT 
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1. The number of child births recorded in 50 maternity homes of a 

local government in August of 20XX is as follows: 
 

50 99 81 86 69 85 93 63 92 65 

77 74 76 71 90 74 81 94 67 75 

95 81 68 105 99 68 75 75 76 73 

79 74 80 69 74 62 74 80 79 68 

79 75 75 71 83 75 80 85 81 82 

 

2. Construct a frequency distribution table, using class intervals 45- 

54, 55-64, etc. 
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1.0     INTRODUCTION 
 
It is seen that the simplest method by which an unwieldy and complex 

data can be made understandable is by arranging the data into a suitable 

table. But it is also known that in tables there will be certain number of 

rows and columns and as such most of the times, it will be difficult to 

understand and visualise the comparisons and contrasts between two or 

more  tables.  It  is  always  easier  to  grasp  the  data  through  visual 

inspection by suitable diagrams or graphs drawn for the data. As such, 

diagrams are more useful methods of rendering the whole data readily 

intelligible to the eye. At the same time, because of their visual appeal, 

great care should be taken in designing the graphs so that the reader is 

not misled. 
 

 

2.0     OBJECTIVES 
 
At the end of this unit, you should be able to: 

 
         draw bar charts 

         draw pie charts 

         draw Histogram 

         draw statistical graphs. 
 

 

3.0     MAIN CONTENT 
 

 

3.1     Basic Concepts in Graphical Presentation of Data 
 
As every aspect of the data cannot be presented in the diagrams, the 

graphs or diagrams will serve only as a preliminary aid in understanding 

of the data and to compare different sets of data. 

 
The following are some of the important points to be remembered in the 

construction of diagrams and graphs: 
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         the diagram should be simple and consistent with the type of data 

  diagrams should be self-explanatory and should contain a brief 

and clear title of caption, the nature of the data, the coverage of 

data illustrating to what or to whom the data relate, the period to 

which the data relate, the scale, index, etc. 

  the number of lines drawn in any one graph should not be many, 

so that the diagram does not look clumsy and should facilitate 

easy grasp of the salient features of the data 

  usually the rulings of the graph paper should be light and the 

lines of the diagram should be heavier. Ordinarily the values of 

the variables are represented on the horizontal or X-axis and the 

corresponding frequencies on the vertical or Y-axis 

  on both X-axis and Y-axis, the scale of division of axis should be 

proportional and the division should be marked along with the 

details of the variable and frequencies, which are presented on the 

axis 

  every graph should contain a brief title at the top and the scale of 

division for X-axis and Y-axis should be given at the right hand 
corner of graph 

  the lines drawn on a graph should never be extrapolated beyond 

the range of the values of the variable for which the graph is 
drawn. 

 

 

3.2     Types of Diagrams 
 

i.        Line diagram 

 
This is the simplest type of diagram and is useful to study the changes of 

values of the variable with the passage of time. This diagram is drawn 

by presenting the time, such as hours, days, weeks, months, or years 

along the horizontal axis and the value of any quantity or index 

pertaining to this period along the vertical axis. The height or distance of 

each point from the base is represented by the value of the quantity 

studied at that particular point of time. When all such points 

corresponding to the time periods are plotted, they are joined by a line. 
 

 

In this type of graph, the attention is towards the height of the curve at 

various points of the base or in other words towards the trend of the line 

drawn with the passage of time. 
 

 
 
 
 
 
 
 

5.00 - 
 

4.00 - 

30 
3.00 - 

 

2.00 - 
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Fig. 4.1: Decadal Growth of Indian Population during 1901 

to 1991 

 
If more than one set of observations are to be compared on the 

same graph paper, then each set of observations is represented by 

a different type of line such as dotted line for one set of 

observations, broken line for another set and so on. 

 
In Figure 4.1, the data pertaining to annual growth rates of India 

for urban and rural areas during different decades are presented. 

This graph shows the trend of these rates with the passage of 

time. This type of graph is useful to know the trend of the values 

of the variable over time. From the graph, it can be seen that the 

urban areas are growing at a faster rate than rural areas. For rural 

areas, there was decline in these rates during 1911-21 and 1941- 

51,  with  a  negative  rate  during 1911-  21,  while  urban  areas 

showed a decline only in 1951-61 and 1981-91. 
 

 

ii.       Logarithmic scale for line diagram 
 

 

In some cases instead of knowing the trend of variation of a particular 

variable over a period of time, it may be required to study the rate of 

change of the variable with the change in the time. 

 
This rate of change may be of two types. In one case the variable may 

change with a constant addition for every unit of change in the other 

variable. In such cases, they are said to change in arithmetic progression. 

As an example, the height of a person, up to a certain age, may increase 

in constant addition for every additional unit of age, say years. That is to 

say that the height at any age will be the height at the previous year plus 

the constant addition of height per year of  age. When such data is 

plotted on ordinary graph paper, the diagram will be a straight line. 
 

 

On the other hand, in certain types of observations the change in one 

variable may occur as a constant multiple of the value of the variable at 
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the previous point. In such cases the variable is said to be in geometric 

progression. As an example, while measuring the toxicity of a drug on 

animals, it may happen that the number of animals, which die at a 

particular concentration of the drug, may be in certain multiple of the 

number of animals, which have died at the previous concentration of the 

drug. When such data is plotted on an ordinary graph paper the diagram 

will not be a straight line. In order to know the rate of change of the 

dependent variable in terms of the independent variable, from the graph, 

these graphs should be in the form of straight lines. 
 

 

The rate of change can be measured from the angle between the straight 

line and the X-axis. To adjust for such data, usually the scale of one of 

the axes will be in ordinary scale while that of the other axis will be in 

logarithmic scale.  Such  graph  papers  are  known  as  semi-log graph 

papers or arith-log graph papers. Example of the application of such 

graphs in medicine is the log-dose response curves in Pharmacology. If 

the response of several doses of a particular drug is plotted against the 

doses, usually the graph will not be a straight line. But on the other 

hand, if log doses are taken and the corresponding responses are plotted 

then the graph obtained will be a straight line. Instead of taking 

logarithms of dose, the doses can be directly plotted on arith-log graph 

paper. 
 

 

Here the doses are plotted on logarithmic scale axis while response is 

plotted on arithmetic scale axis. Survival rates of organism for two 

treatments over a period of time depicted in Figure 4.2 on logarithmic 

scale facilitates conclusion on the efficacy of drugs. 
 
 
 

100 
 

 
 
 
 
 
 

10 
 

 
 
 

1 
1 2 3 4 5 6 7 8 9 

Drug 1 

Drug 2 

 
Time Intervals 

 
 
 
 

Fig. 4.2: Survival  Rate  of  Organisms  for  Two  Drugs  at 

Different Three Hourly Intervals of Time 

iii. Bar diagram 
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This graph is drawn from the frequency distribution table representing 

the variable on the horizontal axis and the frequency on the vertical axis. 

Bars or rectangles are drawn along the graph sheet. Height of each bar 

or rectangle corresponds to the frequency in a class interval in the case 

of quantitative data. In the case of qualitative data, it corresponds to the 

frequency in each group of the characteristic under observation. The 

height of the rectangle of the bar will be corresponding to the frequency 

while the breadth or the base corresponds to the length of the class 

interval of the variable, if the graph is for quantitative data. In the case 

of qualitative data the breadth corresponds to the various groups or 

characteristics. 

 
An illustration of this graph is shown in Figure 4.3, where the pattern of 

health care utilisation for sickness episodes in a particular region is 

given. 
 

 

The principle behind drawing the rectangles in this graph is that the 

height of the rectangle will be in proportion to the corresponding 

frequencies of the variable. The width of the base of all the rectangles 

drawn on a particular graph paper should be the same when they are 

drawn for qualitative data. 
 
 

 
5000 - 

 

4000 - 
 

3000 - 
 

2000 - 
 

1000 - 
 

0 - 
 
 
 
 

Type of care 
 

 
 
 
 

Fig. 4.3: Health Care Utilisation Pattern for Sickness 

Episodes in a Particular Region 
 

 

For quantitative data, they correspond to the width of the class interval 

as already stated. The different bars should normally be separated by 

equal spacing. 
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By comparing the height of the rectangles, comparisons of different 

groups can be made. As already seen, this graph can be used to depict 

qualitative data as well as quantitative data of discrete type. 

 
Study of sub classification of qualitative data can be done by drawing 

separate bars corresponding to each subcategory. Separate shades are 

given for each bar. There will be as many shades as there will be sub 

portions in a group of data. Each of the shade should be indexed 

separately to make the graph easily understandable. Figure 4.4 is an 

example of depicting Multiple bar diagram of the pattern of health care 

utilisation for sickness episodes in different divisions of a region. 
 

 

4.        Proportional bar diagram 

 
When it is desired to compare the proportion of frequencies within 

subgroups between different major groups of observations, then bars are 

drawn for each major group with equal height and these bars are divided 

corresponding to subgroup proportions in each of the major group. Each 

bar represents 100 per cent as their height. 
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Fig. 4.4:  Multiple Bar Diagram for the Place of Treatment for OPD 

Consultations in Different Divisions of a Region 
 

 

Within  each  bar  various  subgroups  represents  percentage  of  the 

frequencies in that particular subgroup. 

 
In Figure 4.5, the proportional bar diagram is drawn for the data of 

Figure 4.4. 
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Fig. 4.5:        Proportional Bar  Diagram for  the Place of  OPD 

Consultation for Sickness in Different Divisions of 

a Region 
 

 

5.        Histogram 

 
When quantitative data of continuous type is to be depicted in the form 

of a graph, histogram is useful. In drawing this graph, rectangles are 

erected as in the case of bar diagrams with it equal to the class interval 

of the variable on the horizontal axis and the corresponding frequency 

on the vertical axis as its height. But unlike in bar diagrams, all the bars 

are drawn continuously, i.e. adjoining to each other. 
 

 

The  basic  concept  behind  this  graph  is  that  the  area  under  each 

rectangle, when taken as a proportion of the total area under all the 

rectangles, gives the probability of occurrence of the value of the 

variable, corresponding to the class interval covered under the base of 

that particular rectangle. If the total area is taken as one, then the area 

under each rectangle represents the  proportional probability for  that 

class interval. This will be useful to compare the probabi1ity of 

occurrence of various values of the variable in the distribution. 

 
Haemoglobin levels of students in a class are depicted as histogram in 

Figure 4.6. 
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Hemoglobin levels in gms % 
 

 
 
 

Fig.4.6: Histogram  Showing  the  Haemoglobin  Level  of 

Students in a Class 
 

 

iv.      Frequency polygon 

 
This graph is useful to depict frequency distribution of quantitative data 

in the form of a curve. This is useful especially when it is necessary to 

compare two or more frequency distributions. The curves for different 

distributions are drawn with different shades of lines on the same graph 

paper for easy identification. Such comparison will not be possible 

through histograms because the boundaries of the rectangle may overlap 

resulting in confusion. 

 
While drawing these graphs, it is assumed that the frequencies 

corresponding to each class interval is equally distributed around the 

middle point of the class interval. As in the case of histograms, the 

values of the variables are marked on the horizontal axis and the 

frequencies on the vertical axis (Figure 4.7). The frequency 

corresponding to each class interval is marked on the graph by a point 

corresponding to the location of the middle point of the class interval. 

Points corresponding to all the class intervals of the distribution are 

joined by a smooth line. 

 
The end points of the line are joined to the X-axis by joining the curve at 

the middle point of the previous class interval at the start and then at the 

end to the middle point of the next to the ultimate class interval of the 

distribution. This closing of the curve with the X-axis is done to make it 

a polygon and also to ensure that the total area under the curve is equal 

to the area of the corresponding histogram. In certain cases, the line may 

have to be extended to the negative side which may be fallacious or in 
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some other cases the values of the variable can never take the values 

beyond the range depicted in the table. Hence in such cases, it is not 

advisable to join the curve to the base as described above, but to join it 

to the beginning class interval and end point of the last class-interval. 
 
 

60 - 
 

50 - 
 

40 - 
 

30 - 
 

20 - 
 

10 - 

 
 
 

- 
 

  

  
    




 

0  -   
7.5 8.5 9.5   10.5 11.5 12.5 13.5   14.5 15.5 16.5 
| | | | | | | | | | 

Hemoglobin levels in gms% 
 

 
 
 

Fig. 4.7:        Frequency Polygon Showing the Haemoglobin Level of 

Mothers 

 
When two or more distributions with marked differences in their 

frequencies are to be compared, it will be more appropriate to plot the 

percentages rather than the actual frequencies. 
 

 

6.        Pie diagram 

 
This graph is useful for depicting qualitative data. In this diagram, a 

circle is divided into different sectors corresponding to the frequencies 

of the values of the variable. Each segment of the circle will be 

proportional to the frequency of the variable in the data. The segments 

correspond to the angle subtended by the segment at the centre of the 

circle. 
 
Because the total angle at the centre of the circle is equal to 360

0  
and 

since it represents the total frequency, the angle subtended at the centre 

for each segment for any value of the variable is given by the following 

formula: 
 

Angle at the centre for any segment or 

group  
Frequency in the specific group 

x 3600 

Total frequency in all the group 
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off in the circle in succession corresponding to the angle at the 

centre for each segment. The segments are then shaded with 

distinctive shades or colours or numbered and separate index is 

given for these shades or numbers. 

 
In figure 4.8, Pie diagram for the place of treatment for OPD 

consultations in a region is depicted. This graph is effective only 

when the number of groups is not many and the number of 

observations in each group can be added to get the total number 

of observations of all the value of the variables. 
 
 
 
 
 
 
 
 
 
 
 
 

 
Primary health centre 

 

District / specialist hospital 

Taluk hospital 
 

Private consultant 
 
 

 
Fig. 4.8: P1ace  of  Treatment  for  OPD  Consultations  for 

Sickness Episodes in a Region 
 
 
 

vii.     Scatter diagram or correlation chart 
 

 

All the diagrams discussed in the previous paragraphs are useful only for 

frequency distribution with single variables. 

 
When two variables are observed on the same individual, sometimes it 

may become necessary to study the possible relationship between the 

two variables. In such cases, scatter diagram is used to interpret any 

relationship that may exist between the two variables (Figure 4.9). 
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Fig. 4.9: Scatter  Diagram Showing Height and  Weight of 

Male Students in a Class 
 

 

In this graph, the two variables are represented on the two axes of the 

graph paper.  Each point plotted on the graph will be corresponding to 

one set of observation of the two variables for each unit of observation. 

There will be as many points as there are pairs of observations. After 

plotting all the points, when they are viewed collectively the trend of the 

points will suggest any possible correlation that may exist between the 

two variables. 

 
Further details of these graphs are given in module 2, unit 3 under 

Correlation and Regression. 
 

 

vix.     Age and sex pyramid 

 
This  graph  is  useful  for  depicting  the  age  and  sex  pattern  of  a 

community (figure 4.10). In this graph, two histograms are drawn on 

both sides of the vertical axis with their bases adjoining to each other 

with a common scale. One histogram corresponds to the age distribution 

of males and the other to that of females. 

 
Unlike  in  other  histograms  here  the  frequency,  i.e.  the  number  of 

persons in any age group is taken on the horizontal axis and the variable, 

i.e. age groups, is taken on the vertical axis. 
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Fig. 4.10:      Age and Sex Pyramid of a Sample Population in a Survey 
 
 
 

4.0     CONCLUSION 
 

Diagrams prove nothing but they bring outstanding features to the eye. 

They are therefore no substitute for critical tests that may be applied to 

the data, but they are valuable in suggesting such tests explaining 

conclusions founded upon them. 
 

 

5.0     SUMMARY 
 

In  this  unit we  looked  at  the  various  ways  of  presentation of  data 

graphically. 

 
6.0   TUTOR-MARKED ASSIGNMENT 

 

1. 50 99 81 86 69 85 93 63 92 65 
 77 74 76 71 90 74 81 94 67 75 
 95 81 68 105 99 68 75 75 76 73 
 79 74 80 69 74 62 74 80 79 68 
 79 75 75 71 83 75 80 85 81 82 

 

Draw the histogram for the above data. 

2. The following data represent families in a particular region in 

Nigeria classified by the number of children in the family. 
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Families with no dependent child 4.2% 

Families with one dependent child 6.9% 

Families with two dependent children 16.5% 

Families with three dependent children 20.5% 

Families with four dependent children 51.9% 

Draw a pie chart to illustrate the figures above. 
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1.0     INTRODUCTION 
 

The objective of all investigations is to secure some information and 

also to make comparisons with similar available data. It was learnt in the 

previous chapters that from a mass of data one can make comparisons 

using parameters like mean, standard deviation, etc. calculated for the 

data. In clinical medicine, some of the health data are collected by 

experimentation or obtained through permanent health agencies set up 

for the purpose like the data on births, certain diseases suffered by the 

community, etc. But such data collected are neither complete nor will 

mean anything unless they are viewed in the background of various 

other factors like sociological, biological, economical, administrative 

and severa1 other factors. In other words they are to be analysed in the 

light of epidemiological and etiological factors concerned with the 

causation of the phenomenon. To obtain such information, it will not be 

practicable to carry on the investigation on each and every person in the 

community. Usually such data are obtained from a smaller group of the 

community, selected to represent the entire population depending upon 

the available resources, precision and nature of the data required. Even 

in clinical experimentation the investigations are carried out on a smaller 

group of patients or animals to get a representative of the entire group. 

The method of selecting such smaller groups and other aspects of 

sampling are discussed in the subsequent paragraphs. 

 
Before proceeding further, firstly the meaning of some words like 

population or universe and sample, which we often come across, are to 

be understood. 

The  word  population  or  universe  means  an  aggregate  of  units  of 

observation either animate or inanimate about which certain information 
is required. Thus, when recording the pulse rate of boys in a college, all 
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boys in the college constitute the population or universe. When studying 

the houses in a town according to the incidence of a certain disease, all 

the houses in the town constitute the population. When experiments are 

conducted on human beings or animals, such human beings or animals 

constitute the population. 
 

 

The word sample means a portion or a part of the above population 

selected in some manner. Thus a sample for the first population 

mentioned above is a specified number of boys out of all the boys in the 

college, while a sample for the second population means a specified 

number of houses out of all the houses in the town. 

 
When the investigation is carried out for the entire population it is called 

a census enumeration and when it is carried out for the sample it is 

called a sample enumeration. 
 

 

2.0     OBJECTIVES 
 
At the end of this unit, you should be able to: 

 

 

         distinguish between a sample and  population 

         state the criteria of a good estimator 

         state the applications of sampling to community health 

         state the methods of sampling 

         design a sampling procedure 

         determine the size of a sample. 
 

 

3.0     MAIN CONTENT 
 
3.1     Criteria for a Good Sample 

 
A sample can be selected broadly in two ways. One method is by 

selecting only those units of the population so that it suits a specific 

purpose as per the desire of the investigator and a sample selected by 

this method is known as a Purposive sample. This method of selection 

serves a very limited purpose. The other method is by selecting the units 

of the sample in such a manner that the characteristics of the population 

are represented in the sample. This is possible by selecting the units of 

the sample at random. A sample so selected is called as Random sample 

or Probability sample. In this method of sampling, each unit included in 

the sample will have a certain pre-assigned probability of inclusion in 

the sample. 
 

 

Reliable and accurate generalisations about the population are possible 

only through random samples and not through purposive samples. 
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3.2     Some Applications of Sampling in Community Health 
 

Sampling is very useful in all the investigations on community health as 

complete enumeration of the community may not always be possible. A 

few of the common applications are mentioned below. 
 

 

i.        Evaluation of Health Status of a Population 
 

As already indicated, the health status of a community is expressed in 

terms of several health indicators. The data for such indicators will be 

obtained  through  random  sample  surveys  of  the  community,  by 

collecting the general information regarding the disease prevalent in a 

community and their associated epidemiological factors. Surveys can 

also be for special sicknesses such as tuberculosis, trachoma, filariasis or 

nutritional deficiencies or any other health factor. These surveys will 

help in assessing the incidence or prevalence rates and other 

epidemiological aspects of the diseases. 
 

 

Sample surveys are also conducted to know the demographic data of the 

community  such  as  age  and  sex  structure,  sex  ratio  and  other 

sociological data. 

 
For knowing the incidence rates of the disease and some other follow up 

particulars, longitudinal sample surveys are conducted. 
 

 

ii.       Investigations of Factors Influencing Health 

 
For effective control of any disease, mere prevalence or incidence data 

will not be useful unless they are viewed in the light of other factors 

responsible for the causation of the disease such as environment, 

nutrition, genetic background and such other factors. Such etiological 

information is obtained through sample surveys. Surveys on knowledge, 

attitude and practices (KAP) regarding health are also examples of some 

of the investigative surveys which are carried out on random samples. 
 

 

iii.      Studies on Environmental Hygiene 
 

Sample surveys are useful in certain environmental studies such as 

estimation of extent of contamination of water, estimation of degree of 

adulteration of food, etc. Such surveys are similar to quality control in 

industries. 
 

 

In surveys of this type, usually a standard for contamination will be 

fixed and samples are examined to find out whether the contamination is 

above or  below the  fixed standard. The population from which the 
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samples come from will be judged as contaminated or not, depending 

upon the results obtained from the sample. 
 

 

Such  conclusions  are  very  useful  in  judging  the  quality  of  food 

consumed by the community as it will not be possible to examine each 

and every individual’s consumption in a community. 
 

 

iv.      Studies on the Evaluation of Health Measures 
 

 

Sample surveys are useful to estimate the effect of health measures such 

as control of tuberculosis or malaria or effectiveness of health education 

programmes, etc. 
 

 

v.        Studies on the Administrative Aspects of Health Services 
 

Several  health  data  relating  to  health  facilities  for  planning  and 

extension of health programmes in the community are collected through 

sample surveys. Information such as availability and extent of usage of 

medical facilities can be obtained by sample surveys from door to door 

survey or sample analysis of hospital and dispensary records. 
 

 

vi.      Advance Data from Surveys 
 

 

To get advance information from survey data or to check the accuracy of 

the data collected, sample surveys are useful. Random subsamples of the 

entire sample can be used for such purposes. 
 

 

Census Enumeration  versus Sampling Enumeration 
 Census enumeration Sampling enumeration 

1. All units are covered and 

information will be available for 

each unit of the universe. 

For   Only  specified   units   are 

covered and information will be 

available only those units which 

are in the sample. 

2. Useful when detailed information 

is required for each unit of the 

population. 

Useful when overall information 

about the population is required. 

3. Cost of organisation and 

enumeration will be more. 

Cost     of     organisation     and 

enumeration will be less as the 

sample will not be as large as the 

population. 

4. Greater attention cannot be paid 

for  each  unit  because  of   the 

vastness of the population. 

Greater attention can be paid to 

each unit in the sample and only 

a  few  specially  trained  people 

are required for the collection of 

information  due  to  the  relative 
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  smallness of the sample. 

5. Will be difficult to Achieve 

completeness and accuracy. 

Completeness and accuracy can 

be achieved by more persistent 

efforts. 

6. Requires more personnel and 

time both for collection and 

analysis. 

Requires less personnel and time 

for collection and analysis. 

 

3.3 Method of Selecting a Random Sample 
 

Usually random samples are selected using Random Number Table. The 

procedure for selecting a random sample is as follows: 

 
  First the unit of selection is decided. The unit may be a village, a 

household or an individual in a community or in a drug trial, the 

animals or patients to be included for the study, etc. Then all 

these units are arranged in some suitable order either in the 

alphabetical order of names or chronological order and so on and 

numbered serially. This is known as the sampling frame. The 

number of units to be included in the sample is fixed on the basis 

of the factors discussed in the subsequent paragraphs. Then the 

serial numbers of the units to be included in the sample are 

obtained as detailed below. 
 

 

  A random number table is chosen and within it a row and a 

column is selected at random. At the point of intersection of the 

selected row and column, as many columns are clubbed together 

as there are number of digits in the total population size. That is 

to say that if there are up to 99 units in the population, two 

columns are clubbed together, if there are up to 999 units in the 

population, three columns are clubbed together. Then after such 

clubbing, the numbers in the list starting from this point are read 

downwards and all numbers less than or equal to the total number 

of units in the population are noted down. When the last row of 

these  columns  is  reached  then  a  corresponding  number  of 

columns next to them is taken and the procedure is repeated. All 

the duplicate numbers are selected and the selection is continued 

till the desired size of the sample is obtained. The selected 

numbers correspond to the serial numbers in the list of the 

population and these units constitute the sample. 
 

 

Example 1: To select a random sample of 25 students from a class of 75 

students. 
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In this case the unit of selection is a student. Hence all the 75 students in 

the class are arranged in some order say alphabetical order of their 

names and they are numbered from 1 to 75. 

 
From random number table, it is seen that there are 50 columns of single 

digit numbers in  each table.  Out  of  these a  row and  a  column are 

selected at random. Say the 8th row and the 6th column are selected. 

 
The number corresponding to the intersection of this row and column is 

6. 

 
The total population size is 75 and hence two adjacent columns are to be 

clubbed together, i.e. column 6 and 7 are clubbed together and is read as 

two digit numbers. 

 
Now the number at this point of starting corresponds to 61. 

 

 

Starting from this number 61, the other numbers are read downwards 

and all numbers less than or equal to 75 are noted down. 
 

 

When the last row of these columns 6 and 7 is reached, the numbers 

from the top of the columns 8 and 9 are read down-wards as above and 

the procedure is repeated till 25 unduplicated numbers are obtained. 

 
The numbers so read are 

 
61, 62, 02, 31, 51, 11, 56, 64, 21, 01, 16, 39, 06, 38, 26, 34, 08, 65, 22, 

52, 07, 29, 30, 14, 18 

 
The students corresponding to the above serial numbers constitutes the 

sample. It is advisable to carry on the investigations in the same order of 

the numbers selected to ensure randomness even if the investigation is 

stopped before completing all the selected units. 
 

 

3.4     Sampling Designs 
 
Several sampling designs are available depending upon the type and 

nature of the population as well as the objectives of the investigation. A 

few of the important designs are given below: 
 
 
 
 
 
 

i.        Simple Random Sampling 
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In this method of sampling, a sample of say ‘n’ units out of ‘N’ units in 

the population is selected so that all the units in the population have an 

equal chance or probability of being included in the sample. As already 

described, the sampling units may be human beings, animals or any 

other object depending upon the investigation. This method of sampling 

can be applied when the parameter to be estimated is homogeneously 

distributed in the population and sampling frame for the universe is 

available. 
 

 

For the purpose of selection, all the ‘N’ units in the population are 

arranged in some unbiased order and are serially numbered. Then a 

sample of ‘n’ numbers is selected out of these ‘N’ numbers at random as 

described in the previous paragraphs. 
 

 

As an example, to select a simple random sample of 25 students from a 

class of 75 students, the following procedure is adopted. 

 
All the roll number of the 75 students are considered as the sampling 

frame. Then 25 unduplicated numbers less than or equal to 75 are 

selected at random as detailed earlier and the roll number of the students 

specified forms a simple random sample. 
 

 

ii.       Stratified Random Sampling 

 
In this method of sampling the entire population is divided into certain 

subgroups depending upon the characteristics to be studied and random 

samples are drawn independently from each of the subgroups. These 

subgroups are known as ‘strata’. 

 
This type of sampling is used when the population is heterogeneous with 

regard to the characteristics under study. That is to say, when the 

characteristic which is to be estimated from the sample is different with 

different  subgroups  of  the  population  and  these  subgroups  are  not 

equally constituted in the population, then this type of sampling is 

designed to reduce the variance of the estimated value of the 

characteristics. In such types of population, homogenous subgroups are 

formed out of the population and samples are drawn from each of the 

subgroups separately. As an example, if it is known that the prevalence 

of a certain disease is different in different age groups then to estimate 

the prevalence rate of the disease from the sample, the survey is carried 

out taking stratified random sample from each of the age groups of the 

population, as the number of people in each age group is not equal in the 

population. 

By this type of stratified sampling procedure, the precision of estimate 

of the characteristics under study is increased, and also due 

representation of the population is maintained. 



PHS 241 BIO-STATISTICS 

49 

 

 

 
 
 
 

The advantage of this type of sampling is that the estimates of the 

characteristics under study can be made for each strata separately. 

 
iii.      Systematic Random Sampling 

 

 

In this method of sampling, the first unit of the sample is selected at 

random and the subsequent units are selected in a systematic way as the 

name itself indicates. 

 
If there are ‘N’ units in the population and ‘n’ units are to be selected for 

the sample, then ‘N’ is divided by ‘n’ and if ‘q’ is the quotient and ‘r’ is 

the reminder obtained after this division, then one number less than or 

equal to the reminder i.e. ‘z’ is selected at random. This will be the first 

unit in the sample. The other units are obtained by the addition of this 

quotient ‘q’ to the previously selected number in a sequential manner. 

This ‘q’ is known as the sampling interval. If the reminder is zero, then 

one random number is selected out of the quotient itself and the 

procedure is repeated as described above. 
 

 

The above procedure is followed when the total size of the population is 

known and the other particulars of the units are not known. This type of 

sampling can  also  be  adopted  in  cases  of  selecting samples  out  of 

patients attending a clinic or dispensary and when the sampling frame 

cannot be prepared in advance. As a simple illustration, this sampling is 

similar to that of selecting every alternate patient or to select every 

fourth or fifth patient who attends the clinic, after selecting the first 

patient at random. In this case nothing will be known about the selected 

patients in advance. 
 

 

As another example of a field study, suppose if there are 210 villages in 

a Community development block and if it is desired to select 40 villages 

out  of  them,  then  210  is  divided  by  40  and  the  quotient  and  the 

remainder will be 5 and 10 respectively. Then a random number will be 

selected out of 10, say 6 and this will be the first number to be included 

in the sample. Then 5 is added to this and so 11 will be the second 

number. Again 5 is added to this, so 16 will be the third number and so 

on. 

 
Hence the serial numbers of the villages selected will be 6, 11, 16, 21, 

26, 31 and so on up to 40 numbers. 
 

 

This sample procedure is not valid if there is any periodicity of 

occurrence of particular event in the population, which may affect the 

result of the study. 
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iv.      Multistage Sampling 

 
In this type of sampling, sampling units are selected at various stages. 

As an illustration, if the prevalence of a disease is to be estimated in an 

area, first a sample of villages may be selected at random in the first 

stage, and out of these selected villages a random sample of houses can 

be selected in the second stage and out of these sampled houses, a 

random sample of individuals may be selected in the third stage. The 

sampling designs may be either same or different at each stage. 
 

 

The principle advantage of this type of sampling is that it permits the 

available resources to be concentrated on a limited number of units of 

the frame, which results in a lower cost per unit of the inquiry. Further, 

this type of sampling design will reduce the cost of preparing a complete 

sampling frame, since detailed sampling frame has to be made only for 

the final stage. 
 

 

Some of the disadvantages of this method of sampling are that the 

sampling  error  is  usually  increased  as  the  variability  between  the 

ultimate sampling units which will be lesser within the same section of 

the frame as compared to between the sections. Further, due to the fact 

that the sampling units will usually be of unequal size at various stages 

with respect to the number included in the ultimate sampling units, 

estimation procedures involve providing proper weights to the size of 

universe at different stages. 
 

 

3.5     Size of the Sample 
 

An usual question, which is to be answered, while conducting an 

investigation will be about the size of the sample or in other words the 

number of units to be included in the sample. The larger the sample the 

better will be the precision of the estimates. But due consideration is to 

be given for the time, cost as well as practicability of investigating a 

large sample. Hence always an optimum size of the sample, keeping in 

view of the above factors, is to be considered. 

 
The estimation of sample size involves the following factors: 

 

 

a. An approximate idea of the estimate of the characteristic under 

observation, as well as the variability of this characteristic from 

unit to unit in the population is required. This information can 

usually be obtained either from previous investigations or from a 

pilot investigation before the investigation is started. When we 

are interested in assessing the cure rate of a drug, it can be seen 

that if the cure rate is high then the effect of the drug can be 

measured from a small sample while if the cure rate is low then a 
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larger sample is required. This is reverse with the quantum of 

variability of the cure rate from unit to unit. 

 
b. An  initial  knowledge of  the  accuracy of  the  estimate  of  the 

characteristic desired from the investigation is also essential to 

estimate the sample size. This means that one should decide in 

advance as to what should be the maximum permissible error that 

can be allowed in the estimates to be obtained from the sample. If 

this error can be large then a small sample can serve the purpose. 

On the other hand, if this error has to be a small quantity, then 

larger samples are to be selected for the investigation. This 

precision depends upon the purpose of the investigation as well 

as the decision that follows from the results. 
 

 

c. The  probability  level  within  which  the  desired  precision  of 

estimates is to be maintained is also a criterion for fixing the 

sample size. It can be easily perceived that the higher this 

probability is, the larger should be the sample size. 

 
d. The availability of the experimental material, resources and other 

practical considerations also determine the size of the sample. 

Depending on these factors the criteria mentioned under (ii) and 

(iii) are to be suitably moderated and sample sizes are to be fixed. 
 

 

From the above considerations, it will be clear that the sample size is to 

be determined as an absolute number and not as a fraction of the 

population size. A sample of size 100 from a population of 10,000 (i.e. 
1%) will provide almost the same information about the characteristic 

under study as a sample of the same size, i.e. 100 will provide from the 

same population, of 1000 (i.e. 10%). The estimates of the mean or the 

variability required for the estimation of an adequate sample size are to 

be obtained from previous investigations. In the absence of such 

information, a preliminary inquiry has to be conducted to obtain such 

information. 
 

 

In some situations like field surveys involving many variables, greater 

accuracy may be required for estimates of some of the variables than 

those of certain others. In such cases, one has to go in for multiphase 

surveys wherein a smaller sample would suffice for those information 

requiring lesser accuracy and larger samples for those requiring greater 

accuracy. 
 

 

In a stratified random sampling design, the allocation of total sample 

size to different strata is carried out either in proportion to different 

strata  size  or  in  proportion  to  variability  within  each  strata  or  by 
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optimisation of variability within each strata and cost of enumeration in 

the respective strata. 
 

 

3.5.1  Calculation of Sample Size for Field Surveys 
 

a) To estimate the prevalence rate of a disease in a field survey, the 

sample size is calculated by the formula. 

n  =  (4pq/L2) 

 
Where n is the required sample size, p is the approximate prevalence 

rate of the disease for which the survey is being conducted. The 

knowledge of this is to be obtained from previous surveys or from a 

pilot survey and q = (1 — p) 
 

 

L is the permissible error in the estimate of p. 

 
The above formula has been worked out for a probability level of P = 

0.05. That is to say that the prevalence rate p estimated from the above 

sample size will have an error of L and is true in 95 out of 100 samples. 

However, the estimated sample size is to be appropriately increased 

taking into account of the design effect. 
 

Example 2: In a community survey, to estimate the prevalence rate of 

malnutrition amongst children, if it is assumed that the prevalence rate is 

about 40% then the sample size required to estimate the real prevalence 

rate of malnutrition amongst children with 5% error in estimated 

prevalence rate and with a probability of 0.05 not exceeding this error 

limit is calculated as follows: 
 

p = 40% 

q =  (100-40 ) = 60% 

L   = 5% of 40%=2% 
n = (4 x 40 x 60) / (2

2
) 

= (4x40x60)/4 

= 2400 

2,400  children  are  to  be  examined  to  estimate  the 

malnutrition amongst children with 5% error. 
 

 

If  we  increase  the  error  percentage  to  10%  depending  upon  our 

resources then, 
 

 

L =  10% of 40% = 4 

n  =  (4x40x60) / 16 
=  600 

Only 600 children are to be examined to estimate the malnutrition 

amongst children with an error of 10%. 
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b) When conducting investigations to obtain information on 

quantitative data, the sample size is calculated by the formula. 
 

n = (t 
2

 x s
2
) / e

2
 

 
where n is the desired sample size 

s is the standard deviation of observations 

e  is  the  permissible  error  in  the  estimation  of  mean 

difference 

t is the value of ‘t’ statistic at cx level from ‘t’ tables. 

 
Example 3: In a community survey to estimate the haemoglobin level of 

antenatal mothers, if it is assumed from pilot studies, that the mean Hb. 

% level is about 12 gm % with a standard deviation of 1.5 gm % then 

the sample size required to estimate the Hb. level with a permissible 

error of 0.5 gm% is obtained as follows: 

 
s  = 1.5gms 

e  =  0.5gms 

t  can be taken as 2, as it is conventional to use 5% level of 

significance. 
n = 122 x (1.5)

2 
1/(0.5

2
) 

= (4 x 2.25)/(0.25) 

= 36 antenatal mothers 
 

 

3.6     Errors in Sampling 
 

 

Errors that can come up in a sampling investigation are of two kinds. 

They are sampling errors and non-sampling errors. 
 

 

Sampling errors are due to faulty sampling design or small size of the 

sample. These errors can be reduced and estimated through sampling 

techniques. 

 
The non-sampling errors are as follows: 

 

 

i.        Coverage Errors 
 

 

These errors crop up when all the units in the sample are not covered 

due to non-response or non co-operation. 
 
 
 

 
ii.       Observational Errors 
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These  errors  are  due  to  interviewer’s  bias  or  due  to  imperfect 

experimental techniques or an interaction of the above factors. 
 

 

iii.      Processing Errors 
 

These are due to theoretical errors in statistical analysis or clerical errors 

or computational errors. 

 
The above non-sampling errors can be reduced by intensive effort to get 

complete coverage of the units in the sample. Even after this if some 

units are not covered, either a sub sample of the non-respondents can be 

covered and the results of this sub sample may be applied to the non- 

response group as a whole or a substitution of similar individuals can be 

made in place of the non-response group. Interviewer’s bias or 

experimental errors can be reduced by setting up standards of interview 

of experimental techniques and by intensive training of the workers. 

Processing errors can be controlled by administrative control. 
 

 

4.0     CONCLUSION 
 

 

All statistical techniques can be applied only to random samples. 

Random sample takes care of all biases, which may or may not occur 

during investigations. 
 

 

5.0     SUMMARY 
 

In this unit we discussed sampling techniques as applied to bio-statistics. 

We  looked  at  the  criteria  for  good  sampling,  types  of  sampling, 

sampling design and sample size determination. 
 

 

6.0        TUTOR-MARKED ASSIGNMENT 
 

1.        Why are samples used? 

2.        Describe in details two methods of selecting samples 

3.        What kind of errors arises in sampling. 
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1.0     INTRODUCTION 
 
It was learnt in the previous chapters that most of the observations in 

this universe are subject to variability and this is more predominant with 

biological   observations.   It   is   a   known   fact   that   the   biological 

observations like those of weight, height, pulse beat per minute or blood 

counts of the groups with respect to persons with similar age, sex, health 

status, etc. differ from person to person. In order to make a sensible 

definition of the group or to identify the group with reference to the 

observations, it is required to express the observations in a precise 

manner. That is to say that the observations are to be expressed as a 

single estimate so that this estimate summarises the observations. This 

estimate is useful not only as a precise estimate of the series of data but 

also useful to compare two or more sets of data. 
 

 

It was seen in module1, unit 3, that a frequency distribution could be 

compared within itself in terms of the frequencies between various class 

intervals. The scope of comparing two or more distributions in terms of 

different class intervals is very much limited. But when it is a question 

of overall comparison of the distributions, comparing them in terms of 

frequencies within  class  intervals  is  not  advantageous and  the  only 
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alternative way is to compare them in terms of a single estimate of the 

observations of the data. 

 
Such estimates of the data of any distribution, which summarises the 

distribution, are known as the parameters of the distribution. These 

parameters define the distribution completely. One such parameter is the 

measure of location. 

 
As the name itself indicates it gives an estimate of the centre of the 

distribution. 

 
The concept of centre may be different in different contexts. In one 

context it may be some mathematical estimate of the centre, while in the 

other, it may be the exact central observation in the order of magnitude 

or in another it may be the value of the observation with maximum 

frequencies. Based on these contexts, three measures of central tendency 

have been defined. These three measures of central tendency are: Mean, 

Median and Mode. Each of them has their application in different types 

of data and circumstances as discussed in subsequent paragraphs. 
 

 

2.0     OBJECTIVES 
 

At the end of this unit, you should be able to: 
 

 

         explain the meaning of averages 

         list the types of averages 

         calculate mean of both grouped and ungrouped data 

         calculate median of both grouped and ungrouped data 

         calculate mode of both grouped and ungrouped data. 
 

 

3.0     MAIN CONTENT 
 

3.1     Definition and Calculation of Mean 
 

Mean gives an estimate of the centre in terms of averages. The simplest 

average is the arithmetic average and in the common terminology, mean 

refers to this arithmetic average. Similarly there are other averages like 

geometric mean and harmonic mean. But mean, the arithmetic average 

has the highest utility in the branch of statistics and so wherever the 

word mean occurs, unless specified otherwise; it always refers to this 

arithmetic average. 
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Mean is calculated from the formula; 

 

Mean  
Sum of all the observations of the data 

Number of observations in the data 
 
 
 

Mean calculated for any sample is symbolically represented as 
 

x =  (Σxi)/n 

 
Where sigma, Σ, means the sum of, 

 
Xi, is the value of each observation in the data 

n is the number of observations in the data 


x is the symbol for mean. 
 

 

Usually Σi, is used to indicate the sum of all observations over the values 

of i. But for the sake of simplicity, instead of Σi  only Σ is used in the 

subsequent paragraphs and units. 
 

 

Calculation of Mean for an Ungrouped Data 
 

 

An ungrouped data has already been described as the data which is not 

classified into any table. In such a case the mean is calculated directly or 

through simplified method given below. 
 

 

i.         Direct Method 
 
In this method the mean is calculated by first adding all the values of the 

observations and then dividing this sum by the number of observations. 

 
Example 1: The Systolic blood pressure in mm Hg of ten students are 

as follows: 

 
115, 117, 121, 120, 118, 122, 123, 116, 118, 120. 

 

Mean = 
(115  117  121  120  118  122  123  116  118  120.) 

10 

= (1190) / 10 = 119 mm Hg 
 

 

ii.       Alternative Method 
 

 

If the values of the observations are large, in order to minimise the 

labour of additions, the size of the value of each observation can be 

reduced by subtracting a particular value of the observation. This value 

of the observation should be usually nearer to the actual mean and can 
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be located by inspection of the observations. The value of the 

observation,, which is subtracted from other values, is generally known 

a assumed mean. 

 
After subtracting this assumed mean from other values the observations 

are usually reduced to the form …………-3, -2, -1, 0, 1, 2, 3………….., 

 
Then the mean is calculated with the new values as in the direct method. 

But the mean calculated thus has to be converted to the actual mean, 

which is obtained by the following formula. Actual mean = Assumed 

Mean + (Sum of the new values/No. of observations). 

 
The term (Sum of the new values /No, of observations) can be called as 

the Correction Factor. 

 
Example 2:  For the data given in Example 1, by inspection, it may be 

assumed that the mean is around 120. Then 120 is subtracted from all 

the other values. 

i.e. 115 – 120  = - 5 

117 – 120 = - 3 

121 – 120  = + 1 

120 – 120  = 0 

118 – 120  = - 2 

122 – 120  = + 2 

123 – 120  = + 3 

116 – 120  = 4 

118 – 120  = - 2 

120 – 120  = 0 

 
Now  these  new  numbers  are  added  and  divided  by  10  to  get  the 

Correction factor. 

 
{(-5) + (-3)+1+0+(-2)+2+3+(-4)+(-2)+0}/10 

= (-10) / 10  = (-1) 
 

 

Actual mean = Assumed mean + Correction factor = 120 + (-1) = 119 

mm Hg 
 

 

It can be observed that the advantage of the above method lies in the 

simplification attained for the addition of big numbers. 
 

 

Calculation of Mean for Grouped Data 
 

When the number of observations are many, the above methods of 

calculation of mean will be laborious and hence the observation are to 

be grouped into frequency distribution tab1e and the mean is to be 
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calculated from this table. It can be recalled that in a frequency 

distribution table, the class intervals can be with either single value of 

the variable or with a group of values of the variable. Corresponding to 

these two methods of grouping, different ways of calculation of mean 

are available 
 

 

Grouped Data with Single Units for Class Intervals 

a. Direct Method 

This method corresponds to the direct method of calculation of mean for 

ungrouped data. 

 
In an ungrouped data, to get the sum of all the observations, each value 

of the observation is added once, but in a grouped data, the values are to 

be added as many times as the value occurs. In other words, each value 

of the variable is to be multiplied by its frequency of occurrence and all 

these  products  are  then  to  be  added  to  get  the  sum  of  all  the 

observations. After getting the sum of observations in the above manner, 

it is divided by the number of observations to get the mean. 
 

 

The formula for calculation of mean by this method is: 

x =  (Σxifi)/ (Σfi) 

 
where xi is the value of each grouped variable and fi is the corresponding 

frequency and Σ refers to summation of values. 
 

 

Example 3: For the distribution of number of illnesses of Table 1.1., the 

mean number of illness per individual in a year is obtained as follows. 

 
Table 1.1:     Distribution of Number of Illnesses for Individuals in a 

Year 
 

 

No of illness 

xi 

No of individuals 

fi 

Product of (1) and 

(2) 

xifi 

0 

1 

2 

3 

4 

5 

6 

7 

24 

76 

114 

115 

86 

51 

26 

18 

0 

76 

228 

345 

344 

255 

156 

125 

Total 510 1530 
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Σxi fi = 1530 

Σ fi = 510 
Mean  number  of  illness  per  individual  in  a  year  =  (1530/ 

510)=3.0 
 

 

b.       Short-cut Method or Code Method 

 
Sometimes even though the variables measured may be tabulated in 

sing1e units of class intervals, either the values of the variable may be 

large or the frequencies may be large. In such cases the product term 

will again be a huge number, which results in increased labour of 

addition besides the difficulty encountered in the multiplication of big 

numbers without a calculating machine. Hence in such a case, the 

procedure is simplified by selecting an assumed mean of the values and 

calculating the mean as was done for ungrouped data. 
 

 

This assumed mean of the value is subtracted from the values of the 

variable and thus their size is reduced. These new values are multiplied 

by the corresponding frequencies and their sum is divided by the number 

of observations. The actual mean is calculated as described in the case of 

ungrouped data by the following formula. 
 
 

 

where 
x =  xc + [{Σ(xi – xc) fi }/ (Σ fi)] 

 
xi  is the tabulated value of the variable, 

xc  is the assumed mean, which is subtracted from each of 
the above value of xi, 
fi  is the frequency corresponding to each xi, 
(xi – x) gives the new value obtained for each of the value 
of  xi after subtracting xc 

 
Example 4: The following table gives the distribution of students 

according to their age. The mean age of the students is calculated as 

follows. 
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Table 1.2: Distribution of Students According to Age 

 

 

Age in years 
xi 

(1) 

No. of students 
fi 

(2) 

 
(xi – xc) 
(3) 

 
(xi – xc) fi 

(4) 

16 
17 

18 

19 

20 

21 

22 

23 

24 

25 

72 
155 

302 

496 

546 

660 

455 

332 

191 

109 

-4 
-3 

-2 

-1 

0 

+1 

+2 

+3 

+4 

+5 

-288 
-465 

-604 

-496 

0 

+660 

+910 

+996 

+764 

+545 

Total 3318  2022 

 
In the above example, x is assumed as 20, and column (3) is obtained by 

subtracting 20 from each value of the age in column(1). 

 
— 4 is obtained by subtracting 20 from 16, 

— 3 is obtained by subtracting 20 from 17 and so on. 

 
Column (4) is obtained by multiplying each of the values in column (3) 

by the frequencies by its side in column (2). 

 
i.e, - 288 = - 4 x 72 

- 465 = -3 x155 

- 604 = - 2 x302 and so on 

 
By adding all these products 

 

 

Σ(xi – xc) fi = 2022 

 
Now, by substituting these values in the equation 

x = x + [{Σ(xi – xc) fi }/ (Σfi)] 

 
Mean age of students = 20 + (2022 / 3318) 

 

 

= 20 + 0.61 

= 20.61 years 
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Grouped Data with a Range for Class Intervals 

a. Middle Point Method 

When the range of the values of the variable is very wide, usually the 

values of the variable are grouped into appropriate class intervals and 

the corresponding frequencies are tabulated as a frequency distribution 

table. In such cases, the mean is calculated from this frequency 

distribution table assuming that the frequencies in a class interval are 

uniformly distributed on both sides of the middle point of the class 

interval. By this assumption, the calculation of the product of the 

frequency and variable is facilitated, because only the middle points of 

the class intervals will now be used instead of the class intervals 

themselves. Middle points are obtained as the average of upper limit and 

lower limit of the class interval. 
 

 

With the middle points being considered, the procedure for calculating 

the mean is similar to the direct method of group data with single units 

of class interval. 

 
The mean is obtained from the formula. 

x = x + [{Σ(xi fi )/ (Σfi)] 

 
Where xi is the middle point of the class interval and fi is the frequency 

in the class interval and Σ refers to summation of values. 

 
Example 5: For the data of Hb % levels of a sample of individuals, the 

mean Hb % level is calculated as follows. 

 
Table 1.3:     Hb Levels of a Sample of Individuals 

 

 

Hb. in gms% Middle      point 

of class interval 

xi 

Frequency 

fi 

xifi 

(1) (2) (3) (4) 

9.1 – 10.0 

10.1 – 11.0 

11.1 – 12.0 

12.1 – 13.0 

13. 1 – 14.0 

14.1 – 15.0 

15.1 – 16.0 

9.55 

10.55 

11.55 

12.55 

13.55 

14.55 

15.55 

10 

21 

67 

170 

84 

29 

4 

95.50 

221.55 

773.85 

2133.50 

1138.20 

421.95 

62.20 

Total  385 4846.75 



PHS 241 BIO-STATISTICS 

63 

 

 

 

 
The procedure for the calculation of mean of the above data is as 

follows: 

 
Middle points in column 2 are obtained as 

 
(9.1 +10.0) / 2 = 9.55 

(10.1+11.0) / 2 = 10.55 and so on, 

column (4) gives the product of the middle points in column (2) 

and the corresponding frequencies in column (3). 
 

 

Thus the sum of the products in column (4) will be 

(Σxifi) = 4846.75 
and the sum of the frequencies in column (3) is (Σfi) = 385 
Mean = x = [(Σ xifi) / (Σfi)] = (4846.75 /385) = 12.59 gms %. 

 
b.        Alternative method 

 
It may be observed from the previous example, that it will be difficult, 

without  using  a  calculator,  to  multiply  the  middle  point  and  the 

frequency when either or both of them are big numbers or when the 

middle points are in decimals. 

 
To facilitate multiplication, the alternative method given in the case of 

grouped  data  with  single  units  can  be  applied,  when  all  the  class 

intervals are of the same size. 

 
Firstly, the assumed mean value in terms of the middle points is located. 

Then this value is subtracted from each of the middle point of the class 

interval and then these new values are divided by their common factor, 

i.e. the size of the class interval. In other words, the procedure is that the 

new  value  will  be  zero  for  the  middle  point  corresponding to  the 

assumed mean and all the middle points higher than the assumed mean 

will have numbers +1, +2, +3….., and lower ones will be -1, -2, -3 and 

so on. 
 

 

These new values are multiplied by the corresponding frequencies and 

then the sum of these products is obtained. 
 

 

This sum is divided by the number of observations to get the mean 

according to these new values. Actual mean is obtained by multiplying 

this value by the length of the class interval. 

 
Actual mean is obtained by the formula, 

x = xdo+ [(Σfidi x 1) / (Σ fi)] 
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where xdo = middle point corresponding to the zero of the new value 

 
di   =  new values of the middle points 

fi    = frequencies corresponding to each middle point 
1 = length of the class interval. 

 

 

It is to be noted that this method is useful only when all the class 

intervals are of the same size. 
 

 

Example 6:  The calculation of the mean Hb % level for the data given 

in the Example.5 by this method is as follows: 

 
Table 1.4: Hb Levels of a Sample of Individuals 

 

 

Hb. level in 

gms % 

Middle  points 

of class 

interval 

Frequency New  values 

for middle 

point 

 

 xi fi di fidi 

(1) (2) (3) (4) (5) 

9.1 – 10.0 

10.1 – 11.0 

11.1 – 12.0 

12.1 – 13.0 

13. 1 – 14.0 

14.1 – 15.0 

15.1 – 16.0 

9.55 

10.55 

11.55 

12.55 

13.55 

14.55 

15.55 

10 

21 

67 

170 

84 

29 

4 

-3 

-2 

-1 

0 

+1 

+2 

+3 

-30 

-42 

-67 

0 

+84 

+58 

+12 

Total  385  15 
 

In column (4) it may be seen that the new value corresponding to the 

middle point 12.55 is substituted as zero. This is so because maximum 

numbers of frequencies are there in this class interval and as such the 

mean  may be  somewhere near this  middle  point.  The other middle 

points higher than this have been given the values 1, 2, 3, while the 

lower ones are replaced by -1, -2, -3, since the length of the class 

interval is uniform. 
 

 

Thus the calculated values are: 

 
Σ fidi  =  (154 – 139) = 15 

Σ  fi    =  385 
1 = length of the class interval 1.0 

xdo = 12.55 
 

By substituting these values in the formula we get 

x = (12.55) + (15/385) x 1.0 
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= (12.55) + (0.04 x 1.0) 

= 12.59 gms % 
 

 

3.2     Meaning and Interpretation of Median 
 
It was seen that the mean is the arithmetic average of the observations. It 

is  needless  to  say  that  the  average  depends  upon  the  size  of  the 

individual observations from which they are calculated. If there are a 

few observations which are quite extreme in their magnitude and which 

are quite away from most of the observations, the value of the mean is 

either inflated or deflated according to the deviations of the extreme 

observations. 
 

 

As an example, if the period of stay of patients in a ward of  a hospital is 

considered, majority of the patients might have stayed in the ward for 

treatment from 1 to 15 days, but in  few cases it may happen that they 

have stayed for one or two months. If the mean is calculated taking all 

these periods into consideration, the value of the mean will be very high; 

which may be far from the central value of observation. Hence the mean 

as a measure of central tendency, in this type of observations, is 

fallacious. In such cases, the best estimate of the centre would be to 

locate the magnitude of the exact central observation. 

 
This estimate of the centre is known as Median. In other words the 

median is that value of the variable or observation which divides the 

series of observations into two equal halves according to the magnitude 

of the variable. 
 

 

The application of median in the field of medicine can be illustrated by 

another example. In measuring the dose response in pharmacology in 

order to know the effect of several doses of a drug, it is customary to 

calculate the median lethal dose or median response dose. This 

measurement gives that particular concentration or the dose of a drug, 

which kills exactly 50% of the animals or is toxic to 50% of the animals 

respectively. 

 
However, when the frequency distributions are symmetrical, and when 

there are not many observations deviating from the central value on 

either side, the median value will not differ much from the mean. 
 

 

Calculation of the Median 

i. Ungrouped Data 

For a data, which is not grouped, the median is calculated by arranging 

all the observations in the order of their magnitude and then selecting 
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the value of the middle observation. When the number of observations 

are odd it is easy to select the middle observation but when the number 

of observations are even, the average of the values of the middle two 

observations will be the median. 

 
Example 7: In a hospital ward, the following are the number of days of 

stay of patients. 

 
13, 42, 8, 9, 7, 3, 6, 52, 8, 2, 11, 11, 10, 9. 

 

 

For the calculation of the median all the numbers are first arranged in 

the order of their magnitude. 

 
2, 3, 6, 7, 8, 8, 9, 9, 10, 11, 11, 13, 42, 52. 

 
As there are 14 patients, the average of the period of stay corresponding 

to the 7th and 8th patients is calculated as the median. 

i.e. Median = ( 9+9) / 2 = 9 
 

 

ii.       Grouped Data 

 
When the data consists of many observations, it is laborious to arrange 

all of them in ascending or descending order and then to locate the 

middle observation. In such cases it will be easier to arrange the data 

into a frequency distribution table and to calculate the median from this 

table. 
 

 

As already understood, in a frequency distribution table, the values of 

the variable are already in an ascending order, either as a single unit or 

as a class interval with the corresponding frequencies. Hence, it may be 

taken that the values are all arranged in the order of their magnitude. 

 
If an additional column giving the total frequencies up to which of the 

class interval is included in the table, which can be obtained by adding 

all the frequencies up to and above that particular class interval, it will 

be easier to locate the class interval in which middle observation is 

contained. The total of the frequencies up to a class interval calculated in 

the above manner is known as the Cumulative frequency and the 

distribution of such frequencies for the different class intervals is known 

as the Cumulative frequency distribution. 
 

 

The  class  interval  in  which  the  middle  observation  is  contained  is 

located by inspection of these cumulative frequencies. 
 

 

After locating this class interval, the median value is calculated by the 

formula, 
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Median = Li + [{ ( N/2 - f’) (i) / (fmed)}] 

 
N is replaced by (N+1) if number of observations is even. 

 

 

Where Li  is the end value of the class interval previous to the median 

class interval. 
 

 

fmed is the frequency in the class interval in which the median is located 

which is known as median class interval. f’ is the cumulative frequency 
of the class interval previous to the median class interval. 

 
N is the total number of frequencies. 

i is the length of the median class interval. 
 

 

When N, the total number of frequencies is sufficiently large, it will not 

be wrong to take the value of N/2nd observation as the frequency 

corresponding to the median value, whether the number of observations 

is even or odd. 

 
Example 8: Going back to the example of Hb% levels of previous 

examples, the median for the data can be calculated as follows: 

 
Hb. level in 

gms % 

Frequency Cumulative 

frequency 

(1) (2) (3) 

9.1 – 10.0 

10.1 – 11.0 

11.1 – 12.0 

12.1 – 13.0 

13. 1 – 14.0 

14.1 – 15.0 

15.1 – 16.0 

10 

21 

67 

170 

84 

29 

4 

10 

31 

98 

268 

352 

381 

385 

Total 385  

 
Total number of observations 385 

 

 

Observation corresponding to the  middle or  median value 385/2   = 

192.5 
 

 

It can be seen from column (3) of cumulative frequencies 192.5th 

observation  is  located  in  the  class  interval  12.1  to  13.0  as  98 

observations are up to Hb % level 12 gms % and 268 frequencies are up 

to 13 gms %. 
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Thus,  fmed  = 170 

Li       = 12.0 
f’      = 98 

N      = 385 

i        = l gm % 
 

 

Median        = 12.0 + { (192.5 - 98) / 170} x 1 

= 12.0 + (94.5 / 170)= 12.0 + 0.56 12.56 gms % 
 

 

ii.       Graphical Method for Locating the Median 
 

The median can also be located from the curve obtained by plotting the 

cumulative frequencies against the end points of the corresponding class 

intervals as shown in figure 1.1, which is the data corresponding to 

frequency distribution of haemoglobin level of 385 individuals of above 

example. This curve is known as Ogive. The curve is plotted by taking 

the variable on the X-axis and the cumulative frequency on the Y-axis. 

 
To locate the median from the curve the following procedure is adopted: 

 

 

  On the Y-axis the point corresponding to the N / 2nd frequency is 

located and from this point, a line parallel to X -axis is drawn to 

meet the curve. At the point of this intersection, a line parallel to 

Y-axis is drawn to meet the X-axis. The value corresponding to 

the point of intersection of this line on the X-axis is the median 

value of the observation. 
 

 

         As is seen from Figure 1.1, the total frequency is 385, and the N / 

2th frequency is 192.5. Corresponding to this point 192.5 on the 

Y-axis, a line paralleled to X-axis is drawn to meet the curve. 

From this point again a line parallel to Y-axis is drawn to meet 

the X-axis. The value corresponding to this point is 12.56, which 

is the median value of the series of observations. 



PHS 241 BIO-STATISTICS 

69 

 

 

N
o
. 
o
f 

in
d
iv

id
u

al
s 

 
 

 
450 

 

400 
 

350 
 

300 
 

250 
 

200 
 

150 
 

100 
 

50 

 
 
 
 
 
 
 
 

N/2 = 193 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

12.56 

0 
10 11 12 13 14 15 16

 
 

 
 
 
 
 

Fig.1.1:        Curve Obtained by Plotting the Cumulative Frequencies 

against  the  End  Points  of  the   Corresponding  Class 

Intervals (Ogive) 
 

 

3.3     Meaning and Calculation of Mode 
 
Another measure of central tendency, which is less influenced by the 

value of the individual observation, is the mode. This corresponds to 

that value of the observation, which has the highest frequency. In other 

words, mode can be defined as the most common value of the 

observation. 

 
The mode is more useful in certain type of observations where it is 

required to know the value of the observation, which has high influence 

in the series. 
 

 

As an example, when studying the age of onset of a disease, it is 

desirable to know the age at which the maximum numbers of persons 

are affected rather than the mean age of onset or median age of onset. 

The mode is located from the frequency distribution table, taking the 

value of the variable with maximum frequency. 

 
In example 4 above, the mode for the data on the age of students is 21 

years as there are maximum number of students with that value of the 

variable. 
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It is also to be noted that in a frequency polygon, the mode can be 

located from the point where the curve takes a turn from increase to the 

decrease. There can be more than one mode for a series of data. 

 
Mode can also be calculated from the relationship: 

Mode = Mean -3 (Mean — Median). 

4.0   CONCLUSION 
 

Observations can be expressed as a single estimate so that this estimate 

summarises the  observations. This  estimate  is  useful  not  only  as  a 

precise estimate of the series of data but also useful to compare two or 

more sets of data. 
 

 

5.0     SUMMARY 
 

In this unit we have been able to explain the meaning and the 

interpretation of measure of location and its uses. Also we looked at the 

type of averages and the relationship between them. 
 

 

6.0   TUTOR-MARKED ASSIGNMENT 
 

The table below shows the weight of 75 people. 
 

Weight (kg) Number of people 

10 – 20 1 

20 – 30 7 

30 – 40 8 

40 – 50 11 

50 – 60 19 

60 – 70 10 

70 – 80 7 

80 – 90 5 

90 – 100 4 

100 – 110 3 
 

Calculate: 
 

 

(a) the mean weight using an assumed mean of 55kg 

(b) the mode and (c) the median 
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1.0     INTRODUCTION 
 

In the previous unit, it was understood that one of the parameters useful 

for defining a distribution in a concise manner is the measure of central 

tendency. But by knowing only the mean, median or mode it is not 

possible to fix the distribution completely. For example, if there are two 

groups of families, one with their family sizes as 2, 2, 3, 5, 5, 5, 7, 8, 8, 

and the other with 3, 3, 3, 3, 5, 5, 6, 7, 10, it can be seen that both the 

groups of families have their mean and median size as 5. But at the same 

time it can also be seen that most of the family sizes of the two groups 

are different. Hence two sets of data with a common mean or median 

need not be same with regard to the various individual values of the 

observations. 

 
Hence it is essential to know how far these observations are scattered 

from each other or from the mean. Like different measures of central 

tendency, there are different measures of variation. But each of them 

have their merits and demerits and are used in different circumstances. 

The most common measures of dispersion are: 

(i) Range 

(ii)      Mean deviation 

(iii)     Standard deviation 

(iv)     Coefficient of variation. 
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2.0     OBJECTIVES 
 
At the end of this unit, you should be able to: 

 

 

         define variation 

         calculate range 

         calculate variance 

         calculate standard deviation. 
 

 

3.0     MAIN CONTENT 
 
3.1     Range 

 
In the example given in Table 1,  unit1, in addition to the mean or 

median or modal values, sometimes it is interesting to know what the 

minimum and the maximum systolic blood pressure is. It can be seen 

from the data that the systolic blood pressure ranges from 115 to 123. In 

other words the minimum and maximum values of the variable are noted 

for these cases. This measure of the scatter of the values of the variable 

is known as the Range. The range thus gives the values of the two 

extreme observations of the variable; however, range does not provide 

any information about the other values in the series of data. This method 

is simple to comprehend as well as to calculate but is useful only on 

certain occasions. Range is misleading when the extreme values are of 

unusual occurrence. 

 
Some times instead of knowing the range between all the observations, 

we may be interested to know the range within which a certain 

percentage of  observations lie.  Such a  range is  called as  Percentile 

range. Suppose, if we note down the value of the variable covering up to 

the first 25 per cent of the observations, it is called as 25th percentile 

(Q1). Similarly the value of the variable covering up to the first 75 per 

cent of observations is called as 75th percentile (Q3). Incidentally it may 

be noted that median is the 50th percentile value of the variable. These 

three values of the variables are also known as Quartiles as they divide 

the distribution into quarters. 
 

 

Another measure of dispersion based on the values of quartiles is the 

quartile deviation or the semi interquartile deviation, Q. 

 
It is calculated as Q = (Q3 - Q1) / 2 
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3.2     Mean Deviation 
 

It is always better to find the deviation of the individual observations 

with reference to a certain value in the series of observations and then to 

take an average of these deviations. This deviation is usually measured 

from mean or median but mean is more commonly used for this 

measurement. The index of variation is known as the Mean Deviation or 

Average Deviation. 

 
Thus the mean deviation about the mean can be defined as the average 

of the absolute value of the deviations between the mean and each of the 

values of observation in the series and is calculated by the following 

procedure: 
 

 

  First the mean of the observation is calculated. Then the mean is 

subtracted from each of the observations. The mean of these 

deviations is then calculated by averaging all these deviations 

without considering the sign of the deviation, which gives mean 

deviation. 

 
Mathematically it is written as, 

 

 

MD = (Σ|(xi - x )| ) / n 

 
where MD refers to mean deviation: 

 

 

         xi   refer to individual values of the observations 

         i x s the mean 

         n is the number of observations 

         and |   | refers to the absolute value and termed as 

         modulus. 
 

 

Example 1:  The mean deviation of the data of systolic blood pressure 

given in Example 1 of unit 1 is calculated as follows: 

xi (xi - x ) 

115 

117 

121 

120 

118 

122 

123 

116 

118 

120 

115 – 119 = - 4 

117 – 119 = - 2 

121 – 119 = + 2 

120 – 119 = + 1 

118 – 119 = - 1 

122 – 119 = + 3 

123 – 119 = + 4 

116 – 119 = - 3 

118 – 119 = - 1 

120 – 119 = + 1 
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(Σ | (xi - x )| ) = 22 

 
MD = (Σ | (xi - x )| ) / n =22 / 10 = 2.2 

 

 

Incidentally, it may be noted that (Σ (xi - x ), i.e. the sum of deviations 

taking signs into consideration is zero and hence the absolute values of 
these differences are taken. 

 

 

In a grouped data mean deviation is calculated using the formula: 
 

 

         MD = [Σ | (xi - x ) fi | ] / n 

 
Where xi refers to the middle point of the class interval and fi is the 

frequency in the class interval. The other symbols are having the usual 
meaning. 

 

 

3.3     Standard Deviation 
 
In the calculation of mean deviation, the signs of the deviation of the 

observation from the mean were not taken into consideration. In order to 

avoid this discrepancy, instead of the actual values of the deviations, if 

the squares of the deviations are considered for calculation, a quantity 

known as Variance can be calculated by averaging the squares of the 

above deviations. Square root of the variance is considered as a measure 

of variation of the observations, the square root of variance is known as 

Standard Deviation. 
 

 

In other words, Standard deviation is the square root of the mean of the 

squared deviations of the individual observations from the mean. It is 

also called as Root Mean Square Deviation. 

 
Of all the different measures of dispersion, standard deviation is the 

most important one and it is mostly used in various statistical 

methodologies described later. It is one of the important parameters of 

the standard distributions like normal and some of the skewed 

distributions, which will be discussed later. 

 
Furthermore, standard deviation is useful in tests of significance or in 

measurement of correlation between two sets of data and various other 

statistical analyses. 
 

 

It is conventional to represent the standard deviation of a sample by, s, 

and that of a population by σ and it is expressed in the same unit as that 

of original observations. 
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Calculation of Standard Deviation 

 

 

The Standard Deviation (SD) of any data is calculated from the basic 

formula: 
 

Σ = { x  x 2} / n
 

Where x. is the value of each observation, 
 

x  is the mean value and 

n is the number of observations. 

Σ refers to summation 
 

 

For the calculation of the estimate of the standard deviation of the 

original population from which the sample has come out, the standard 

deviation is calculated from the following formula: 
 

S = { x  x 2 
}/ n 1

 
As we usually require the estimate of the standard deviation of the 

original population, s, is taken as the best estimate of σ and hence it is 

customary to calculate the standard deviation from the above formula. 
 

 

Calculation of Standard Deviation for an Ungrouped Data 

a. Direct method 

The steps involved in the calculations are as follows: 
 

 

         The mean x  of the observations is calculated, 

  The deviation of each of the observation in the sample from the 

mean i.e. (xi - x ) is computed. 

         Squares of these deviations are tabulated, 

         Sum of these squares i.e. Σ (x - x )
2 

is obtained, 

  This sum Σ (x - x )
2 

is divided by (n -1), where n is the number of 
observations to get the variance. 

  The square root of variance is worked out to get the standard 

deviation. 
 

 

Example 2:  The pulse rates per minute of 10 students in a class are as 

follows: 

 
80, 90, 96, 80, 94, 72, 84, 92, 82, 90. 



PHS 241 BIO-STATISTICS 

77 

 

 

i 

i 

2 

 

 
The standard deviation of the pulse rate for the group is calculated as 

below: 
 

 

xi (xi - x ) (xi - x )
2
 

80 

90 

96 

80 

94 

72 

84 

92 

82 

90 

80 – 86 = - 6 

90 – 86 = + 4 

96 – 86 = + 10 

80 – 86 = - 6 

94 – 86 = - 8 

72 – 86 = - 14 

84 – 86 = - 2 

92 – 86 = + 6 

82 – 86 = - 4 

90 – 86 = + 4 

36 

16 

100 

36 

64 

196 

4 

36 

16 

16 

Total 860 520 
 

Mean = x  = ( Σxi) / n = 860 / 10 = 86 

Σ (xi - x )
2 
520,  n = 10 

s  = { x  x 2 
}/ n 1

s  =  (520 / 9) 

s  =   (57.78) = 7.60 per mm. 
 

 

b.       Alternative Method 

 
Sometimes it may be difficult and laborious to take the difference in 

each case and to take the square of these deviations. As a simplification 

it may be easier to take the squares of the individual observations 

themselves. In such cases standard deviation can be calculated from the 

formula: 
 

s  =  [ { Σx 
2

 – (Σxi)
2

 / n (n – 1)] 
 
The steps involved in this method are: 

 

 

  Sum of all the observations is obtained and this sum is squared to 

get Σ(xi)
2
. 

  This (Σxi)
2   

is divided by n, the number of observation to get 

(Σxi)
2 

/ n 

  Each observation is  squared and  the  sum of  these squares  is 

obtained to get Σxi 

  These quantities are substituted in the  given formula and  the 

standard deviation is obtained. 
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Example 3:  The sizes of a group of 10 families are 3, 3, 4, 7, 8, 12, 6, 

5, 4, 4 and the standard deviation is calculated by the above method as 

follows. 

 
xi = 3, 3, 4, 7, 8, 12, 6, 5, 4, 4 

Σxi = 56 
2

 

xi =  9, 9, 16, 49, 64, 144, 36, 25, 16, 16 

(Σxi)
2   

= (56)
2 

= 3136 

(Σxi)
2
/n = 3136/10 = 313.6 

[Σx 
2

 - (Σxi)
2

 

2
 

/n] = (384.0 - 3l3.6) = 70.4 
2
 

s =  [Σxi - (Σxi) /n] / (n – 1 ) ] 

s  =  (70.4 / 9) =  (7.82)= 2.8 
 

 

ii.       Calcu1ation of Standard Deviation for Grouped Data 
 

As seen a1ready, when the number of observations is large, usually, the 

data will be grouped into a frequency distribution table either with single 

units or a group of units for class interva1. In such cases, the standard 

deviation is calculated by the following method: 
 

 

a.        Method for Class Interval with Single Units 
 

In this case the Standard deviation is calculated from the formula: 
 

 

  s =  [Σxi - x  )
2  

fi } / (n – 1) ] 

Where xi   is the value of individual observation, 

fi is the frequency corresponding to each x, 

x is the mean and 
n is the number of observations. 

 
Example 4:  For  the  data  of  number  of  illnesses  per  individual  of 

example 3, of unit 1, Standard deviation is calculated as 

follows: 
 

 

No. of 

illness 

No. of 

individuals 

    

xi fi xi   fi (xi - x ) (xi - x )
2
 (xi - x )

2 
ff 

0 

1 
2 

3 
4 

5 
6 

7 

24 

76 
114 

115 
86 

51 
26 

18 

0 

76 
228 

345 
344 

255 
156 

126 

-3 

-2 
-1 

0 
+1 

+2 
+3 

+4 

9 

4 
1 

0 
1 

4 
9 

16 

216 

304 
114 

0 
86 

204 
234 

288 

Total 510 1530   1446 
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 xf  

x  
n 

 

= 
1530 
510 

 
 3.0 

 
 

        

   x  x   f 

s          
  n  1 
  
  

 

s  
1446 

510  1 

s = 1.69 
 

 

b.       Alternative Method 
 
As seen in the alternative method for calculation for ungrouped data, 

standard deviation can be calculated by taking the squares of the 

observations directly instead of taking the squares of the differences of 

the value of the observations and the mean. 
 

S.D. =  [{ (Σx 
2

 fi) - (Σxifi)
2

 /n )} / (n - 1)} 

Where xi, fi and n have their usual meaning. 
 
Example 5: For the data of the previous example, the standard deviation 

is calculated by the above method as follows: 

 
No. of illness per 

individual 

No. of 

individuals 

xi fi 
2 

xi x 
2 

f i i 

     

0 

1 

2 

3 

4 

5 

6 

7 

24 

76 

114 

115 

86 

51 

26 

18 

0 

76 

228 

345 

344 

255 

156 

126 

0 

1 

4 

9 

16 

25 

36 

49 

0 

76 

456 

1035 

1376 

1275 

936 

883 

Total 510 1530  6036 
 

Σxifi = 1530 

Σxi fi    = 6036 
n = Σ fi  = 510 

(Σxifi)
2 

= (1530)
2 
= 234900 

(Σxifi)
2 

/ n = 2340900 /510 
= 4590 
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By substituting the above values in the formula 

 

s =  [{ (Σx 
2
f ) – (Σx f )

2
 / n)] / (n – 1) } 

s =  { ( 6036 – 4590 ) / 509} 

=  { 1446 / 509} 

=  { 2.84} = 1.69 
 

 

c.        Calculation  for  Grouped  Data  with  a  Range  for  Class 

Intervals 
 

When the class intervals are in terms of a range, then as in the case of 

the mean, it is assumed that the frequencies are all centered on the 

middle points of the class intervals. These middle points are substituted 

for the values of the variable x for each range of class interval and the 

standard deviation is calculated by any of the above two methods. 
 

 

Example 6: The following data gives the number of eosinophil per 100 

WBC counts in a unit volume of blood as detected during 

the health examination of students. 

 
The calculation of standard deviation is illustrated below. 

 

 

No. of 

eosinophil 

per     100 

WBC 

count 

Middle 

points of 

class 

intervals 

No. of 

students 

   

 xi fi xi fi 
2 

xi x 
2 

f i i 

      

0 – 4 

5 – 9 

10 – 14 

15 – 19 

20 – 24 

25 – 29 

30 – 34 

45 – 49 

2 

7 

12 

17 

22 

27 

32 

47 

409 

101 

21 

9 

3 

2 

2 

2 

818 

707 

252 

153 

66 

54 

64 

94 

4 

49 

144 

289 

484 

729 

1024 

2209 

1636 

4949 

3024 

2601 

1452 

1458 

2048 

4418 

Total  549 2209  21586 
 

Where n = 549 

Σxifi = 2208 

(Σxifi)
2 

= 4875264 

(Σxifi)
2 

/ n = 4875264 / 549 
= 8880.2 

Σxi  fi  = 215586 
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By substituting the above values in the formula 

 

 

s   {(21586.0  888.2) / 548)} 
 

  (12705.8 / 548) 
 

  (23.186)  4.82 
 

 

d.       Short Cut Method or Code Method 

 
Just as in the case of calculation of mean, in order to simplify the 

calculations, the code method can be used when the length of all the 

class intervals are the same. Procedure for substituting of codes in place 

of middle points is the same as described for the calculation of the mean. 

The standard deviation is then calculated with the codes in place of the 

middle points. 
 

 

In order to get the actual standard deviation, the standard deviation 

obtained  with  codes  is  to  be  multiplied  by  the  length  of  the  class 

interval. 

 
Mathematically it can be written as: 

 

s =  [{Σ (d 
2

 x fi) - (Σ di fi)
2
 / n } / (n - 1)] x (1) 

Where di is the code for each class interval 

fi is the frequency in each class interval 

n is the number of observations 
1 is the length of the class interval 

 
It may be noted here that the standard deviation does not depend upon 

the origin of the calculation. 

 
Examp1e 7: The  standard  deviation  of  the  haemoglobin  level  of 

students in a class is calculated as follows. 
 

 

Hb  in  gms 

% 

Mid 

point of 

class 

interval 

Frequency 
 
 
 

fi 

Code  for 

mid 

points 

di 

 
 
 

 
difi 

 
 
 

 
2 

di 

 
 
 

 

d 
2
f i    i 

9.1 – 10.0 

10.1 – 11.0 

11.1 – 12.0 

12.1 – 13.0 

13. 1 – 14.0 

14.1 – 15.0 

15.1 – 16.0 

9.55 

10.55 

11.55 

12.55 

13.55 

14.55 

15.55 

10 

21 

67 

170 

84 

29 

4 

-3 

-2 

-1 

0 

+1 

+2 

+3 

-30 

-42 

-67 

0 

84 

58 

12 

9 

4 

1 

0 

1 

4 

9 

90 

84 

67 

0 

84 

116 

36 

Total  385  15  477 
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Σd 
2
 fi   = 477 

Σdifi = 15 
(Σdifi)

2 
= (15)

2 
= 225 

(Σdi fi)
2 

/ n = 225/385 = 0.58 
n =  385 or (n – 1) = 384 

 

 

SD according to code 

s =  [(477 – 0.58) / 384] 

s =  [ (476.42) / 384] 

=  {1.2407) = 1.11 

=  { 2.84} = 1.69 
 

 

Actual  SD  = (SD according to code) x (length of the class 

interval) 
= 1.11 x 1.0 

= 1.11 
 

 

3.4     Measures of Relative Deviation 
 

When the deviation of observations within a series is to be measured, the 

standard deviation is the best measure. But the size of the standard 

deviation depends upon the size of the mean as well as the unit of 

measurement of observation. Hence to compare the variations of two or 

more variables which are in different units as well as with marked 

differences in the size of the means, comparison with standard deviation 

is not suitable. 
 

 

As an example, the variation of the haemoglobin level of a group of 

students and variation of their body weights will have different means 

and they are measured in different units. Haemoglobin level is expressed 

as gm % while the body weight will be in kilograms, further, the size of 

the mean haemoglobin level will be smaller while the mean body weight 

will be a big number and the size of the standard deviations will also be 

different. 

 
In order to compare the deviations of such variables of data, the standard 

deviation  is  expressed  as  a  percentage  to  the  mean  value  and  this 

quantity is known as Coefficient of Variation. This has no unit but it is 

expressed as a percentage. 
 

 

Mathematically, 
 

Coefficient of Variation = (Standard Deviation/Mean x 100) 

Calculation of the coefficient of variation is illustrated in the following 

example. 
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Example 8: The mean and standard deviation of the haernoglobin level 

of a group is 12.6 gm % and 1.5 gm% respectively while the mean and 

standard deviation of the body weight of the same group is 50 kg and 

2.2 kg respectively. 

 
To compare the deviations of these two sets of observations coefficient 

of variation is calculated for each of the data. 

 
Coefficient of variation of Hb level = (1.5 / 12.6) x 100 

= 11.9% 

Coefficient of variation of body weight = (2.2 / 50) x 100 
= 4.4% 

 

 

From these values it can be seen that the variation is greater for 

haemoglobin level than for body weight of the group although the 

absolute value of standard deviation was higher for body weight. 
 

 

3.5     Skewness 
 
When a frequency distribution or a frequency curve is not symmetrical 

about the peak, it is said to be skewed. In other words, one tail of the 

curve will be longer than the other in a skewed curve. This skewness can 

be either to the right or left of the peak. 
 

 

A relative measure of skewness given by Karl Pearson is: 
 

 

         Skewness = 3 ( x  - Median) / s 
 

 

Where x  is the mean, and s is the standard deviation of the distribution. 

When this calculated quantity is positive, it indicates that the skewness 

is to the right and when it is negative, it indicates skewness to the left, 

when it is zero, there is no skewness. 
 

 

4.0     CONCLUSION 
 
Measures of these scatter or variation are known as Measures of 

dispersion or variation. By knowing these measures of dispersion along 

with the measures of central tendency, most of the biological 

distributions can be completely defined and thereby they can be easily 

compared with each other. 
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 Men Women 

Class Frequency Frequency 

4.5 - 9.5 1 0 

9.5 - 14.5 4 2 

14.5 - 19.5 7 10 

19.5 - 24.5 23 7 

24.5 - 29.5 16 3 

29.5 - 34.5 7 5 

34.5 - 39.5 10 2 

 

 

 

7.0     SUMMARY 
 

We have looked at various methods of measuring the spread of data 

collected. These include measures such as range, mean deviation, 

variance, standard deviation etc. 
 

 

8.0     TUTOR-MARKED ASSIGNMENT 
 

A case study of Hodgkin’s disease was conducted. The study was 

restricted to patients under age 40 years old. One purpose of the study 

was to compare the distribution of cases by age in men to that in women. 

The group data are given below. 

Distribution of cases by age 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
(a) For each group calculate the sample mean, standard deviation and 

median. 
(b) Point out the similarities and differences in the two groups. 

(c) Calculate the coefficient of variations for each group. 
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UNIT 3 CORRELATION AND REGRESSION 
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1.0     INTRODUCTION 
 
Meaning and Definition of Correlation 

 
When dealing with two sets of variables measured on the same unit, it 

may so happen that one variable may be in a way related to the other. 

That is to say that with the change in one variable from one value to the 

other, the other variable will also change in its value corresponding to 

the change in the first variable. Then it is assumed that there is a 

correlation between the two variables. This correlation may be either 

due to some direct relationship between the two variables or due to some 

inherent factor common to both the variables. The quantum of this 

correlation  is  measured  in  terms  of  Correlation  Coefficient.  This 

measure takes into consideration the co-variation between the two 

variables in relation to the variation within the two variables. 

 
As an example, considering the correlation of height and weight of 

children up to 15 years, it may be observed that the weight increases 

with the increase in the height. It is possible to measure the degree of 

relationship between the height and weight of these children in terms of 

a correlation coefficient. 
 

 
 
 
 

2.0     OBJECTIVES 
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At the end of this unit, you should be able to: 
 

 

         define correlation and regression 

         distinguish between correlation and regression 

         determine correlation coefficient 

         distinguish between linear and non -linear regression 

         determine the regression equation. 
 

 

3.0     MAIN CONTENT 
 

3.1     Scatter Diagram 
 

Before calculating the correlation coefficient, an approximate idea about 

the extent and type of relationship between the two variables can be 

known by plotting the variables into a scatter diagram as described in 

module 1, unit 4. In this diagram one variable is represented on the X- 

axis while the other on the Y-axis and each pair of observation is plotted 

as a dot. The diagram will be a scatter of dots. Three different types of 

scatter diagrams are given in Figures below. 
 
 
 

9 - 

8 - 

7 - 

6 - 

Y 5 - 

4 - 

3 - 

2 - 

 
 
 
 
 
 
 

  

        





1 - 
0 - 

| | | | | | 
0 2 4 6 8 10 

 

Fig. 3.1: Scatter Diagram Showing Positive Correlation 
 
 
 
 
 
 
 
 
 
 
 
 

10 - 

86 
9- 
8- 
7- 
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Y 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3.2: Scatter Diagram Showing Negative Correlation 
 

 
 
 
 

10 - 

9- 
8- 

7- 
6-   

Y 5-   
4-   


3- 

2- 

1-     
0-| | | | | 

0 2 4 6 8 
 

Fig. 3.3:        Scatter Diagram Showing No Correlation 
 
 
 

In the first scatter diagram, Figure 3.1, it can be seen that the high values 

of X are associated with high values of Y and low values of X with low 

values of Y. 
 

 

In  the  second  scatter  diagram,  Figure  3.2,  high  values  of  X  are 

associated with low values of Y and low values of Y with high values of 

X. 
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In the third scatter diagram, Figure 3.3, it seems that there is no 

association between the values of X and Y and the points are highly 

scattered. 

 
First and second scatter diagrams suggest that there is some correlation 

between the variables X and Y, while the third scatter diagram suggests 

that there is no correlation between X and Y. 

 
The correlation shown in the first scatter diagram is a positive 

correlation, i.e. with the increase in the value of X, value of Y is also 

increasing and that of second scatter diagram is a negative correlation, 

i.e. with the increase in X value, value of Y is decreasing. 
 

 

3.2     Covariance 
 

The amount of co-variation between any two variables is measured in 

terms of covariance calculated by the formula. 
 

Cov (xIx2)  = [Σ(x1 x2) — (Σx1 Σx2) / n] / (n—1) 

 
Where Σ(x1  x2) is the sum of the products of the values of the variables 

in each pair, Σx1  and Σx2are the sum of values of each of the variables, 

while n is the number of pairs of observations. 
 

The degree of correlation between two variables is measured in terms of 

the correlation coefficient represented by ‘r’, when at least one of the 

variables is distributed normally. This correlation coefficient is referred 

to as the product-moment correlation coefficient. For calculation of this 

quantity, the co-variation between the two variables is considered in 

relation to the variation of each of the variables within itself. It is seen 

that the covariance gives the co-variation between the variables, while 

the  variance  or  standard deviation gives  the  variation of  a  variable 

within itself. 
 

 

3.3     Correlation Coefficient 
 

The formula for the calculation of correlation coefficient is given by 
 

r = 
Covariance between two variables 

(SD of first variable) x (SD of second variable) 
 

 

Mathematically,  if  x1,  and  x2,  are  two  variables  with  n  pairs  of 

observations then, 
 

r = 
[( x1 

x2 )   (x1  x2 ) / n] 

[{2
  (x )2

 / n)} {x )2
 / n)}] 
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Range and Interpretation of Correlation Coefficient 

 

 

i. The  correlation coefficient can  be  either  positive  or  negative 

depending upon the covariance between the two variables as seen 

in figures 3.1 and 3.2. 
ii.       The correlation coefficient is zero when there is no co-variation 

between the two variables as seen in the scatter diagram of figure 

3.3. 

iii.      When the relationship is perfect, the correlation coefficient will 

be either +1 or  - 1. 

iv.       Therefore the range of correlation coefficient is from — 1 to +1. 

v.        The correlation coefficient is also subject to sampling variation 

and hence observed value of ‘r’ is to be tested for its significance. 

vi.       The standard error of correlation coefficient is given by [(1 - r
2 

) 

/ (n - 2 ) ] where r is the correlation coefficient and n is the 

number of pairs of observations. 

vii. The test of significance for correlation coefficient is given by 

t = r /  [ (1 - r
2 

) / (n - 2)] with (n – 2)df. 
 

 

The corresponding probability level of significance is worked out from 

the t- distribution table. 

 
Calculation of Correlation Coefficient for Ungrouped Data 

 
For an ungrouped data, the correlation coefficient is calculated directly 

from the formula given earlier. Various steps involved in the calculation 

are as follows: 

 
i.        First, find the product of x1, and x2  for each set of observations 

and get the sum of these products, Σ(x1 x2). 
ii.       Compute the  sum of  the  first variable as  well as  the  second 

variable separately and get (Σx1) and (Σx2) 
iii.      The numerator is obtained by substituting these values in the 

formula. 

[Σ(x1 x2 ) — (Σx1 Σx2) / n ] 
iv.       Find the square of each of the observation in both the sets and get 

their sum Σx1
2 

and Σx2
2
. 

v.        Square the sums obtained in step (ii) for each of x1  and x2  and 

divide by n to get (Σx1)
2 

/ n and (Σx2)
2 

/ n 
vi.       Denominator is obtained by substituting the values obtained in 

step (iv) and (v) in the formula 

[ Σx1
2  

- (Σx1)
2 

/ n ) ] [Σx2
2 

- (Σx2)
2 

/ n)] 
vii.     r is obtained by dividing the result of step (iii) by step (vi). 
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Example 1: The following data gives the age of mothers in years at the 

time of delivery and weight of their newborn babies in some sample of 

deliveries. 
 

 
Age  of  the 

Mothers (x1) 

25 36 25 28 30 22 35 30 21 20 41 35 30 20 20 

Weight  of  the 
new-born  in 

Ibs(x2) 

5.0 8.0 7.0 7.5 7.5 6.0 7.0 7.0 5.2 6.1 8.0 7.0 7.0 4.5 4.0 

 

In order to quantify the relationship between the two variables i.e. age of 

the  mother  (x1)  and  the  weight  of  the  newborn  (x2),  correlation 

coefficient can be obtained by calculating the following quantities from 

the data. 
 

Σx1 = 418                            (Σx1)
2 

= 174724 
 

Σx2 = 96.8                            (Σx2)
2   

= 9370.24 
 

Σx1
2    

= 12286.00               Σx2
2      

= 647.00 

 
Σ(x1 x2) = 2794.2                           n =15 

 

(Σx1)
2 
/  N = 11648.27 

 

(Σx2)
2   

/ N = 624.68 

 
[(Σx1) (Σx2) /N)]      = (418) X (96.8) / 15 

= 40462.4 / 15 = 2697.5 

 
[ Σ (x1   x2) - (Σx1) (Σx2)  / n] = (2794.2) -  (2697.5) 

= 96.7 

[Σx1
2 
-  (Σx1)

2 
/ n]  = (12286.00 – 11648.27) =  637.73 

 

[Σx2
2 
-  (Σx2)

2 
/ n]  = (647.00 – 624.68) =  22.32 

 
  [{(Σx1

2 
- (Σx1)

2 
/ n )} {( Σx2

2 
- (Σx2)

2 
/ n) } ] 

 
 [ (637.73) (22.32) ]  = v (14234.1336) = 119.31 

 

r  = 
[x1 

x2   (x1 x2  / n)] 

[{x
2 
 (x )

2  
/ n) } {x

2 
 (x )

2  
/ n) }] 1 1 2 21 

 
=  (96.7) / (119.31)  = 0.81 
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For testing the significance of this calculated r, first standard error of r is 

calculated from the formula and then t test is applied. 
 
=  [ (1 – r

2
) / (n – 2) ] =  [ (1 - 06561) / 13] 

 

 

=   [ (0.3439) / 13] =  (0.0265) = 0.163 

 
T = r /  [ (1 – r

2 
) / ( n – 2 ) ] = (0.81 ) / (0.163) = 4.97 

 

 

From t-distribution table, the value of P for t = 4.97 at 13 df is less than 

0.01 which shows that there is a positive significant correlation between 

the age of the mother and the weight of the newborn baby. 
 

 

3.4     Linear Regression 
 
In the case of correlation, it was seen that the degree of correlation 

between the two variables could be measured using the correlation 

coefficient. In some cases, if this correlation is due to a latent factor 

associated with both the  variables, then the correlation is known as 

‘spurious correlation’. In some other cases, it may be that one of the 

variables directly causes the change in the other variable as already 

explained. In the latter case, the variable, which causes the change, is 

known as the independent variable. The height and weight of children 

given in the case of correlation is an example for this. In this case a 

change in the independent variable height of the child will cause a 

change in the dependant variable weight of the child. 
 

 

The change of dependent variable with respect to change in the 

independent variable is known as Regression. 
 

 

Regression coefficient is an estimate of the amount of change in the 

dependant variable for a unit change in the independent variable. This 

quantity is represented by ‘b’. 
 

 

3.5     Linear Regression Equation 
 
The relationship between the two variables can be represented by a 

mathematical equation known as Regression Equation. A regression line 

can be plotted when the relationship is linear i.e., the dependant variable 

either increases or decreases throughout with the change in the 

independent variable in a linear manner, the equation will be of the type, 

y = (a + b x) 

 
Where, y is the dependent variable 

x is the independent variable 

b is the regression coefficient 
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a represents the value of y for x =0, which is also known as y 

intercept. 
 

 

In the above linear equation, the regression coefficient b is calculated 

from the formula. 
 

b   
xy  [ (x) ( y) / n] 

[x
2  
 (x

2 
) / n ] 

 

 

Where b is the regression coefficient of independent variable x, upon 

dependant variable y. 
 

 

After testing for the significance of regression coefficient, the linear 

regression line of y upon x can be fitted in the form 

 
Y  = (a + bx) 

 

 

by substituting the various values calculated in the formula 

y = y  + (x -  ) b 
 

 

Where y  and   are the means of the variable y and x and b is the 

calculated regression coefficient. 

 
The above regression equation can be used for estimating values of 

dependant variable y for various values of independent variable within 

the range covered by the two variables in the given sample of 

observations. 
 

 

Interpretation of Linear Regression 
 

 

Linear regression equation should be used for estimating the values of 

dependant variable, only when a straight line fully answers the 

relationship. 
 

 

The regression line should not be extended beyond the values of the 

variable for which they are plotted. 
 

 

Whenever there is a correlation, it does not mean that there is also a 

regression. The correlation may be due to inherent factor acting on both 

variables and so there may not be any regression at all. 
 

The regression coefficient should be tested for significance. 

The standard error of regression coefficient is given by 
 

 

Sb = (Sy.x) /      {(Σx
2  

- (Σx)
2  

/ n} 
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x 

 

 
where 

 

 

(xy  (x) (y) / n)
2 

sy.x = (1/ n – 2) (Σy
2 

- (Σy)
2 

/ n) - }] 
x

2 
 (x)

2  
/ n 

 

 

The regression coefficient is to be tested for null hypothesis using t- 

distribution where 

 
t = (b / Sb) with (n - 2) df. 

 
The standard error of the estimated value of y from the regression 

equation is given by the quantity (Sy.x  /  n) where Sy.x  is obtained as 

above. 

 
Example 2: Regression co-efficient and the regression line for the data 

given in example 1 is worked out below using the notation x and y for 

the age of the mother and weight of the new born baby respectively in 

place of x1 and x2 

 
Σx = 418    =  27.9 

 
[Σx

2   
-  (Σx)

2 
/ n]  = 637.73 

 

 

Σy = 96.8 y   = 6.45 

 
[Σy

2 
– (Σy)

2 
/ n ] = 22.23 

 

 

[Σxy – (Σx) (Σy) / n ]  = 96.7 
 

 

Regression coefficient of x on y 

 

b = 
xy  [(x) (y) / n 

[(x
2 
 (x)

2  
/ n)] 

 

 

=  (96.7) / (637/73) = 0.152 
 

 

The significance of this regression coefficient is worked out by the 

formula given above i.e. 
 

Sy.  
2 

= {1 / (n – 2) [Σy
2 

– (Σy)
2 

/ n ] - 
[xy  [(x) (y) / n]

2
 

[(x
2 
 (x)

2  
/ n)] 

 

 

Sy.x =  [ ( 1/13) { (22.32) – (96.7)
2 

/ (637.73)}] = 0.77 

 
Sb   =  (0.77/637.73) =  (0.001203) 

 
t = 0.152 / 0.0012 – 126.7 
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P value corresponding to a t-value of 126.7 at 13 df is less than 0.001, 

which shows that the regression coefficient is significant. 

The linear regression line is obtained as 

y = y  + b(x -  ) 

=  6.45 + 0.152 (x – 027.9) 

=  6.45 + 0.152 x – 4.24 

=  2.21 + 0.152 x. 
 

 

3.6     Non-Linear Regression 
 

In the previous sections, it was seen that if the dependant variable either 

increases or decreases in equal quantities, throughout the range, with the 

independent  variable,  then   the   regression   is   linear   and   can   be 

represented by a linear relationship. Unlike this, it may happen that the 

dependant  variable  increases  for  each  change  of  the  independent 

variable up to a certain value and then it may start decreasing with the 

change in the independent variable. 
 

 

The reverse process may also happen. In such cases the regression is 

said to be non-linear. This type of relationship is often seen with the 

prevalence of certain diseases in different age groups. For example, it is 

observed that the tuberculosis infection rate in community rises with the 

age up to a certain age and then starts decreasing with the increase in the 

age after reaching a maximum at certain age group. This may be due to 

immunity attained by the community by the time they reach a certain 

age. 

 
In such a case the relationship is said to be quadratic. The relationship 

may be of other higher degrees also. In all these cases the equation of 

the relationship between the two variables are obtained by suitable 

mathematical procedures. 
 

 

3.7     Multiple Correlation and Regression 
 

In bivariate correlation, it was seen that there will be one dependent 

variable and only one independent variable which may be related with 

the dependant variable. But it may happen that there may be more than 

one independent variable for the causation of the dependant variable. As 

an example if the weight of a baby at birth is considered, the birth 

weight may be related to many factors such as age of the mother, period 

of gestation of the mother at the time of birth, parity of delivery, health 

condition of the mother and so on. If the overall correlation of all these 

independent factors with the dependant factor is considered, then it is 

known as Multiple correlation. 
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The multiple correlation coefficient is represented by R and can be 

estimated by simple correlation coefficients between various variables. 

 
R has no sign since the correlation may be positive with one variable 

and may be negative with the other. R approaches unity as more and 

more variables responsible for the causation of the dependent variable 

are considered. 

 
If an equation is fitted to estimate the dependant variable say the weight 

of a baby at birth in terms of the other independent variables such as the 

above factors, then the equation is called the ‘multiple regression 

equation’. If all the pertinent variables are included in the fitting of 

multiple regression equation, then perfect estimates of the dependant 

variable can be made from the fitted regression equation. R approaches 

unity as more and more variables responsible for the causation of the 

dependent variable are considered. 
 

 

The multiple regression equation for the birth weight of a baby in terms 

of say three quantitative factors like age of the mother, parity of delivery 

and total calorie intake of food during third trimester of pregnancy will 

be in the form of, 

 
y = a +b1 x1 + b2 x2 + b3 x3 

 
Where 

 
y is the value of weight of the baby at birth 

x1 is the age of the mother 

x2 is the parity of delivery 
x3  is the total calorie intake of food during third trimester of 
pregnancy 
b1 is the regression coefficient of y with x1, when the effect of x2 

and x3  are held constant, similarly b2  and b3  are regression 

coefficients of y with x2  and x3  respectively when the other two 

variables are held constant and ‘a’ is a hypothetical value of y 
when x1, x2 and x3 are zero. 

 
3.8     Partial Correlation 

 

 

It was seen that the dependant variable can be expressed as an equation 
in  terms  of  the  independent  variable.  When  only  one  independent 
variable say x1  is considered and a simple regression equation for y in 

terms of x1 is fitted, then the estimates of y for various values of x1 can 

be obtained. There may be another variable x2 on which y is dependent. 

If a regression equation of y in terms of x1  and x2  is fitted, then the 

precision of the estimates of y obtained in terms of x1  and x2  will be 
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better than the precision of estimate y, obtained in terms of x1  only. If 

there are more independent variables causing the dependent variable, by 
inclusion of these variables in the regression equation, precision of the 
estimate of y can be further improved. 

 
In other words, the difference in variations between the actual values of 

y and the corresponding estimated values can be made smaller by the 

consideration of additional variables which may be responsible for the 

causation of y. 
 

 

An estimate of reduction in the variation between the actual and 

estimated values of y obtained by addition of another variable is 

measured in terms of partial correlation coefficient attributable to this 

new variable. In other words, the partial correlation coefficient gives a 

ratio of additional variation answered in estimates of dependent variable, 

by  inclusion  of  another  independent  variable,  to  the  unanswered 

variation before the inclusion of this variable. 

 
Thus the purpose of calculation of the partial correlation coefficient is to 

analyse the relative importance of the different independent variables in 

estimating the dependant variable. As in the case of simple correlation 

coefficient, the significance of the partial correlation coefficient should 

also be tested before making conclusions. 
 

 

The symbolic presentation of partial correlation coefficient is r123…….n  , 

which means the partial correlation coefficient of variables 1 and 2 

holding the effect of variables 3 to n constant. This is (n - 2)
th     

order 
partial correlation coefficient. Thus r12.3 is the first order partial 

correlation coefficient between three variables which gives the partial 
correlation coefficient of variables 1 and 2 holding the effect of variable 

3 constant. Similarly when there are four variables, r12.34  is the second 

order  partial  correlation  coefficient  between  the  variables  1  and  2 

holding the effects of variables 3 and 4 constant. 
 

Any of the first order partial correlation coefficient can be calculated by 

the formula, 
 

r12..3= (r12 - r13r)/  {(1- r
2
13)(1 - r

2    
)} 

 

Where r12 is the simple correlation coefficient between variable 1 and 2. 

Similarly r13  and r23  are respectively the correlation coefficient between 

the variables 1 and 3, 2 and 3. 
 

Similarly the second order partial correlation coefficient is calculated 

from the formula, 
 

R12.34  = ( r12.4 - r13.4  r23.4) /  { (1 - r
2 

13.4) (1 - r
2 

23.4) } 
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r   r  r 

 

 
Where the first order partial correlation coefficients are utilised for the 

calculation 

 
to  test  for  the  significance  of  partial  correlation  coefficient,  the 

procedure is similar to that of simple correlation coefficient but the 

degrees of freedom will be (n - 3) for first order coefficient and (n - 4) 

for second order coefficients and so on. 
 

 

Similarly the other second order partial correlation coefficients like r13.23 

or r12.24  etc. can be calculated by the substitution of the appropriate 

partial correlation coefficient in the formula. 

 
Thus a general formula for the calculation of partial correlation 

coefficient of any order is given by 
 
 
 

 

r1n.23...n 1  
 1n.23 ...n 2  

1  r 
2

 

 
1n 1.23 ...n 2  n n1.23 ...n 2 

1  r 
2

  n1.23 ...n 2    nn 1.23 ...n 2  
 

 

3.9     Spearman’s Rank Correlation Coefficient 
 
It was seen that for the calculation of product-moment correlation 

coefficient, at least one of the variables is to be distributed normally. In 

cases where it is not so or when the measurements are in terms of certain 

ranks and not in exact quantitative terms, then Spearman’s rank 

correlation coefficient is calculated. In situations, where original series 

is in quantitative data but not normally distributed then also this measure 

of correlation is useful. In this case, one of the series is arranged in the 

order of magnitude and ranked from 1 to n while the values of the other 

variable is arranged correspondingly and ranks are assigned and the 

correlation coefficient of these two rankings is calculated in the usual 

way. But a simplified formula can be used as, 
 

rrank = 1- [6Σ D
2 

/ n(n
2
—1)] 

 
Where D is the difference in the ranks of each pair of data and n is the 

number of pairs of observations. 
 

 

Whenever there is a tie in the ranks then for each of the tied pair average 

of the ranks is assigned. 

 
The range for rank correlation coefficient is also between — 1 and +1. 
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Example 4:  The  performance of  seven  outpatient departments in  a 

hospital as ranked by two independent judges is as given below. 
 

 

Out-patient Dept. Ranking Difference in ranks 

Surgery 

Medicine 

Paediatrics 

Orthopaedics 

Eye 

Gynaecology 

ENT 

1 

2 

3 

4 

5 

6 

7 

3 

2 

4 

1 

7 

6 

5 

-2 

0 

-1 

3 

-2 

0 

+2 

4 

0 

1 

9 

4 

0 

4 
 

The calculation of rank correlation coefficient between the opinions of 

the two judges is calculated as follows- 
 

Σ D
2 = 

22, n = 7 

 
Rrank     = 1 - [ (6 x 22) / [ 7 x (49 – l )] 

 
= (1 - 0.39) = + 0.61 

 
i.e., correlation coefficient between the rankings of the out -patient 

departments by the two judges is + 0.61. 

 
From Table 3.1 below, it is evident that this value of rank correlation 

coefficient is not significant as a minimum value of 0.750 is required for 

significance at 5% level for 7 pairs. This means that the two judges are 

not similar in the ranking of the out-patient departments. 
 

 

For samples of size over 10 pairs the significance level of rrank  can be 

calculated similar to that of r, but for samples of size 10 or less number 

of pairs, it is given by the following table by Kendall. 

 
Table 3.1:     Table for Testing the  Significance of Rank Correlation 

Coefficient 
 

 

Size of the sample 5% level 1% level 

4 or less 

5 

6 

7 

8 

9 

10 

11 

None 

1.000 

0.886 

0.750 

0.714 

0.683 

0.648 

Use tables of significance of r 

None 

None 

1.000 

0.893 

0.857 

0.883 

0.794 
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3.10   Logistic Regression 
 
Logistic regression enables research data to be analysed to elicit 

influence of several independent variables on dependent variable, when 

the dependent variable is categorical in nature. It also enables data to 

control the influence of extraneous factors. Ordinary regression seeks to 

measure the degree of influence of different independent variables on 

dependent variable, while logistic regression analyses the odds that a 

event will or will not occur in relation to different values of independent 

variables. As an example, if smoking is a risk factor for incidence of 

lung cancer and data is available on incidence of lung cancer and 

different number of cigarettes smoked by the patient per day. Logistic 

regression analysis can be performed to answer the questions like, what 

are the odd that a person smoking 10 cigarettes per day would develop- 

lung cancer compared to non smokers. In this example, the incidence of 

lung cancer may also be influenced by the duration of smoking besides 

the number of cigarettes smoke per day. 
 

 

Multivariate logistic regression analysis can be performed to control the 

duration of cigarette smoking and assess the odds of incidence of lung 

cancer with the number of cigarettes smoked per day or vice-versa. 

 
Unlike in ordinary regression analysis, logistic regression analysis 

requires that the dependent variable has to be in dichotomous form. In 

other words, all the values of the dependent variable must be in the form 

of ‘yes’ or ‘no’, i.e. binary form. In the above example, it has to be in 

the form of whether the person is a lung cancer case or not a case. While 

the  dependent  variable  has  to  be  in  binary  form,  the  independent 

variable values may be categorical or in quantitative form. 
 

 

4.0      CONCLUSION 
 

 

Correlation shows the degree of association between two or more 

variables, while regression shows the relationship that exist between two 

or more variables. 
 

 

6.0     SUMMARY 
 
In this unit we have looked at the meaning and definitions of correlation 

and   regression.   In   addition,   we   demonstrated  how   to   calculate 

correlation coefficient and regression equations. 
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6.0   TUTOR-MARKED ASSIGNMENT 
 

A  study  is  run  to  develop  an  equation  by  which  concentration  of 

oestrone in saliva can be used to predict the concentration of this steroid 

in free plasma. The data are obtained on 14 healthy males. 
 

 
Concentration 

of oestrone in 

saliva pg/ml 

7.4 7.5 8.5 9.0 9.0 11.0 13.0 14.0 14.5 16.0 17.0 18.0 20.0 23.0 

Concentration 

of oestrone in 

free plasma 
pg/ml 

30.0 25.0 31.5 27.5 39.5 38.0 43.0 49.0 55.0 48.5 51.0 64.5 63.3 63.3 

 

Draw  a  scatter  diagram  for  these  data.  Find  x ,  x
2
,  y,  xy 

considering the equation y    x   . 
 

 

Estimate  and  . Use the estimated line of regression to predict the 

oestrone level in the free plasma in a male whose saliva oestrone level is 

17.5pg/ml. 
 

 

The following table gives the marks of ten students in each of the two 

examinations in Zoology and Botany. 
 

 

Zoology 40 38 60 48 63 42 73 52 49 58 

Botany 45 40 62 55 69 47 75 60 54 63 
 

(a) Construct a scatter diagram and draw a line of best fit. 

(b) Calculate the product-moment coefficient of correlation 

(c) Calculate the Spearman’s coefficient of correlation. 
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1.0     INTRODUCTION 
 
Probability is a common word used in day to day life meaning some 

chance factor for the occurrence of any specified event, such as the 

chances  of  a  person  winning  a  lottery  or  chances  of  a  particular 

operation being successful and so on. Thus the probability is a certain 

mathematical quantity which depends upon the quantum of occurrence 

of either favourable or unfavourable cases affecting the occurrence of an 

event. This quantity is in fact a ratio of two numbers, i.e. the quantity 

obtained by dividing one number by another number. 
 

 

The probability of an event can be defined as the ratio of the number of 

favourable cases for the particular event to the total number of cases 

both favourable and unfavourable to that event. As an example, consider 

the event of enumerating the persons who had an attack of a disease in a 

community. The probability of coming across a person with the history 

of an attack of the disease is the ratio of the number of persons with the 

history of attack of the disease to the total number of persons in the 

community. 

 
As another example, if the probability of a patient leaving the hospital 

against medical advice during a year’s time is to be computed, then this 

will be the ratio of the number of patients who have left the hospital 

against medical advice during a year’s time to the total number of 

patients admitted to the hospital during that year. 
 

 

If the total admission to the hospital during a year is say ‘N’ and out of 

whom ‘n’ number of patients left the hospital against medical advice 
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then the probability of any patient leaving the hospital against medical 

advice, denoted P(A) is equal to 

 
(n / N). 

 
Thus probability of an event 

 

 

No. of favourable cases for the event 

= Total number of cases both favourable as well as 

unfavourable to the event 
 

 

Example 1: Suppose in a class there are 100 students out of which 90 

are boys and 10 are girls. Then the probability of a student chosen at 

random out of the students in the class to be a girl is 
 

= 
No. of girls in the class 

Total no. of both boys and girls in the clas 
 

 

= 
10  

 0.1 
100 

 
Probability can have the lowest value of zero and a highest value of one 

according to the number of favourable cases for the event. In other 

words, according to the value of the numerator, when the numerator is 

zero, i.e. none of the cases are favourable out of the total event, then the 

probability of the event will be zero. When all the cases are favourable 

for the event, both the numerator and the denominator will be equal and 

hence the probability of that event will be one. 

 
In the above example, if there are no girls in the class and all the 

students are boys then the probability of a student chosen at random to 

be a girl is zero and the probability of a student chosen at random to be a 

boy is one. 
 

 

When there are only two complimentary events of occurrence then the 

probability of a particular event will be equal to (1- probability of the 

other event). 
 

 

As can be seen from example 1, the probability of selecting a boy at 

random 

 
=  90/100 =  0.9 

=  (1 - Probability of selecting a girl) 
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For most of the variables, the probability of occurrence of a particular 

event   attains   more   and   more   consistency  when   the   variable  is 

enumerated in large numbers. For example, the probability of a new 

born being a boy will be almost equal to 0.5 when a large number of 

births are enumerated. This type of consistent probability for any event 

is a common feature of many of the biological variables. 
 

 

2.0     OBJECTIVES 
 
At the end of this unit, you should be able to: 

 

 

         define probability 

         identify and state the properties of normal distribution 

         identify and state the properties of binomial distribution 

         identify and state the properties of Poisson distribution. 
 

 

3.0     MAIN CONTENT 
 
3.1     Standard Distributions 

 
Most  of  the  variables  when  classified  into  a  frequency  distribution 

follow a certain fixed pattern. This pattern becomes more and more 

consistent with the increase in the number of observations. That is to 

say, that when a biological variable is measured or enumerated on 

sufficiently large number of observations and the frequency distribution 

of these measurements are plotted, the curve tends to take a particular 

shape. This shape will be similar for a particular variable if repeated 

observations are made in large numbers. The shape of the curve may be 

different for different variables. The shape of these curves is governed 

by certain mathematical laws based on the probability of occurrence of 

different values of the variable. 

 
The probability of occurrence of different values of observations can be 

depicted in terms of these mathematica1 laws. These laws are known as 

probability distribution laws. From these distributions the number or the 

percentage of observations lying at a particular value of observation or 

up to or beyond a value can be estimated. In any frequency distribution, 

if the frequencies are plotted against the values of the variable, the area 

under the curve up to any value of the variable is a function of the 

cumulative probability of occurrence of that particular value of the 

variab1e. So when the exact probability distribution law of any variable 

is  known,  the  shape  of  the  curve,  the  probability of  occurrence of 

various values of observations, etc. can be determined. 



PHS 241 BIO-STATISTICS 

104 

 

 

 

 
The three fundamental standard probability distributions of importance 

in the statistical theory are discussed below in the order of their 

importance. 
 

 

3.2     Normal Distribution 
 

 

This distribution is the most important one in biological observations 

and is common to many of the biological variables, when observed in 

large numbers. 

 
Suppose if the values of haemoglobin levels of a large number of 

individuals are enumerated and plotted on a graph paper in the form of a 

histogram or a frequency polygon, it can be observed from the graph, 

that there would be maximum number of observations corresponding to 

the centre of the curve, the number of observations gradually decrease 

on both sides of this point with very few observations at the tail ends 

and further the curve would be symmetrical. This type of distribution is 

known as Normal distribution (Figure 4.1). 

 
The mathematical equation of this distribution is 

 
y = {1/σ  (2 π}e

- ½ {(xi-μ) / σ)2 

 
where y is the frequency corresponding to the variable value of xi. 

μ is the mean value of the variable in the population 

σ is the standard deviation of the variable in the population 

π is the mathematical constant with value 3.4159 

e is the mathematical constant, 2.71828...., the base of natural 

logarithms. 

 
Usually μ and σ are estimated from the samples and these estimates are 

represented as x  and s respectively. 

 
The following are the important characteristics of Normal Distribution: 

 

 

         the shape of the distribution resembles a bell 

         the curve is symmetrical about the middle point 

  at the centre of the distribution which is peaked, all the three 

measures of central tendency namely the mean, median and mode 

coincide 

  maximum number of observations is at the value of the variable 

corresponding to the mean and the number of observations on 

both sides of this value gradually decreases and there are only a 

few observations at the extreme points 

  the  area  under  the  curve  between  any  two  points  which 

corresponds  to  the  number  of  observations  between  any  two 
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values of the variable can be calculated in terms of a relationship 

between the mean and the standard deviation. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
-3S. D. – 2S.D. – 1S.D. MEAN +  1S.D. + 2S.D.  +  3S.D. 

 

68.3% 

95.4% 
 

99.7% 

Fig. 4.1: Normal Distribution 
 
 
 

The three simple relationships are: 

 
a.        (Mean ±1 SD) covers 68.3% of the observations. 

b.        (Mean ±2 SD) covers 95.4% of the observations. 

c.        (Mean ±3 SD) covers 99.7% of the observations. 

 
Thus from the above relationship it can be seen that almost all the values 

of the observations lie within the range of (Mean ± 3 SD) and most of 

the values of the observations are within the range of (Mean ± 2 SD). 

 
This relationship is useful for fixing the confidence intervals of the 

statistical parameters. 

 
vi. Normal distribution law is the basic assumption for various tests of 

significance. 

 
3.3     Standard Normal Variate 

 

 

When a variable x follows a normal distribution with mean and standard 

deviation s, then the quantity, 
 

 

Z = {(x - x ) /s} 
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  is known as the Standard Normal Variate (SNV). The value of Z 

for several values of x follows a normal distribution with a mean 

value equal to zero and a standard deviation one. 

 
All variables following a normal distribution pattern with any mean and 

standard deviation can be transformed to a Standardised Normal Variate 

using the above formula. This quantity facilitates the calculation of 

proportion of the frequency of observations between any two values of 

the variable or up to or beyond a value of the variable, with the help of 

Normal probability integral table, irrespective of the values of mean and 

standard deviation of the original observations. 

 
Similarly when the mean and standard deviation of a variable following 

a Normal distribution is known, the probability of occurrence of any of 

the variable can be calculated from the table. In this Normal probability 

integral table, the area of the Normal curve up to a particular value of 

SNV from +  or -  is tabulated. As the curve is symmetrical the 

values are tabulated for only one half of the curve. 

The practical applications of the above procedures are illustrated in the 

following examples. 
 

 

Example 2: If the body temperature of healthy persons in a community 

is distributed normally with a mean 37
0 

c arid standard deviation 0.3° C, 

then the proportion of persons with a body temperature 375
0 

C or above 
is calculated as follows: 

 
First the SNV is calculated for the given value of the variable from the 

formula. From the  Normal probability integral table,  the  probability 

level corresponding to  this calculated value is noted. This tabulated 

value  gives  the  probability  for  the  variable  having  a  value  from 

maximum of +  up to the given value of the variable. This probability 

when multiplied by 100 gives the percentage population beyond the 

value of the variable. 
 

 

Here x = 37.5° C, x  = 37.0° C, s = 0.3° C 

(x - x  ) = (37.5 - 37.0) = 0.5 

Z = {((x - x ) / s} =  (0.5 / 0.3) 1.67 
 
 
 

The area of the curve beyond this point as seen from the Normal 

probability integral table is 0.04746. This corresponds to the probability 

that the variable takes a value 37.5°C or above. 
 

 

In other words (0.04746 x 100) or 4.75% of the healthy population have 

their body temperature of 37.5° C or above. 
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Example 3: In the above example, if the problem is to find the 

proportion of persons in the population within a range of body 

temperature 36.5° C to 37.5° C, the procedure is as follows: 

 
In this case the two SNVs corresponding to the above values of the 

variables are calculated and the proportion of areas of the curve for the 

values of the variable below the lower value and above the higher value 

are calculated from the standard normal table. By adding these two 

proportions, the total proportion of the area of the curve below and 

above two desired values of the variable is obtained which when 

multiplied by 100 gives the percentage of persons in the population with 

the body temperature beyond 36.5° C and 37.5° C. By subtracting this 

proportion from 100, we can obtain the proportion of persons with body 

temperature in the range 36.5° C to 37.5° C. 

 
It is worked out as follows. 

 

 

x1 = 36.5° C, x  = 37.0° C, s  = 0.3
0
C 

(xi - x ) = (36.5 - 37.0) = - 0.5 

Z1 = (- 0.5 / 0.3) = - 1.67 

x2 = 37.5° C, = 37.0° C, s  = 0.3
0
C 

(x2 - x  ) = (37.5 — 37.0) = + 0.5 
Z2 =  (+0.5 / 0.3) = +1.67 

 
         The proportion of the area under the curve from -  up to -1.67 = 

0.04746. 

         Here the negative sign indicates the left-hand side of the curve. 

         The proportion of the area under the curve from +  upto +1.67 = 

0.04746. 

  The proportion of the area under the curve beyond these two 

points = (Z1  + Z2).= (0.04746 +0.04746) = 0.09492 or 0.095 or 
9.5 percent. 

  Therefore the percentage of persons between the two values of 

the body temperatures.= (100 - 9.5) = 90.5% 

 
In other words, in the population there would be 90.5% of persons with 

body temperature between 36.5° C to 37.5° C. 
 

 

3.4     Binomial Distribution 
 
When the population under observation can be divided into two distinct 

groups, one with a certain characteristic and the rest without this 

characteristic, the distribution of the occurrence of the characteristic in 

the population is defined by the Binomial Distribution. 
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As an example, in a given population, if it is required to define the 

distribution of prevalence of a certain disease, then the entire population 
can be divided into two groups, one with the disease and the other 

without the disease. If the probability of a person having the disease is p 
and not having the disease is q, i.e., (1- p), then the distribution of 

various probabilities, i.e. the probability of finding none, one, two, three, 
four persons with the disease in a group of n persons is given by the 

successive terms of the binomial distribution (q+p)
n

 

The expansion of (q+p)
n 

is given by the formula, 

(q+p)
n   

= q
n 

+ 
n
C1 q

n-1   
p + 

n
C2   q

n-2 
p

2 
+ 

n
C3 q

n-3 
p

3
 

+…………………………. +
n  

Cr  q
n-r  

p
r  

+…………………. +
n  

Cn-1  qp
n-1

 

+  p
n

 

 
n 

=Σ
n 

C rq
n-r 

p
r
 

r = o 
 

Where 
n
Cr = n! / (r! (n – r)!) 

n! means, factorial n  = n(n - 1)(n - 2)……………… 2 x 1 

and r! = r(r - 1)(r - n2)………... 2 x 1 
 

n
Cr denotes the number of combinations of r things taken at a time out of 

n things. 
 

In the above expansion, the first term q
n  

gives the probability that none 

of the persons in the group of n persons is suffering from the disease 

while the second, third……… r
th     

…………. (n+1)
th 

term gives the 

probability that one, two, three…...(r-1)...n persons are suffering from 
the disease respectively. Hence the probability that at most 1, 2, ... r .... n 

persons are suffering from the disease is given by the sum of the 
successive 1st, 2nd, 3rd, .. (n+1)th terms of the above expansion 

respectively. 
 

 

Actual frequencies are obtained by multiplying these probabilities by the 

number of groups observed. 
 

 

Example 4: In a community, if the probability of a person with any 

disease on any day is 0.1, then the corresponding probability that a 

person is not suffering from the disease is 0.9. 

 
Then in a house of six members the probability that none, one, two, 

three, four, five and all six persons are having the disease on any day is 

given by the successive terms of the expansion. 
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6! 

 
 

(0.9+0.1)
6 

= (0.9)
6 

+ 
6
C1 (0.9) (0.1)

5 
+ 

6
C2 (0.9) (0.1)

2 
+ 

6
C3(0.9)

3
(0.1)

3
 

+ 
6
C4(0.9)

2
(0.1)

4 
+ 

6
C5 (0.9) (0.1)

5 
+ (0.1)

6
. 

 
The probability that in the family of 6 persons, no person is sick on any 

day. 
 

= (0.9)
6 

= 0.531441. 

The probability that in the family of 6 persons, 1 person is sick on any 

day. 
 

= 
6
C1  (0.9)

5  
(0.1) =  

    
1! 5!

 

{(0.9)
5 

(0.1)
1}

 

 

 

=  
(6 x 5 x 4 x 3 x 2 x1) 

(1) x (5x4x3x2x1) 

 

{(0.9)
5
(0.1)

1
} 

= 6 (0.9)
5 

(0.1)
1
 

= 6 (0.59049) (0.1) 

= 6 (0.059049) 

= 0.354294 or 0.35 
 

 

Similarly the probability that in the family of 6 persons, 2 persons are 

sick on any day. 
 

= 
6
C2 (0.9)

5 
(0.1)

2
 

=  
 6!  
2! 4!

 

{(0.9) (0.1)2) 

 

 

= 
(6 x 5 x 4 x 3 x 2 x1) 

(2x1) (4x3x2x1) 

 

{(0.9)
4
(0.1)

2
} 

 

 

= 15 (0.6561) (0.01) 
 

 

=  15 (0.006561) 

 
=  0.098415 

 

 

If we observe 100 such households then the number of households with 

none,  one,  two  persons  suffering  from  the  disease  is  the  number 

obtained by multiplying each of the above terms by 100, i.e., 53, 35 and 
10. 

 
Thus the number of households with a maximum of two persons sick on 

any day is given by the sum of above products of the first three terms as 

illustrated below. 
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No. of households out of 100 houses with a size of 6 persons 

 

         with none sick at any time = (0.531441 x 100) = 53 

         with one person sick at any time = (0.354294 x 100) = 35 

         with two persons sick at any time = (0.098415 x 100) = 10 
 

Hence No. of houses with a maximum of two persons sick 

= (53+35+10) = 98 
 

 

Main Characteristics of the Distribution 
 

In a binomial distribution, 
 

Mean number of events with the characteristic is given by (np) where n 

is the number of observations and p is the probability of occurrence of 

the characteristic. 
 

Variance of the number of events is (npq) where q = (l -p). 
 

If  p  and  q  are  equal,  i.e.  each  is  equal  to  0.5,  the  curve  will  be 

symmetrical. 
 

If p and q are not equal then the curve will be skewed. 
 

For any fixed value of p and q, if n, i.e. the number of observations is 

increased to  a  sufficiently large  size,  binomial distribution becomes 

more and more symmetrical and tends to be a normal distribution. 
 

 

3.5     Poisson Distribution 
 

If in a binomial distribution, the value of p or q becomes infinitely small 

and  n,  the  number  of  observations becomes very  large  so  that  the 

product (np), the mean number of events is always finite, then the 

binomial distribution tends to be a Poisson distribution. Here the 

occurrence of an event at any point of time is independent of previous 

event. 
 

In this distribution the probabilities of the event occurring 0, 1, 2, 3 ... r 

times is given by the successive terms of the exponential series. 
 

Exponential series 
 
 

e
-m 

(1+ m + 
m

2 
m

3 

2! 
  
3! 

+ - ……………………)
 

 

where e refers to the base of natural logarithms, 
 

m mean number of events 

! is factorial as described earlier. 
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Suppose in a surgical ward, the post-operative management is quite 

efficient, then the number of deaths due to post-operative management 

will be quite small and as such the probability of deaths due to post- 

operative complications on any day will be quite low. To estimate the 

probability of the number of days with death, one death or two deaths 

and so on, in a year’s time due to post-operative management, Poisson 

distribution can be utilised. 

 
First the mean number of deaths per day is calculated out of the data for 

a certain period and this mean (m) is substituted in the above formula to 

estimate the various terms in the series. 

 
The probability f (r) number of deaths on a day is given by the (r+1)th 

term of the above series. The number of days with r number of deaths in 

a year is obtained by multiplying this probability by 365. 
 

 

If it is required to estimate the number of days with at most r deaths, 

then the estimated days up to 0, 1, 2, ... r deaths are to be added or the 

total probability of up to r deaths is to be multiplied by 365. 
 

 

The following example will illustrate an application of Poisson 

distribution in health care management. 
 

 

Example  5:  In  a  general  hospital,  it  was  observed  from  previous 

records, that the number of post-operative deaths in a year’s period was 

60. Number of days with no post-operative death; or the number of days 

in a year with one or two post-operative deaths can be calculated as 

follows, using Poisson distribution. 

 
m = Mean number of post-operative deaths per day in a year’s period 

 

= 
Number of post - operative deaths in a year 

No of days in the year 

= 60/365 = 016438 
 

 

Using this Mean, the probability of none, one or two deaths on any day 

can be tabu1ated through successive terms of the Poisson distribution 

m
2 

m
3 

e
-m 

(1+ m + 
2! 

  
3! 

+ - ……………………)
 

 
Probability of number of deaths per day can be calculated as follows. 

No death = e
-m 

(1) e
-0.16438   

= 0.84842 
 
One death = (e

-m
) m = (e

-0.16438 
) x (0.16438) 

= (0.84842) x (0.16438) 

= 0.1395 
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Two deaths = 

m
2 e m 
2! 




0.164382 0.84842
2  1 

= 0.01146 
 

 

The number of days in a year with none, one, two deaths in a year can 

be calculated by multiplying these probabilities by 365, 

i.e. No. of days in a year with no deaths = (0.84842 x 365) 

= 310 days 

 
One death = (0.1395 x 365) = 50 days 

Two deaths = (0.01146 x 365) = 4 days 
 

 

Thus there will be almost negligible number of days with three or more 

deaths. 

 
Main Characteristic of the Distribution 

 
In a Poisson distribution 

Mean = m 

Variance = mean 
 

 

The distribution can be defined in terms of the mean only. 
 

 

4.0      CONCLUSION 
 

 

From the theory of probability, models for the distribution of biological 

data have been formulated and this is the basis of all statistical 

hypotheses. 
 

 

5.0     SUMMARY 
 

We have been able to define and state the meaning of probability with 

relevant examples. In addition we looked at three standard distributions 

namely: normal distribution, binomial distribution and Poisson 

distribution. 
 

 

7.0   TUTOR-MARKED ASSIGNMENT 
 

 

1. Six blood samples are selected from 40 blood samples, of which 

four are cancerous. What is the probability that exactly two of the 

blood samples selected is cancerous? 

2. If the birth of a male child and that of a female child are equally 

likely. Find the probability that in a family of five children, 

exactly 3 will be male. 
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3. The probability that a person gets a reaction from a new drug is 

0.001.If  2000  people  were  treated  with  this  drug,  find  the 

probability that: 

 
a. exactly 3 persons will get a reaction. 

b. more than two persons will get a reaction. 
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1.0     INTRODUCTION 
 

The main aim of a clinical trial is to make comparisons between one 

type of treatment and another. The parameters of these comparisons may 

be just in terms of certain physiological or biochemical estimates or may 

be in terms of number cured under different treatment groups. Such 

comparisons   need   some   careful   thinking   as   well   as   scientific 

preplanning. A lot of variability exists within or between biological 

observations and this is even more predominant amongst clinical data. 

The effect of treatment for various diseases is not the same; as such the 

Controlled clinical trials play an important role in clinical 

experimentation. 

 
The term controlled trail means conducting experiments on groups, 

which are formed in such a way that the different experimental groups 

are  identical  in  all  relevant  aspects,  except  for  the  treatments  they 

receive,  to  facilitate  comparisons  in  a  scientific  way.  Out  of  these 

groups, all the groups may receive different treatments which are to be 

compared between themselves or one group may receive only a placebo 

while the remaining groups receive different treatments and the effect of 

the various treatments are compared against the effect of placebo. 
 

 

The ultimate aim of all such controlled trails is to ensure enhanced 

preciseness in results and to get maximum information out of the 

experiments in most convincing manner. 
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2.0     OBJECTIVES 
 
At the end of this unit, you should be able to: 

 

 

         state the principles to be adopted in clinical trials 

         name the types of control 

         design clinical trials 

         determine the sample size of a clinical trials. 
 

 

3.0     MAIN CONTENT 
 
3.1     Principles to be adopted in Clinical Trials 

 
The first principle of the three basic principles of controlled clinical 

trials is the Principle of Randomisation; meaning that the treatments are 

allocated to different units randomly, which provides better estimate of 

experimental error and takes care of extraneous variability. 

Randomisation ensures certain probability of allocation of treatments to 

different experimental units, which enables for the application of 

different  statistical  methodologies  for  inferring  from  the  data.  The 

second principle is the Principle of Replication, which means that 

experiments should be repeated with more than one group or treatment 

is applied on many units or subgroups instead of one, which increases 

the precision of the study. The third is the Principle of local control, 

which means that the total experimental group is divided into different 

homogeneous  groups  or  blocks  and  the  treatments  are  randomly 

assigned to these parts. This principle enables elimination of variability 

due to extraneous factors. 
 

 

3.2     Types of Controls 
 

 

There are various types of controls and their merits and their demerits 

are discussed in details below: 

 
a.        Retrospective Control 

 
In this method of comparison, a group of patients treated for a particular 

disease with a new drug by the experimenter are compared with the 

results of a group of patients of the same disease treated with any other 

drug in the past by the same experimenter or some other worker. No 

doubt this method of comparison reduces the labour of treating a group 

again with the drug already established for its efficacy but has its own 

discrepancies. The main discrepancy is that it will rarely be known 

whether the two groups under comparison are identical in various 

characteristics, especially with regard to the nature and severity of the 

disease. Besides, certain diseases will have a tendency to change over a 
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period of time with regard to severity. This may be either due to natural 

causes or may be due to vast preventive measures undertaken or may be 

due to changes in living habits. Hence either mild or severe cases of the 

disease may be more prevalent at one time of investigation as compared 

to the other. The result of the treatment of milder cases cannot be 

compared with the results of the treatment of severe cases or vice-versa. 

Similarly the method of diagnosis of the cases by different workers will 

also influence the type of cases, severity of the disease, etc. Besides, the 

reaction of patients to various drugs under different conditions will not 

be the same. Keeping all these factors in view, it will not be valid to 

compare the results of one experiment with the results of another 

conducted in the past, unless it can be wholly taken that the two groups 

are identical in all respects referred to above, which may rarely exist. 
 

 

b.       Patient as his Own Control 

 
All patients will not react equally to any drug. This variability amongst 

different patients to the drug can be overcome by recording the results 

on the same patient before and after treatment in certain types of 

experiments. In such cases, a group of patients is selected and the 

observations on desired characteristics are recorded before treatment for 

each of the patient. After administering the treatment to the group the 

results are again recorded and the comparisons are made between the 

‘initial’ and ‘after treatment’ values. In this case, the patients serve as 

their own controls. In using such a control, the basic assumption will be 

that the patient will not have variations over a period of time with regard 

to response to the drug, severity of the symptom and also that there is no 

carry over effect from any treatment which the patient might have had 

previously. Validity of such assumptions can be established by 

conducting  preliminary  investigations  on  small  groups,  which  are 

known as pilot investigations. 

 
Diagrammatically this can be represented as follows: 

 

 

Measurement Treatment Measurement 

Before treatment 

(X) 

introduced after treatment 

(Y) 

Treatment effect = (X) – (Y) 
 
 
 
 
 
 
 
 
 

c. Coir Current Control 
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For human beings, in many cases the initial effect cannot be estimated or 

for  animals  the  results  to  be  compared  between  various  treatments 

cannot  be  obtained  without  sacrificing  the  animal  under 

experimentation. Hence in such cases the different treatments are 

administered to different identical groups. Out of these groups all may 

receive different treatments between which comparisons are made or 

one group is kept as a control group receiving only a placebo or a 

previously known drug against which the other groups are compared. 
 

 

The measurements may be made only at the end of the trail on all the 

groups  where  such  measurements  are  known  as  ‘After  only  with 

control’. Here the effect of treatment is assessed as the difference in 

measurements between the groups. 
 

 
 

Group I Treatment administered Measurement 

after 

treatment (Y) 

Group II Placebo or some other Measurement 

treatment  after 

treatment (Z) 

Treatment effect = (Y) – (Z) 
 

 
Here the assumption is that all the treatment groups are identical at the 

start of experimentation. 

 
If the above assumption is not valid, measurements have to be made 

both at the start of experimentation as well as at the end. Effect of the 

treatment is assessed as difference between the change in the initial and 

after treatment values individually in the control and experimental 

groups. Such a comparison is known as ‘Before and after with control’. 
 
 

 
Group I Measurement 

before 

Treatment 

administered 

Measurement made 

after treatment 

 treatment 

(X) 

  

 

Group II 
 

Measurement 
 

Treatment 
 

Measurement made 

 before 

treatment 

administered 

or Placebo 

after treatment 

 (A)  (Z) 
 

Treatment effect = (Y - X) – (Z - A) 

3.3 Formal Designs for Clinical Trials 
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There are various formal designs used in clinical trials. Some of them 

are illustrated below: 
 

 

i. Completely Randomised Design 
 

  Involves principle of randomisation and replication. 

  Treatments are assigned to experimental units at random. 

  If ten subjects are there, two treatments are allocated at random to 

the patients. Five get treatment A and another five get treatment 

B. 

  Used when experimental units are homogeneously distributed. 
 

 

ii. Randomised Block Design 
 

 

  Principle of randomisation and local control is ensured in this 

design. 

  All the units in the sample are divided into certain number of 

homogeneous groups according to the number of treatments to be 

administered. 

  All  the  units  in  a  particular  group  are  allocated  a  particular 

treatment at random. Thus the treatment is allocated on group 

basis and not on individual patient basis as was done in the case 

of Completely Randomised Design 

  In this design number of treatments would be equal to the number 

of groups of patients. 

 
Diagrammatically the design is represented below. 

 
 

Treatments Group of patients 
 

I Group 1 

II Group 2 

III Group 3 

IV Group 4 
 
 
 

iii. Latin Square Design 
 

 

  Experimental units are arranged into certain number of groups 

equal to the number of treatments. 

  Each group is again divided into certain number of subgroups 

equal to the number of treatments. 
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They are arranged into rows and columns as shown in the diagram 

below. 
 

 

  Each  treatment  is  allocated  to  these  subgroups  such  that  it 

appears once in each row and column. 

  This design enables elimination of variability across units and 

treatment effects. 

 
If there are four grades of the disease status, the patients of these grades 

are arranged into rows and columns as shown in the diagram and four 

treatments A, B, C, D are allocated to each group of patients as shown in 

the diagram, so that each treatment appears only once in each row and 

column. 
 

 

Variations in Disease Status 
 

Grade 1 Grade 2 Grade 3 Grade 4 

A B C D 

B 
C 

D 

C 
D 

E 

D 
E 

A 

E 
A 

B 

 
 

 
iv.      Factorial Designs 

 
In a simple experimental design, if there are three drugs each with three 

doses, the effect of the different drugs along with different doses can be 

studied by administering the drugs and doses independently. But this 

design yields only the effect of different drugs and doses independently, 

but not the effect of combination of drugs and doses. But if it is desired 

to know the interaction between the drugs and doses, Factorial designs 

are to be used. 

 
In Factorial designs, it is possible to assess the effect of various factors 

such as main treatments, effect of doses of treatment, effect of treatment 

and doses on different stages of disease, interaction between the main 

treatment and the doses of treatment, interaction between doses of 

treatment and stages of disease and the interaction between main 

treatment, doses of treatment and stages of disease. 

 
The factorial designs may be simple or complex as illustrated in the 

following diagrams. 

 
In these diagrams each box represents a group of patients treated with 

particular drug and dose or regimen of treatment. 
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Simple factorial design is suitable if the effect of only drug and doses of 

drugs are to be studied as illustrated below, where each box represents 

one block of patients. 
 

 

Simple Factorial Design 
 

 
 

Drug 1 & Dose 1 Drug 1 & Dose 2 Drug 1 & Dose 3 

Drug 2 & Dose 1 Drug 2 & Dose 2 Drug 2 & Dose 3 

Drug 3 & Dose 1 Drug 3 & Dose 2 Drug 3 & Dose 3 
 
 

When the effect of different drugs, doses of drugs as well as regimen of 

drugs are to be studied, a complex factorial design can be adopted as 

illustrated below, where each box represents one block of patients. 
 

 

Complex Factorial Design 
 

Drug 1 & Dose 1 

Regimen 1 

Drug 1 & Dose 2 

Regimen 1 

Drug 1 & Dose 3 

Regimen 1 

Drug 1 & Dose 1 

Regimen 2 

Drug 1 & Dose 2 

Regimen 2 

Drug 1 & Dose 3 

Regimen 2 

Drug 2 & Dose 1 

Regimen 1 

Drug 2 & Dose 2 

Regimen 1 

Drug 2 & Dose 3 

Regimen 1 

Drug 2 & Dose 1 

Regimen 2 

Drug 2 & Dose 2 

Regimen 2 

Drug 2 & Dose 3 

Regimen 2 

Drug 3 & Dose 1 

Regimen 1 

Drug 3 & Dose 2 

Regimen 1 

Drug 3 & Dose 3 

Regimen 1 

Drug 3 & Dose 1 

Regimen 2 

Drug 3 & Dose 2 

Regimen 2 

Drug 3 & Dose 3 

Regimen 2 
 
 
 

No. of subjects or experimental units may be same or different in each 

block of the design. If the numbers are same it facilitates analysis. 

 
Analysis can be carried out to answer questions such as: 

 

 

         Whether different drugs influence the outcome? 

         Whether different doses of drugs affect the outcome? 

         Whether regimens of drugs affect the outcome? 

         Is there any interaction between the dose and type of drug? 

         Is there any interaction between the regimen and type of drug? 

         Is there any interaction between the regimen and dose of drug? 

  Is there any interaction between the type, regimen and dose of 

drug? 
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v.         Crossover Designs 

 

 

In order to eliminate ‘between group variations’, a design which can be 

adopted  is  a  crossover design.  In  this  design,  the  variation is  only 

‘within subjects’ rather than ‘between subjects’. In this type of design, 

the same group of patients is given both the treatments of interest in 
sequence. The second treatment is applied to patients at random, after 

neutralisation of carry over effect of the previous treatment. A wash out 

period   may   have   to   be   introduced  after   the   first   treatment   is 

administered. In this design the disadvantage may be that the patients 

may drop out after first treatment and may not be available to receive the 

second treatment. This design may not be suitable if the first drug cures 

the disease or the drug is effective only during a particular stage of the 

disease or if the disease status changes radically during the period of 

study. 
 

 

vi.      Sequential Trials 
 
Ethically a patient should not be treated by an inferior drug or for a 

prolonged duration. To take care of these factors, it may be preferable to 

set up a Sequential trial’ where the sample size is determined during the 

course of the trial. In this design the outcome is studied after each case is 

treated with the drug and the study is terminated when once the outcome 

reaches a desired criteria. In this design the decision lines or control 

charts of continuing or terminating the trial are drawn at the start of the 

trial on some predetermined criteria through statistical procedures. This 

is  equivalent to  the  quality control techniques applied in  industries, 

where a certain batch of products are either accepted or rejected for 

quality on some pre-determined criteria. The advantage of this design is 

that the number of patients required for the study would be less than the 

other designs. However sequential trials are inappropriate if the duration 

of outcome is long. 
 

 

3.4     Blinding During Trials 
 
Errors may occur during assessment of results due to the bias of 

experimenter, if he knows what treatment is administered to a particular 

group. Treatment effect may also be different if the patient knows what 

treatment has been administered to him/her. Even the person analysing 

the results may be influenced by the treatment schedule to the patients. 

To overcome these errors usually blinding of treatments is done. 
 

 

Blinding can be done by not informing the patient as to what treatment 

has been administered. This type of blinding is known as Single blind 

trial. In order to avoid experimenter’s bias, both the experimenter as 

well as the patient is kept unaware of the treatment schedule. This type 
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of blinding is known as Double blind trial. If the person analysing the 

results of the experiment is also kept unaware of the treatment schedule 

then it is known as Triple blind trial. 
 

 

3.5     Sample Size 
 

 

The trial should be conducted on an adequate sample size, which would 

detect reliably the small or moderate but clinically important differences 

between the treatment groups. 

 
In clinical trials usually there will be two groups, one experimental and 

the other control group. In order to estimate the size of sample for each 

group, the difference in the response rates as well as the variability in 

the response rates of the two groups are to be taken into consideration 

and the sample size is estimated from the following formula. 

 
         n = [(p1q1 + p2q2) (z + z)

2
] / (p1 - p2 )

2
 

         n is the adequate sample size for each group 

  p1  is the expected response in the treatment group and p2  in the 

control group 

         and q1 = (l - p1) q2   = (l -p2) 

  z  is the value of the Standard normal variate corresponding to a 

significance level of a (usually taken as 1.96 for a two tailed test 

at 0.05 level). 

  z  is the value of the Standard normal variate corresponding to 

the desired level of power of the test (usually taken as 1.24 for a 
power of 80%). 

 

 

The values for p1 and p2 are usually obtained from pilot studies or 

assumptions from some other studies. 
 

 

Example 1: If an investigator wants to estimate the cure rate amongst 

anaemia cases by administration of a particular drug compared against a 

known drug, the minimum number of cases in each group to be 

investigated is calculated as follows: 

 
Suppose, from pilot study it is known that the response rate in the new 

drug is 80% and the previously known drug was 40%, then the sample 

size is estimated as follows: 

 
p1 the expected response in the new treatment group 

= 80% or 0.80 

p2 the expected response in the previously known drug 

= 40% or 0.40 

q1 = (1 - 0.80) = 0.20 

q2 = (1 - 0.40) = 0.60 
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z  is the value of the standard normal variate corresponding to a 

significance level of 0.05 taken as 1.96. 
 

 

z   is  the  value of  the  standard normal variate corresponding to  the 

desired level of power of the test, taken as 1.24 for a power of 80 % 
 

n = [(p1q1 + p2q2) (z + z)
2
] / (p1 - p2 )

2
 

0.80  0.20  0.40  0.60 1.96  1.242 


0.80  0.402 

0.16  0.2410.24


0.402 

0.40 10.24


0.16 

=  (4.096) / (0.16 

= 26 cases are required to be investigated in each group. 
 

 

4.0      CONCLUSION 
 
All statistical techniques can be applied only to random samples. 

Random sample takes care of all biases, which may or may not occur 

during investigations. 
 

 

5.0     SUMMARY 
 

 

In this unit we have been able to describe the principles adopted in 

clinical trials. We also discussed how to design clinical trials and state 

type of controls in any clinical trials. 
 

 

6.0   TUTOR-MARKED ASSIGNMENT 
 
1. Describe any two types of clinical control, stating the merit and 

demerit of each. 
2.        Describe any two of the standard clinical design trials. 
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1.0     INTRODUCTION 
 

Most of the biological investigations are carried out on samples as it will 

not be possible to cover the entire population. It is known that repeated 

samples even though from the same population will not yield the same 

estimates for any characteristic under observation. As an example, if 

four samples of 25 persons from a common population are considered 

and the mean pulse rate of persons in these samples are calculated, then 

it will be seen that all these four means will not be exactly equal. This is 

because there is always variability amongst observations and this 

variability is common amongst biological observations. 
 

 

Such  a  difference  between  the  sample  estimates,  even  though  the 

samples are from the same population, is known as the sampling 

variation.   Whenever   two   or   more   samples   are   considered,   the 

differences  observed  in  the  sample  estimates  of  a  particular 

characteristic may be either due to sampling variation or may be due to 

the fact that the samples might have come from different populations 

with different values for the characteristic. 
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As such, whenever dealing with the estimates from two or more samples 

or groups, one would be interested to know whether the differences 

observed for the value of the estimates between the groups are only due 

to the sampling variation or otherwise. In other words, one would be 

interested to know whether the samples are coming from the same 

population or different populations. For sorting out this, one should 

know  the  range  of  the  estimate,  which  a  characteristic  can  take  if 

different samples are taken from the same population. This range 

depends upon the mean value, the variability of the observations in the 

original population and also on the size of the sample. 
 

 

2.0     OBJECTIVES 
 
At the end of this unit, you should be able to: 

 
         define some terminologies used in hypothesis testing 

         state the general procedure for hypothesis testing 

         test for large samples 

         test for small samples. 
 

 

3.0     MAIN CONTENT 
 
3.1     Some Terms Used in Test of Hypothesis 

 
Before discussing the details of testing of hypothesis, it is necessary to 

understand the meaning of some of the terms used in the procedures of 

testing of hypothesis. 
 

 

i.        Null Hypothesis 

 
The first step in the testing of hypothesis is to set up a hypothesis 

appropriate with the problem and this hypothesis is usually in the form 

of a null hypothesis. The null hypothesis should be framed in such a way 

that it conveys the meaning that the difference between the estimates 

provided by different samples is due to sampling variation. In other 

words, the null hypothesis states that the samples are coming out of a 

common population. 
 

 

Going back to the example of pulse rates of persons given earlier, the 

appropriate null hypothesis which may be stated is that the mean pulse 

rates of all the four groups are same or in other words all the four 

samples are from a population with a common mean. 

 
In clinical medicine, an experiment may be carried out to test the 

effectiveness of a new drug over a standard drug. There may be two 

groups of patients, each  group being treated with a particular drug. 
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Suppose the effectiveness of the drug is measured by the proportion of 

patients  who  are  cured  in  each  group,  then  the  appropriate  null 

hypothesis in this experiment would be that the proportion of patients 

cured in the new treatment group may be same as that of the proportion 

of patients cured in the standard treatment group. 
 

 

ii.        Level of Significance 
 

Having framed a null hypothesis, that the two groups are from the same 

population, it is necessary to fix the magnitude of the risk of making a 

wrong conclusion of rejecting the null hypothesis. This quantity is 

calculated in terms of a probability level denoted by P and is referred to 

as the level of significance. P gives the probability of the sampling 

variation or the chance factor being responsible for the causation of the 

difference in the estimates of the samples, when the samples are from 

the same population. In other words, this gives the probability level to 

decide whether the null hypothesis is to be rejected or not. If the value of 

P is small, it means that the probability of attributing the difference 

between sample estimates to the sampling variation or chance factor is 

small. On the other hand, if P is large then the probability that the 

difference between the sample estimates caused by sampling variation is 

large. As such, whenever P is small the null hypothesis is rejected. 

Incidentally it may be noted that the value of P also gives the size of the 

risk factor in making a wrong conclusion. While accepting or rejecting 

the null hypothesis, one may commit two types of errors. If the null 

hypothesis is rejected when it is actually true, one will have committed a 

Type I error. On the contrary, if the null hypothesis is accepted when it 

is false, Type II error is committed. 

 
How small should this value of P be to reject a null hypothesis depends 

upon the type of investigation. One should be careful in deciding the 

size of P. A balance between Type I and Type II error is to be made, 

depending upon the gravity of making such errors in the conclusions to 

be made from the study. As a matter of practical convenience, a value of 

less than or equal to 0.05 is the usual level which is commonly accepted 

for rejecting the null hypothesis. By this it means that one would be 

going wrong in 5 out of 100 cases by rejecting the null hypothesis. The 

smaller the value of P, the more evident it is that the differences between 

the estimates of the samples are significant. All tests of significance are 

aimed at finding this value of P. 
 

 

iii.      Standard Error 
 

It is the standard deviation of a statistical parameter like mean, 

proportion, etc. This gives an idea about the dispersion of the above 
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statistical parameters obtained from repeated samples from the same 

population. 

 
In other words, the standard error of a mean is the standard deviation of 

all means of several samples taken from the same population. Similarly, 

standard error of a proportion is the standard deviation of proportions of 

several samples of a qualitative data taken from the same population. 

 
Standard error can be estimated from a single sample and the standard 

errors of mean and proportion are given by the following expressions. 

Standard error of mean = s/( n ) 

 
Where s is the standard deviation of observations in the observed sample 

and n is the number of observations in the sample. 
 

 

Standard error of a proportion = (pq/n) 
 
 

where p is the proportion of occurrence of an event in the observed 

sample, q = (1 - p) and n is the number of observations in the sample. 

 
Standard error is useful for fixing the Confidence limits, which gives a 

range for the statistical parameter, indicating that the true value of the 

parameter is contained in the range with a certain confidence. In other 

words, a 95% confidence interval of mean gives a range which indicates 

that the true value of the mean is within the range of 95% confidence, or 

in other words, 95% of the sample estimates will lie within this range. 

 
Standard error is the basic statistical quantity for testing the significance 

of the difference in estimates between two samples. 

 
3.2     General Procedure for Testing of a Hypothesis 

 
The following are the steps involved in applying a test of significance: 

 

 

  set  up  a  null  hypothesis  suitable  to  the  problem  either  in 

qualitative or quantitative terms 

         define the alternate hypothesis, if necessary 

  calculate the suitable test statistics, t,  
2
. f, etc. using the relevant 

formula. 

         determine the degrees of freedom (df) for the test statistics 

  find out the probability level, P corresponding to the calculated 

value of the test statistics and its degrees of freedom. This can be 

read from the relevant tables. This gives the probability that the 

difference between the sample estimates is because of sampling 
variation 



PHS 241 BIO-STATISTICS 

128 

 

 

 

 
         generally, reject the null hypothesis, if P is less than or equal to 

0.05, otherwise accept it. In other words the difference between 

the two sample estimates is considered as significant if P is less 
than or equal to 0.05. 

 
Conclusions are usually made on the basis of tests of significance that 

the  two  samples  are  from  the  same  population  or  not  without 

considering the direction of the difference between the two sample 

estimates like mean or proportion. Such tests are known as two tailed 

tests. On the other hand if conclusions are to be made as to whether one 

of the sample mean is larger than the other, tests of significance in such 

cases are known as one tailed test. In one tailed test, the table value of P 

is taken as half the tabulated value. 
 

 

3.3     Tests for Large Samples 
 

i.        To Test the Difference between Two Means or Proportions 

 
A sample is usually considered to be large if the number of observations 

is more than 30. In such samples, the estimate may be either in terms of 

qualitative data or quantitative data. Depending upon the nature of data, 

appropriate tests are to be applied. 

 
Generally the biological observations on large samples are distributed as 

a Normal distribution. The difference between two means or proportions 

are also distributed as a Normal distribution, with mean zero and a 

standard deviation equal to the standard error of the difference between 

the two sample estimates. This standard error is computed from the 

respective standard errors of the parameters under comparison. 

 
The  standard  error  of  the  difference  between  the  two  means  or 

proportion is equal to 
 

{(SE1)
2 

+ (SE2)
2
) 

 

 

where (SE1) and (SE2) are the standard errors, which is estimated 

for mean equal to (s/ n) and for a proportion equal to (pq 

/n). 
 

 

The standard error of the difference between the two sample means is: 
 

{(s1
2 

/ n1) + (s2
2 

/ n2)} 
 

 

where s1  and s2  are the standard deviations of the two samples and n1 

and n2 are their sample sizes respectively. 
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The standard error of the difference between the two proportions is 

given by the expression, 
 

 

{(p1 q1 /n1) + (p2 q2 /n2)} 

where p1  and p2  are the estimates of the proportions of the event 

in the two samples and q1 and q2 are equal to (1 - p1) and (1 - p2) 

respectively n1  and n2  are the number of observations in the two 

samples. 
 

 

It was mentioned that the difference between the sample means or 

proportions follow a Normal distribution with mean zero and standard 

deviation equal to the standard error of the difference. Hence it is 

possible to find the probability of whether the difference between the 

two  sample  estimates  is  due  to  sampling  variation  or  not.  This 

probability  level  is  given  in  the  Normal  distribution  tables 

corresponding to the ratio of the difference between the means or 

proportions and the standard error of this difference. 
 

 

The following procedure is adopted for testing for the significance of the 

difference between means or proportions: 
 
  calculate  the  two  means x1 and x2 or  proportion  p1   and  p2 

corresponding to the two samples with sample size n1  and n2 

respectively. 

  set up the null hypothesis that the two samples are from the same 

population and that the difference between the two sample 

estimates is due to sampling variation 

  calculate the standard deviation of the two  samples and their 

standard errors (SE1) and (SE2) respectively 

  calculate the standard error of the difference between the two 

sample estimates as 

  (SE1)
2 

+ (SE2)
2
 

  calculate  the  quantity  critical  ratio  (C  R)  or  z  value,  z  = 

(Difference between sample estimates / SE of difference) 

  refer to the normal distribution table and corresponding to this 

calculated value of z, find the value of probability P 

  if P is less than or equal to 0.05, reject the null hypothesis and 

conclude that the difference between the two sample estimates is 

significant. 
 

 

If P is greater than 0.05 accept the null hypothesis and concludes that the 

difference between the two samples estimates is not significant. 
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Example 1: In an epidemic of gastroenteritis in an area, the number of 

cases reported in two populations consuming water from different 

sources was given as follows: 
 

 

Source of water No. of people 

consuming water 

from the source 

No. of cases of 

gastroenteritis 

Tap water 

Hand pump 

800 

2400 

35 

120 

Total 3200 155 
 

From the above data it is desired to find out whether the difference in 

the proportion of cases in the two groups is significantly different. 

 
The null hypothesis in this case is that the difference is not significant. 

 

 

P1 =  Proportion of cases amongst tap water consumers 

=  (35 / 800) 

=  0.044 

q1 = (1.-p1)=(1=0.044) =  0.956 

n1 = no. of tap water consumers 800 
 

 

Standard error of the proportion p1 , (SE1) 

= (p1q1/n1) 

= {( 0.044 x 0.956) / 800} 
 

= (0.0000525) =  0.0072 

p2 = Proportion of cases amongst hand pump water consumer 

 
=  (20/2400) = 0.05 

q2 =  (1-p2) 

=  (1 - 0.05) = 0.95 

n2  = No. of hand pump water consumers = 2400 
 

Standard error of the proportion p2 (SE,) 

= (p2q2/n2) 

= { (0.05 x 0.95) / 2400)} 

= (0.0000198) = 0.0044 
 

 

Difference between the proportions = (0.050 - 0.044) = 0.006 

Standard error of this difference = [ { (SE1)
2 

+ (SE2)
2
) 

 

 

= (0.0000525 + 0.0000197) 
 

= (0.0000722) = 0.0085 
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Z or C R of Difference between the proportions 

= (0.006/0.0085) 

= 0.706 

 
ix)       From normal distribution table, P corresponding to this value of 

Z is more than 0.48 
 

 

This means that the probability, that sampling variation is the cause of 

the difference in the proportion of cases between the two groups is more 

than 0.48. 

 
Hence the null hypothesis is not rejected and it is concluded that the 

difference is not statistically significant. 
 

 

3.4     Tests for Comparing Means of Small Samples 
 
In the methods used for testing of large samples using Normal 

distribution,  the  standard  errors  were  estimated  from  the  sample 

standard deviations. This estimate should be consistent from sample to 

sample. But this is a statistical parameter subject to sampling variations. 

With small samples these variations will be large and the estimate of 

standard error will be inconsistent from sample to sample and as such it 

will not be accurate. 
 

 

The Normal probability calculated using this inconsistent estimate will 

not be correct. Hence in 1908, ‘Student’ derived a new distribution, 

known as ‘t’ distributions table which have been constructed giving the 

probability levels of several values of this statistics t. The value of t is 

dependent upon the sample size ‘n’ and for each value of the degrees of 

freedom used for estimating the standard deviation of the sample, the 

value of t is different. Hence the table of t-values covers the various 

degrees of freedom and gives the probability levels for the calculated 

values of t at each degree of freedom. 
 

 

In actual working, the t-statistics is calculated as a ratio of the difference 

between the two means to the standard error of the difference between 

the means. 
 

t = x1   x2  / Smd 

 
where x1    and x2    are the means of the two samples and Smd  is the 

standard error of the difference between the means. 

 
In  actual  experiments, the  observations  may  be  carried  out  on  two 

independent samples, one known as the control group and the other 
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known as the treated group. The means of these two groups may be 

compared for their significant difference. 

 
In such cases, the comparisons are said to be unpaired comparisons. 

 
In some other experiments to overcome the variability between the 

groups, the observations may be carried out on a single sample and the 

values of a certain characteristic may be noted before and after the 

treatment with any particular drug. In such cases, the comparisons of 

values of observations are known as paired comparisons. 

 
The method of estimating the standard error and Smd  is slightly different 

in the two cases and they are detailed below. 
 

 

a)       t-test for comparing paired observations 

 
The formula for the calculation of t-statistics in this case being 

t = ( d  / Smd ) with (n - i) df. 

 
where d  ( is the mean of the differences in the values of the 

variable of the sample observations before and after treatment 

and n is the number of observations in the sample. 

 
Smd   is the standard error of the mean difference and is calculated 

by the formula: 
 

 

Smd = (sd / n) 

S1 = ( / ) 

 
where Sd  is the standard deviation of the values of d, the 

differences in the variable before and after the treatment. 
 

 

The steps in  the  calculation of  t-test for  paired observations are  as 

follows: 

 
  calculate the difference d1 for each pair of observations before 

and after treatment and compute their mean d 

         set up the null hypothesis that d = 0 

         calculate the standard deviation of these differences Sd 

[(Difference between individual observation and d)
2 

] 

n - 1
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Where n is the number of pairs of observations: 

 

 

calculate the standard error Smd from the formula 

Smd = (sd / n) 
 

 

         calculate the value of t-statistics as t = ( d /smd) 

         compute the degrees of freedom as (n - 1). 

  from the t-distribution table, find the probability level 

corresponding to this value of t and degrees of freedom (n - 1). 

  if  P  <  0.05  reject  the  null  hypothesis and  conclude that  the 

difference between before and after treatment values are 
significant. 

 
Example 2: On a group of anaemic patients, an iron preparation was 

administered and the haemoglobin levels of the patients before and after 

therapy were noted and are given below. It is desired to find out whether 

there is a significant change in the haemoglobin level of the group after 

the therapy. The steps for the calculation are worked out below: 
 

 

Patient 

No. 

Hb. level 

in gms % 
before After 

Therapy herapy 

Difference 

between 

after & 

before 

therapy (d) 

 

 
 
 
 

(d - d ) 

 

 
 
 
 

(d - d ) 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

5.6 

4.8 

6.5 

7.5 

4.5 

3.5 

6.7 

6.2 

5.6 

4.4 

7.5 

8.0 

10.2 

9.4 

11.0 

7.5 

7.5 

6.0 

8.0 

9.6 

10.0 

8.4 

8.0 

8.0 

4.6 

4.6 

4.5 

0.0 

3.0 

2.5 

1.3 

3.4 

4.4 

4.0 

0.5 

0.0 

1.87 

1.87 

1.77 

-2.73 

-0.27 

-.023 

-1.43 

0.67 

1.67 

1.27 

-2.23 

-2.73 

3.50 

3.50 

3.13 

7.45 

0.07 

0.05 

2.04 

0.45 

2.79 

1.61 

4.97 

7.45 

Total   32.8  37.01 
 

Null hypothesis is that there is no significant change due to therapy. 

 
Mean differences in Hb level before and after therapy, 

d = (32. 8/12) =2.73 ≈ 2.7 
 

 

Standard deviation of the differences = ( 37.01 /11) 

= 1.834 
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Standard error of the mean difference = (1.834/ 12) 

= (1.834/3.464) 

= 0.530 
 

t = 
(Mean difference in Hb. before & after therapy) 

SE of mean difference 
 

= (2.73/0.530) = 5.15 

 
From t-tables, corresponding to 11 df. and the calculated value of t = 

5.15, P<0.001. 
 

 

This means that the null hypothesis is rejected and it is concluded that 

the mean difference is statistically significant. 
 

 

b) t-test for comparing the means of two independent samples 
 

 

For comparing means of two independent samples, t-test statistics is 

calculated from the formula: 
 

t = { x1   x2  / Smd} 
 

 

Here Smd  is the estimated standard error of the difference between the 

two sample means and is obtained as follows: 

Smd  = ((n1 + n2 )/n1 n2 }{(n1 - 1) s1
2 

+ (n2 - 1) s2
2 

))/ (n1 + n2 - 2)] 

Where s1
2  

and s2
2 

are the standard deviations of the two samples and n1 

and n2 are their respective sample sizes. 
Thus 

x1   x2 

t =             ((n1 + n2 )/n1 n2 }{(n1 - 1) s1
2 

+ (n2 - 1) s2
2 

))/ (n1 + n2 - 2)] 

with (n1 + n2 - 2) df 

 
Example 3: In an experiment to know whether there is any difference in 

the length of small intestines between males and females, the 

observations recorded were as follows: 
 
 

 

No. of observations 

Mean length of the small intestines 

SD of the observations 

Males 

17 

157” 

34” 

Females 

15 

146” 

31” 
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To find out whether there is any significant difference in the length of 

small intestines between the two sex groups, t-test can be applied and 

interpreted as follows: 

 
First a null hypothesis is formulated that the difference between the 

means is due to sampling variation. 

 
Then t - is calculated from the above formula. 

Here 

x1 = 157” x2 = 146” 

s1 = 34” s2 = 34” 

n1 = 17 n2 = 17 
 
Substituting the above values in the formula: 

 

t  = 
 157  146  

[{(17  15) / 17  15 } {16 (34)
2  
 14 (31)

2
} / (17  15  21] 

 

 

= (11) /  [{(32/255)  (31950/30)}] 

= (11) /  (133.5) 

= (11) /  (11.56) = 0.95 
 

 

The above t value has (n1 + n2 – 2) =  30 df 

 
Referring to the table of t-distribution at 30 df., it is seen that the 

calculated value lies between 0.854 and 1.055 with corresponding P 

values between 0.40, and 0.30. That is to say that 0.40> P> 0.30. This 

indicates that the difference between the two sample means can be 

attributed to sampling variation with a probability more than 0.30. As 

seen earlier the value of P to consider a difference as significant, should 

be less than 0.05. 
 

 

Hence the null hypothesis is accepted and the difference in the mean 

length of small intestines between the two sexes is taken as not 

significant. 
 
To test for an alternative hypothesis that x1   is greater than or less than 

( x2 ), one tailed test is used where, half the probability level located from 

the t-table is used. 

 
In the present example, if we want to test whether the mean length of 

male intestine is more than the mean length of female intestine, half of 

the P value located from the table, equivalent to P > 0.15 is considered, 

which still allows us to accept the null hypotheses that the length of 

small intestines amongst males is not longer than those of females. 
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The usual assumption underlying the t-distribution is that the means of 

the two samples are normally and independently distributed and that the 

variances of the two samples are equal. This equality of variances can be 

tested by F-test, which is the ratio of the variances of the two samples. 

However, even when the variances of the two samples turn out to be 

unequal, still the t-test is applicable with a correction for significance 

level suggested by Cochran. This method satisfies most of the practical 

situations. 
 

 

By this method, t is calculated from the usual formula and the 
significance level of this calculated t is noted for (n1 - 1) and (n2 - 1) df., 

where n1  and n, are the two sample sizes. If these two probabilities are 

termed as P1  and P2, the actual significance level of the calculated t is 

obtained as the weighted average of P1 and P2, in relation to their 

respective squares of standard errors: 
 

 

i.e. P= (w1P1 + w2 P2) / (w1 + w2) 

 
Where w1   and w2, are the squares of the standard errors of the two 

sample means. 
 

 

4.0   CONCLUSION 
 

The methodology of statistics which deals with the techniques of 

analysing the differences between the estimates from different samples, 

due to sampling variation or otherwise is known as the Testing of 

hypothesis. In this methodology, the probability, that the difference 

between the sample estimates attributable to the sampling variation is 

worked out by several methods. 
 

 

5.0     SUMMARY 
 

 

We studied in this unit how test hypothesis is used for both small and 

large samples as well as explaining some of the basic terminologies used 

in the test of hypothesis. 
 

 

6.0   TUTOR-MARKED ASSIGNMENT 
 

A new drug is to be tested. The current drug is effective with 70% of the 

patients. If the new drug can be shown to be 80% effective, then it will 

be put into widespread use. The hypothesis to be tested is: 

 

H 0
 

: P  0.7 
 

H 1 
: P  0.8 
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Let the test statistic T be the number of patients for whom the new drug 
is effective. If we reject H0   if and only if T≥8 out of a sample of 10 

patients, find the probability of type I error. 
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1.0     INTRODUCTION 
 

We have learnt that t test can be used to test whether the difference in 

the mean values of two groups of observations could be assumed to be 

arising out of sampling variation or the two groups are coming out of a 

common population, When there are more than two groups, to test for 

the differences in terms of combination of the two groups at a time is not 

appropriate, since the variability present in all the groups is not taken 

into consideration. 
 

 

As an example, when antenatal mothers are subjected to different 

treatments to improve their haemoglobin levels, it can be seen that the 

total variability in the haemoglobin values of all the antenatal mothers is 

measured as sum of squares of deviation of the haemoglobin values of 

all the observations irrespective of the treatment they receive. However, 

there may be two more types of variability responsible for this total 

variability, one type of variability may be due to differences in the 

mothers between the treatment groups, while the second may be due to 

the differences in the mothers within each of the treatment group. As 

such three different estimates of the variance of observations can be 

obtained. First one can be calculated on the basis of all the observations 

irrespective of the treatment they receive, considering the overall mean, 

which is the total variability. Another estimate of the variance can be 

obtained considering the variability between the groups and a third 

estimate of the variance can be obtained on the basis of the variability 

within the treatment group. If the variability between mothers treated 

with  different  treatments  or  the  variability  within  each  group  of 

treatment are not significantly different, all the above three estimates of 

variance are unbiased estimates of the population variance, which would 

be almost the same. 
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With the above considerations, the methodology of Analysis of variance, 

where the ratio of the variances (F) developed by Fisher, is used to test 

for the null hypothesis that the mothers of different treatment groups are 

not significantly varying with their haemoglobin levels and is calculated 

as 

F = 
Estimated variance between the groups 
Estimated variance within the groups 

 

 

In other words it can be expressed as 
 

F = 
Mean sum of squares between groups 
Mean sum of squares within groups 

 

 

If the two variances differ much, the value of ‘F’ ratio will be high. 

 
The values of ‘F’ for different degrees of freedom are tabulated as 

variance ratios. The degrees of freedom are obtained on the basis of the 

number of groups under comparison and the number of observations in 

all the groups. 
 

 

If the analysis pertains only to testing the difference between groups, 

then it will be One Way Analysis of Variance. If there are more number 

of factors, within each group, say besides considering only antenatal 

mothers, if trimester of pregnancy of the antenatal mothers is also 

considered, analysis can be made to compare the mean difference 

between treatment groups as well as, between trimester of pregnancy 

also. Such analysis is known as Two Way Analysis of Variance. 
 

 

The actual computational procedure for an analysis of variance is 

illustrated in the following example below. 
 

 

2.0     OBJECTIVES 
 
At the end of this unit, you should be able to: 

 

 

         solve problems using one way classification of ANOVA 

         solve problems using two way classification of ANOVA 

         state the assumption underlying ANOVA 

         explain ANCOVA. 
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3.0     MAIN CONTENT 
 

3.1     One-Way Analysis of Variance 
 

Example 1: In a diet survey of antenatal mothers, it was revealed that 

the iron intake of sample of ten antenatal mothers from each of four 

villages were as follows. It is desired to find out whether the differences 

in the mean iron intake between the samples in the four villages are due 

to chance or can be regarded as statistically significant. 
 

 

Iron  intake  in 

mg 

Village No.1 

 
Village No.2 

 
Village No.3 

 
Village No.4 

11.5 

12.5 

18.5 

21.0 

28.0 

26.0 

14.0 

22.0 

20.0 

22.0 

19.5 

18.5 

16.0 

22.0 

30.0 

24.5 

19.0 

24.0 

19.5 

15.0 

18.5 

16.5 

24.5 

30.0 

28.5 

14.0 

19.0 

17.0 

18.0 

29.0 

30.0 

26.5 

27.0 

34.0 

20.0 

22.5 

28.0 

32.0 

27.0 

25.5 

Total 195.5 208.0 215.0 272.5 
 

Various steps in the computations are as follows: 
 

 

  calculate sum of all observation (Σxij) where xij  represents each 

observation. 

  calculate sum of observations of each village = (Tj) 

  calculate sum of squares of all observations = ( Σxi 
2
) 

  calculate total sum of squares: 

  =[( Σxi 
2
) – {(Σx )

2
 / n } ] 

  where n is total number of observations. 

  The quantity {(Σxij)}
2 

/ n } is called correction factor (CF) 

  calculate’ sum of squares between villages’ 
2

 

  = {Σ (Tj /  ki ) - CF} 

  where Tj  is the sum of observations in each village and ki is the 

number of observations in each village. 

  sum of squares within villages’ is obtained as difference between 

the ‘Total sum of squares’ and the ‘Sum of squares between 

villages’. 
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Sum of 40 observations 

= (11.5 + 12.5 + 18.5 +…………………. + 32.0 + 27.0 + 25.5) = 891 
 

Correction factor (CF) = { (891)
2 

/ 40 } = { 793881 / 40 } = 19847.025 

 
‘Total sum of squares’ 

= (11.5
2
+ 12.5

2
+ 18.5

2
+.……………+ 32.0

2
+ 27.0

2
+ 25.5

2
) - C.F. 

= (21119.5 ) — (19847.025) = 1272.475 
 

 

‘Sum of squares between villages’ 

=  
[(195.5)  (208.0)

2
  (215.0)

2
  (272.5)

2
 

 

- 19847.025. 
10 

as k, no of observations in each village =10 

= (20196.55 — 19847.025) = 349.525 

 
‘Sum of squares within villages’ = 

(‘Total sum of squares’ — ‘Sum of squares between villages’) 

= (1272.475 — 349.525 ) = 922.950 

 
Degrees of freedom (df.) for ‘Total sum of squares’. 

= (No. of observations — 1) = (40 — 1) =39 

 
Degrees of freedom for ‘ Sum of squares between villages’ 

= (No. of villages — 1) = (4 — 1) = 3 

 
Degrees of freedom for ‘Sum of squares within villages’. 

= (df. for Total sum of squares) — (df. for Sum of squares between 

villages) 

= (39 – 3) = 36 
 

 

Mean sum of squares = (Sum of squares/Degrees of freedom) 

F = 
(Mean sum of squares between villages) 

(Mean sum of squares within vi llages) 
 

 

Analysis of Variance Table 
 

 

Source of 

Sum of squares 

Degree of 

freedom 

Sum of 

squares 

Mean sum 

of squares 

F 

Between villages 

Within villages 

3 

36 

349.525 

922.950 

116.5083 

25.6375 

4.544 

Total 39 1272.475   

 
F, which is the variance ratio, is obtained by dividing the ‘between 

villages mean sum of squares’ by ‘within villages mean sum of squares’. 
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P value obtained from the variance ratio tables of Fisher and Yates, 

corresponding to the calculated value of ‘F’ for the respective degrees of 

freedom, enables conclusions as to the significance of the differences in 

the variability between the villages. 

 
From the Variance ratio table, F value corresponding to the (3, 36) 

degrees of freedom is 4.38, for P = 0.01. 

 
Since  the  calculated  value  of  F  is  4.544  which  is  more  than  this 

tabulated value, it can be concluded that ‘between the villages’ variation 

is significant at P < 0.01, meaning thereby that mean iron intake of 

antenatal mothers in the four villages are significantly different. 
 

 

The above analysis is the first step in studying the overall differences 

between the groups. If the analysis of variance suggests significant 

differences between the groups, it is necessary to examine the group 

means, the size of differences between the group means and also to see 

if these differences are significant. Analysis of variance provides an 

estimate of the standard error to test these differences. 
 

 

An estimate of the standard error of the differences between the group 

means is equal to: 
 

(2s
2 

/ k) 
 

 

Where s
2   

is the ‘within groups mean sum of squares’ and  k is the 

number of observations in each of the group under comparison. If the 

number of observations are different in the groups, an average of the 

number of observations in the groups can be taken as an approximate 

estimate of k. 
 

 

If the difference between the means of the two groups is more than a 

quantity {t0.05             (2s
2 

/ k)}, which is known as the Least significant 

difference (LSD), the group means can be concluded as significantly 

different at P < 0.05. 

 
The quantity t0.05  is the value of t statistic corresponding to degrees of 

freedom of ‘Sum of squares within groups’ in the Analysis of variance 
table, corresponding to P = 0.05. The calculation of Least significance 
difference is illustrated in the following example. 
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Examp1e 2: The means of the iron intake of antenatal mothers of four 

villages given in Example 1 are as follows: 
 

 

Villages 
 1 2 3 4 

Mean iron intake 

in mg 

19.55 20.80 21.50 27.25 

 

s
2   

= ‘Within villages mean sum of squares’ = 25.6375 

k   =  Number of observations in each village = 10 
df.  of within villages = 36 

t statistics value corresponding to P = 0.05 for 36 df is 2.03 

LSD = {t005 

 

(2s 
2

 

 

/  k )} 
 
 

= (2.03) x  2  25.6375 / 10
= (2.03 x 2.2644) 

= 4.597 
 

 

On the basis of the above value of LSD at P = 0.05, it can be seen that 

only the mean difference in iron intake of antenatal mothers of village 

No. 4 is significantly higher than the corresponding differences in the 

mean iron intake of the mothers in villages 1, 2 and 3, while the other 

means are not significantly different. 
 

 

To find the significance of the mean differences between different 

groups, apart from least significance difference, there are also other tests 

like Scheffe’s test, Tuckey’s test and other sophisticated tests. In 

Scheffe’s test, comparisons between the groups are made in terms of F 

ratio calculated as, 
 

F = 
M1   M 2 

 2        


s n1 n2 /   n1   n2 

 

Where, s
2
is the ’Within Mean sum of squares obtained in the Analysis of 

variance and n1 and n2 are the number of observations in the two groups 

being compared. 
 

 

Thus in the above Example, comparison between 1st and 2nd village 

means can be done as follows: 

 
M1 = 19.55 ,  M2 20.80 

 

s
2 

‘Within villages mean sum of squares’ = 25.6375 

n1 and n2 = Number of observations in each village = 10 
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F = 
(19.55 - 20.80) 

25.6375(10  10) / (10 x10) 
2
 

=  
(1.25) 
5.1275 

=   0.3047 

 
F value for 3 and 36 df. is 2.86 at 5% level. This value if multiplied by 

(k — 1), the degrees of freedom, for ‘between villages sum of squares’ 

will be (3 x 2.86) 8.58. Only if the calculated F ratio, between the two 

compared villages is above this value, conclusion can be made that the 

difference between the village means is significantly different at 5% 

level. Since the calculated values of F between villages 1 and 2 is only 

0.3047, it can be concluded that the mean iron consumption by antenatal 

mothers in the two villages is not significantly different at 5% level. 
 

 

Similarly significance of differences between means of other villages 

can also be compared. 
 

 

3.2      Two Way Classification 
 

In the previous section, it was seen that when there are more than two 

groups, where only a particular characteristic is studied the differences 

between the groups can be tested using analysis of variance technique. 

In many experiments, it may be desirable to study the differences within 

sub classification of groups also. Suppose, in example 1above, the iron 

intake of antenatal mothers in the different villages were studied 

according to the trimester of the antenatal period also, then one may be 

interested to look into the significance of differences of mean iron intake 

both between villages as well as within the trimester of pregnancies. 

Such analysis can be made by Analysis of variance using two way 

classification. 

 
The computational procedure involved in such an analysis is illustrated 

through the following example. 



PHS 241 BIO-STATISTICS 

14
5 

 

 

2 

 

 
Example 3: Iron intake of antenatal mothers in different periods of 

pregnancy in 10 villages. 
 

 

Ante- 

period 

(trimester) 

Villages 

 
1 2 3 4 5 6 7 8 9 10 

Total 

of each 

tri- 

mester 

(Ri) 

I II 

III 

11.5 

27.0 

28.0 

19.5 

28.0 

30.0 

18.5 

22.0 

26.0 

12.5 

21.0 

30.0 

18.5 

15.0 

24.5 

16.5 

19.5 

28.5 

26.5 

20.0 

26.0 

18.5 

26.0 

30.0 

16.0 

20.0 

27.0 

24.5 

28.5 

25.5 

182.5 

237.0 

275.5 

Total of 

village 

66.5 77.5 66.5 63.5 58.0 64.5 72.5 74.5 73.0 78.5 695.0 

 
Various steps are involved in the calculations of ‘Total sum of squares’ 

and Correction Factor (C.F.) and ‘Sum of squares between villages’. In 

this  case,  the  ‘Sum of  squares between trimesters’ is  obtained in  a 

similar manner as that of the ‘Sum of squares between villages’. 
 

Sum of squares between trimesters = {Σ (R1
2    

/   ki) } — C.F. 

= {(R1
2 

/ k1) + (R2
2 

/ k2) + (R3
2 

/ k3)) — CF 
 

Where R is the sum of all the cases in a row, each trimester, 

k1 is the number of observations in that particular row (trimester). 

Sum of all observations = 695. 

 
Sum of squares (SS) of all observations = 16985.5 

 
Correction factor = 1(695)

2
} / 30 = 16100.83 

 

 

Total sum of squares = (16985.5 — 16100.83) = 884.67 

SS between villages 

 

= 
{(66.5)  (77.5)

2
 ..  (78.5)

2 
} 

3 

 

— (16100.63) 

= (48705/3 ) — (16100.83) 

= (16235.0 — 16100.83 ) = 134.17 
 

SS between Trimesters 
2 2 2

 

= 
{(182.5)

 
 (237.0) 

10 

 (275.5) } 
 

—  (16100.83) 

= (16537.55 — 16100.83) = 436.72 
 

 

  Residual  SS  =  (Total  SS)  —  (SS  between  villages)  —  (SS 

between Trimesters) 
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  Residual df = (df of Total SS) — (df of SS between villages) — 

(df of SS between Trimesters) 

  Mean sum of squares = (Sum of squares/Degrees of freedom) 
 

 

Analysis of variance table 

Source of SS df Sum of squares MSS F 

Between villages 

Between Trimesters 

Residual 

9 

2 

18 

134.17 

436.72 

313.78 

14.908 

218.36 

17.432 

0.855 

12.526 

Total 29 884.67   

 
From the table of F values at P = 0.05, it is seen that F value for (9,18) 

df. corresponding to ‘Between Villages’ is 2.46, while the calculated 

value is 0. 85 which is less than the table value. 

 
Table value of F at P = 0.05 for (2,18) df. corresponding to ‘Between 

Trimesters’ is 3.16, while the corresponding calculated value is 12.526 

which is more than the table value. 
 

 

From the above values, it can be concluded that the differences in the 

mean iron intake of antenatal mothers between the villages are not 

significantly different while the differences in the mean iron intake 

between the trimesters of pregnancy are significantly different. Further 

analysis used to look into the difference within the subgroup means can 

be done using least significant differences or other tests. 
 

 

3.3     Assumptions underlying Analysis of Variance 
 

In the application of the above methodologies, it is assumed that the 

effects of the different treatments under comparison are additive and that 

the error sum of squares are normally and independently distributed with 

the same variance. 

 
In actual practice the above conditions are rarely fulfilled in complete. 

However, minor nonconformity to the above assumptions may not affect 

the results to a great extent. Whenever the above conditions are grossly 

not fulfilled, certain transformations of the data are available which will 

make the data more amenable to the analysis and reduce errors of wrong 

conclusion. 
 

 

3.4     Analysis of Co-variance (ANCOVA) 
 

In many experiments, the outcome of a variable depends on the 

magnitude of the variable before subjecting the experimental units for 

experimentation. As such, it may be necessary to analyse the outcome 

values in relation to initial values. In some other cases, the outcome of a 
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particular  variable  may  be  dependent  on  the  outcome  of  another 

variable. In such cases, it is desired to analyse the significance of the 

effect of this variable on the outcome of the experimental variable. 

 
Analysis of co-variance is a technique that enables such analysis. This 

technique combines features of analysis of variance and regression 

analysis. 
 

 

4.0      CONCLUSION 
 

 

The methodology of obtaining such different estimates of variances and 

testing for their significant difference, applying F test is known as 

Analysis of Variance (ANOVA). 
 

 

9.0     SUMMARY 
 

In this unit we looked at one way analysis of variance, two way analysis 

of variance and analysis of covariance. 
 

 

10.0   TUTOR-MARKED ASSIGNMENT 
 

1. 32 pigs were divided into 8 groups of 4, in such a way that the 

pigs in any one group were expected to gain weight at equal rates 

if fed in the same way. 4 rations were compared by randomly 

assigning treatments, subject to each occurring once in each 

group. The average daily gains were. 
 

 

Group 1 2 3 4 5 6 7 8 

Diet I 1.40 1.79 1.72 1.47 1.26 1.28 1.34 1.55 

Diet II 1.31 1.30 1.21 1.08 1.45 0.95 1.26 1.14 

Diet III 1.40 1.47 1.37 1.15 1.22 1.48 1.31 1.27 

Diet IV 1.96 1.77 1.62 1.76 1.88 1.50 1.60 1.49 
 

2. Examine whether the data shows any evidence of differences in 

gain in weight due to different diet. 
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1.0     INTRODUCTION 
 

In the previous units it was seen that when the data is measured in 

quantitative  measurements,  the  difference  between  the  two  sample 

means can be tested by t-test. However, when the data is measured in 

terms of attributes, it is essential to test whether the differences in the 

distribution of attributes in different samples are due to sampling 

variation or otherwise. As an example, if there are two groups, one 

consisting of healthy individuals and another with a particular disease, 

say different types of leprosy, and if it is desired to elicit whether the 

blood group distribution has any association with the incidence of the 

disease, then the blood group distribution amongst healthy individuals is 

to be compared with the diseased group and any difference between the 

two groups in this regard is to be tested for significance. In such cases 2 

(chi-square) test is applied. 
 

 

2.0     OBJECTIVES 
 

At the end of this unit, you should be able to: 
 

         analyse data using 2  
(chi-square) test 

         analyse data using non- parametric test. 
 

 

3.0     MAIN CONTENT 
 

3.1     2 Test for Qualitative Data 
 

a.        
2 
Test for r x c table 

 

 

In calculating 
2  

test statistics, an estimate of the expected number of 

frequencies for each blood group, both for the healthy group and the 
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diseased group is calculated under the null hypothesis and 
2  

is obtained 

as: 
 

 

  
2  

= Σ {(Observed frequency — Expected frequency)
2 

/ Expected 

frequency} 
 

 

The above value is calculated for each of the cell in the table and sum of 

the above ratios is the total chi-square value. 

 
As in the case of t-test, if P is more than 0.05, the difference between the 

groups is attributed to sampling variation and is considered as not 

significant and the null hypothesis is accepted and thus concluded that 

there may not be any association between the attributes and the groups. 

If P is less than 0.05, the conclusion would be otherwise. 

 
As an illustration, in the example of incidence of leprosy, P obtained 

from the calculated 
2 

is less than 0.05, and hence the probability that 

the sampling variation is the cause for the difference in the blood group 

distribution between healthy and leprosy groups is less than 0.05 and 

hence the conclusion would be that the blood group distributions of 

healthy and leprosy groups may be different. 
 

 

From the data, further investigations have to be made to find out which 

of the blood groups differs more between the two groups. 

 
Example 1: The data given in the following table gives the distribution 

of non-leprosy, lepromatous leprosy and non-lepromatous leprosy cases 

according to the blood group of the persons. 
 

 

Blood 

group 

Non 

Leprosy 

Lepromatous 

Leprosy 

Non 

Lepromatous 

Leprosy 

Total 

A 
B O 

AB 

30 
60 

47 
13 

49 
49 

59 
12 

52 
36 

48 
16 

131 
145 

154 
41 

Total 150 169 152 471 
 
 
 

To understand whether the blood group is associated with the incidence 

of leprosy, 
2  

test is applied as follows. 
 

 

  First  the  null  hypothesis  is  formulated  that  the  blood  group 

distributions are same in all the three groups. 

  For  calculating  
2   

the  expected  frequencies  for  each  cell  is 

obtained with the assumption that the blood group distribution of 
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each of the sub group would be same as that of total series. That 

is to say, that for each of the groups of non leprosy, lepromatous 

leprosy and non-lepromatous leprosy, the total frequency of each 

of the groups, i.e. 150, 169 and 152 is distributed into A, B, 0 and 

AB groups in the ratio of (131: 145: 154 : 41) which corresponds 

to the ratio of blood group distribution of the entire series. 
 

 

Thus, expected frequency for each cell is calculated as follows: 
 

 

Blood 

group 

Non Leprosy Lepromatous 

Leprosy 

Non 

Lepromatous 

Leprosy 

A 

 
B C 

AB 

(131 / 471) x 

150  = 41.7 

(145 / 471) x 

150  = 46.2 

(154 / 471) x 

150  = 49.0 

(41  /  471) x 

150  = 13.1 

(131  /  471) x 

169  = 47.0 

(145  /  471) x 

169  = 52.0 

(154  /  471) x 

169  = 55.3 

(41 / 471)  x 169 

= 14.7 

(131  /  471) x 

152  = 42.3 

(145  /  471) x 

152  = 46.8 

(154  /  471) x 

152  = 49.7 

(41 / 471)  x 152 

= 13.2 
 

 
 

Then 
2  

is obtained as {(O-E)
2
/E} for each cell where O and E 

corresponds to observed and expected frequencies for the corresponding 

cells. 
 


2 

value for each cell is as follows: 
 

 

Blood 

group 

Non 

Leprosy 

Lepromatous 

Leprosy 

Non 

lepromatous 

Leprosy 

Total 

A 

B 

O 

AB 

3.28 

4.12 

0.08 

0.00 

0.09 

0.17 

0.125 

0.50 

2.22 

2.49 

0.06 

0.59 

5.59 

6.78 

0.39 

1.09 

Total 7.48 1.01 5.36 13.85 
 

The sum of 
2 

for all the cells = 13.85 
 

 

The degree of freedom for the above table 
 

 

= (3 - 1) x (4 - 1) = 2 x 3 = 6 
 

From 
2  

distribution tables, P for this calculated 
2
at 6 df is between 

0.02 and 0.05 which is less than 0.05. 
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This means that the probability of sampling variation being the cause of 

differences in the blood group distribution of different groups is less 

than 0.05. 

 
The null hypothesis is rejected and concluded that the differences in the 

blood group distributions of the three groups are significant. 
 

 

In order to understand which of the blood groups are more prone to 

leprosy, the contribution to the total 
2  

from each of the cells is to be 
examined. From the table it is seen that the maximum contributions are 
from B and A groups. 

 

 

Further tests applicable to proportions can be applied to test the 

differences between the portion of A and non-A or B and non - B groups 

for cells which have contributed maximum 
2  

and conclusions can be 

made to ascertain the association of these particular blood groups with 

the incidence of leprosy. 
 
b.       

2  
Test for 2 x 2 table 

 
The exact method of calculating 

2 
in the case of 2 x 2 table where the 

number of rows and columns are exactly two is simple. As an example, 

if a sample of population is classified according to their sex as well as 

those with a particular disease or no disease within each sex, it may be 

necessary to find out whether the proportion of the diseased in each sex 

is same or not. In other words it has to be tested whether the difference 

observed between the two sexes in the prevalence of the disease is due 

to sampling variation or otherwise. 

In such cases 
2 

is calculated as illustrated further. 

The data can be tabulated as follows: 
 

 

Disease status Male Female Total 

With disease 

Without disease 

A 

C 

b 

d 

(a + b) 

(c + d) 

Total (a + c) (b + d) G 
 
`where a, b, c and d are the frequencies in the respective cells and G is 

equal to (a + b + c + d ), the total sample size. 
 
 


2     

= (ad - bc) 
2 

x G 

(a  b) (c  d) (a  c) (b  d) 
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The degrees of freedom for the above 
2  

is 1, since (c - 1) x (r - 1) = 1 

where c = r = 2 
 

 

When the expected frequency in any cell is less than 5, a correction 

suggested by Yates is to be applied for the calculation of 
2
. This 

correction is also known as correction for continuity. 

 
After applying Yates correction, 

 
 


2   

= [ | (ad - bc) | - G / 2]
2 
x G 

(a  b) (c  d) (a  c) (b  d) 
 

 

Example 2:  In  a  Filariasis survey, the  number  of  people with  and 

without filariasis infestation in the two sex groups were as follows. In 

order to find out whether the prevalence of filariasis has any association 

with the sex, 
2 

test is applied as follows. 
 

 

Filariasis 

infestation 

Male Female Total 

Yes 

No 

28 

237 

20 

222 

48 

459 

Total 265 242 507 
 

The first step is to set up a null hypothesis that the difference in the 

filariasis prevalence in the two sex groups is due to sampling variation. 
 


2   

is  calculated by  substituting the  above  values  in  the  formula  as 

follows: 
 


2    

= [(28 x 222) - (20 x 237)]
2
 x 507 

 

= 0.78 
265 x 242 x 48 x 459 

 

P value corresponding to this value of 
2 

at 1 df is more than 0.30. 
 

 

This means that the probability that the difference in the prevalence rates 

of filariasis infestation between the two sexes which can be attributed to 

the sampling variation is more than 0.30. 
 

 

As  such  the  null  hypothesis  is  accepted  and  concluded  that  the 

difference is not significant. 
 

 

In the above example, Yates correction is not applied as the frequencies 

in each cell is sufficiently large. 
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c.        Fisher’s exact probability test for 2 x 2 tables 

 
Chi-square test in 2 x 2 tables relies on a large sample approximation 

and in situations where a large sample assumption is not valid, Chi- 

square test of independence provides only approximate results. In such 

situations where large sample assumption is not valid, Fisher’s exact test 

provides exact one-tailed and two-tailed P-values for a given frequency 

table. Fisher’s exact test computes the probability for occurrence of 

exactly the same frequencies as observed in each cell under null 

hypothesis. If the Probability is less than 0.05, the null hypothesis is 

rejected. 

 
As given in the above example if, a, b, c and d are the frequencies in the 

four cells of 2 x 2 table (a + c), (b + d) are the column totals and (a + b), 

(c  +  d)  are  the  row  totals,  then  the  probability  of  observing  the 

respective number of observation in each cell is given by: 
 

 

         P = [{(a + c)! (b + d)! (a + b)! (c + d)!} / { n! a! b! c! d! )] 

 
Where n is the total number of observations and (!) sign refers to 

factorial. 

 
Example 3: If the number of boys and girls who are regular in their 

exercises is distributed as given below, it is required to test whether 

there is any significant difference in the exercise habits between boys 

and girls. 
 

 

Habit Boys Girls Total 

Exercise regularly 

Do not exercise regularly 

2 

10 

8 

4 

10 

14 

Total 12 12 24 
 

Since the number of observations in some of the cells is very small, Chi- 

square will not yield correct P value, as such Fisher’s exact Probability 

test would be more appropriate and calculated as follows: 
 

 

P = [((12)! (12)! (10)! (14)! / { 24 ! 2! 8! 10! 4! }] 

= 0.0167 
 

 

3.2     Non-Parametric Tests 
 

We have seen that for applying standard error test, t test or Analysis of 

variance, we assume that the variable is distributed normally and also 

that there is homogeneity of variances between the groups. But at times 

we come across variables like rankings, which do not confirm to any 

probability distribution or  may not  be  distributed normally. In  such 
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situation the above tests may not be applicable and we have to use some 

non-parametric or distribution free tests. Different tests like The Sign 

test, Wilcoxon’s signed rank test, Mann Whitney test, Kruskal-Wallis H 

test, Friedman test, etc. are available for testing of hypothesis in such 

situations. 
 

 

a.        The Sign Test 
 

There are situations where certain codes or ranks are given for the 

alternatives of a variable and the distribution pattern of these codes may 

not be explicitly known. As an example, there may be two diagnostic 

procedures of a disease which are to be tested for their concurrence. The 

two procedures can be applied on random samples of patients of the 

disease. The categorisation of the observations can be made in terms of 

‘1’ whenever a person is considered as a patient of the particular disease 

or ‘zero’ whenever the person is considered as not a patient of the 
disease, on the basis of diagnostic procedures. Thus there will be two 

sets  of  codes  in  terms  of  ‘1’  and  ‘zero’  for  the  two  diagnostic 

procedures. The  difference between  the  two  test  procedures can  be 

coded in terms of (+) or (—) taking the difference between zero and one, 

corresponding to the two test procedures applied on a single individual. 
 

The significance of the difference between the two procedures can be 

tested using the usual
2 

test, calculated as follows. 
 
 

 2   

 | a  b 

n 

|  12 
 

= with one df 

where ‘a’ and ‘b’ are the number of (+) and (—) respectively and 

n = (a + b) 
 

 

All zero differences, i.e. when the two tests are identical in their results, 

are omitted for calculation such that ‘n’ is always equal to (a + b). 
 

 

P is obtained from the 
2  

distribution table and the conclusion about the 

significance is made as usual. 

 
Example 4: Twelve patients of clinically diagnosed amoebiasis were 

administered two diagnostic procedures, one based on serology and the 

other based on parasitology and the results of diagnosis are coded as ‘1’ 

whenever the case is diagnosed as amoebic and ‘zero’ whenever it is not 

diagnosed. To test whether there is any significant association between 

the two diagnostic procedures or not. The Sign test is applied as follows. 
 
 
 

Patient No Serology Parasitology Difference 

1 1 0 + 



PHS 241 BIO-STATISTICS 

15
5 

 

 

2 

 

 
 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

1 

0 

1 

1 

0 

1 

1 

0 

0 

0 

1 

0 

1 

0 

0 

0 

0 

0 

0 

1 

1 

1 

+ 

- 

+ 

+ 

0 

+ 

+ 

0 

- 

- 

0 
 

Number of (+) = a = 6 

Number of (-_ = b = 3 

n  = ( a + b)  = 9 

The 3 zero differences are omitted 
 

 2   


 | 6  3 

9 

|  12 
 

with one df 

 

= 
3  1  

  
4 

9 9 

 

=  0.444 

 

The P value for a  
2 

= 0.444 at one df is more than 0.50. The test 

indicates that the difference between the two diagnostic procedures is 

not significant. 
 

 

b.       Wilcoxon’s Signed Rank Test 
 

This test is useful for testing the significance of differences in paired 

observations, when the data is quantitative in nature. Here the difference 

in the paired values of the observations on each unit is ranked according 

to the size of the difference, irrespective of the fact that the difference is 

positive or negative. Once they are ranked, then the signs of the original 

differences are assigned to the ranks. Under the null hypothesis, it is 

equally likely that any difference can have either (+) or (—). The sum of 

all the ranks with (+) sign and that of ranks with (—) sign are obtained 

separately. 

 
The smaller sum out of the above two is referred to the tables prepared 

by Wilcoxon without considering the sign, against the number of pairs 

observed. The table gives the maximum rank sum required for rejection 

of the null hypothesis under different probability levels. So whenever 

the calculated smaller rank sum value is less than the tabulated rank sum 

value at 5% level, conclusions are made that the difference between the 

two groups of observations is significant at 5% level. 



PHS 241 BIO-STATISTICS 

156 

 

 

 
 
 
 

While applying the above test, when there are common values for the 

differences in more than one pair, i.e. there are tied values, then each of 

the tied difference is assigned the average of the ranks that would be 

assigned if there is no tie. 
 

 

When the number of pairs exceeds 16, which is the limit of number of 

pairs in the tables given by Wilcoxon, the normal approximation for 

getting the probability of rejection of null hypothesis is obtained from 

the formula: 

 
Z = (  | μ - T | )  - ½) / σ 

 

 

Where, T = Smaller rank sum 

 
μ  = n (n + l) / 4 

σ  = {  ( ( 2n  + 1 ) μ / 6 } 

n = Number of pairs of observations 

 
P is obtained from the Normal distribution table corresponding to the 

value of calculated Z. As a rule of thumb Z> 1.96 signifies rejection of 

the null hypothesis at P < 0.05. 
 

 

Example 5: The serum fibrinogen degradation product (FDP) in 

microgram/ml in patients who underwent prostate operation were noted 

before and after operation and are given below. 
 

 

Serum FPD values in micro gm/ml 

Case No. Before 

operation 

After 

operation 

Difference Signed 

rank 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

5.0 

10.0 

18.0 

5.0 

10.0 

20.0 

5.0 

2.5 

15.0 

10.0 

80.0 

5.0 

7.8 

180.0 

10.0 

80.0 

15.0 

10.0 

180.0 

40.0 

10.0 

7.5 

10.0 

20.0 

-2.8 

-170.0 

+8.0 

-75.0 

-5.0 

+10.0 

-175.0 

-37.5 

+5.0 

+2.5 

+70.0 

-15.0 

-2 

-11 

+5 

-10 

-3.5 

+6 

-12 

-8 

+3.5 

+1 

+9 

-7 
 

To test whether there is any significant difference in the FDP values 

before and after operation, the test is applied as follows. 
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First  the  difference  between  before  and  after  operation  values  is 

obtained and these differences are ranked according to their magnitude. 
 

 

Note that the two values of difference 5, have been given the average of 

the ranks 3 and 4, i.e. 3.5. 

 
         Sum of (+) ranks = 24.5 

         Sum of (—) ranks = 53.5 

 
From the Wilcoxon’s signed rank test table, it is observed that for 12 

pairs, a rank sum of less than or equal to 14 is required for rejection of 

the null hypothesis at 5% level. Since the’ calculated rank sum is 24.5 

which is more than the tabulated value of 14, the null hypothesis, that 

the pre and post-operative values of FDP is not significantly different, 

cannot be rejected and as such accepted at P > 0.05. 
 

 

c.        Mann Whitney Test 

 
This test is useful for testing the differences between unpaired 

observations. Here the observations are arranged in the order of their 

magnitude taking observations of both the samples together. Proper tag 

is made to distinguish the observations of the two samples separately. 

Then the ranks are assigned to the combined observations according to 

their magnitude. Whenever there are observations with common 

magnitude i.e., tied values, average of the ranks is given to them as in 

the case of Wilcoxon’s signed rank test. Then the sum of ranks of each 

of the samples is calculated separately. 
 

 

The smaller rank sum out of the above two is referred to the tables 

prepared by Mann & Whitney which gives the maximum sum of ranks 

required for rejection of null hypothesis, under different probability 

levels. So whenever the calculated smaller rank sum is less than the 

tabulated value, the null hypothesis is rejected. When the two samples 

are of unequal size, the smaller rank sum is computed as: 
 

 

T2  = n1 (n1+ n2+ 1)—T1 

 
Where T1  is the rank sum of the sample with smaller number of 

observations, while n1  and n2  are the number of observations in the two 

samples,  T,  the  smaller  of  T1   and  T2   is  referred  to  in  the  above 

mentioned table. Usually when the values of n1  and n2  are greater than 

20, Normal approximation is followed and Z is calculated using the 

formula: 

 
Z = (  |  μ - T | )  - ½) / σ 

μ  = n1 (n1+ n2+ 1) / 2 
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σ  = n2  / 6
 

where n1 is the smaller sample size and n2 is the bigger sample size. The 

calculated value is referred to the tables of Normal distribution and P 

value is obtained. 

 
Examp1e 6: A sample of patients who underwent prostate operation 

were treated with a drug to reduce the serum fibrinogen degradation 

production (FDP) while another sample of such patients were kept as a 

control group without my drug. 
 

 

To test whether there is any significant difference between the two 

groups in the FDP values, Mann Whitney test is applied as follows: 
 

 

FDP values in micro-gm/ml 

Control 

group 

Treated 

group 

10.0 

 
7.8 

5.0 

180.0 

 
40.0 

7.5 

80.0 

 
10.0 

5.0 

 
80.0 

40.0 

 
180.0 

15.0 

 
5.0 

30.0 

 
80.0 

160.0 

 
10.0 

 
FDP values of both the groups are arranged in the order of magnitude 

with their ranks. 
FDP 

value 
Ranks 

5.0 

 
2 

5.0 

 
2 

5.0 

 
2 

7.5 

 
4 

7.8 

 
5 

10.0 

 
7 

10.0 

 
7 

10.0 

 
7 

15.0 

 
9 

30.0 

 
10 

FDP 

values 
Ranks 

40.0 

 
11.5 

40.0 

 
11.5 

80.0 

 
14 

80.0 

 
14 

80.0 

 
14 

16.0 

 
16 

180.0 

 
17.5 

180.0 

 
17.5 

  

 
To facilitate tagging the sample values with their ranks of control group 

are given in bold font. 

 
Note that the ranks are tied with reference to the following common 

observations. 

 
5.0 10.0 40.0 80.0 180.0 

 

 

Since the size of the two samples is different, sum of ranks T1  of the 

smaller sample is found out. 

 
T1   = 2 + 7 + 9 + 10 + 11.5 + 14 + 16 + 17.5 = 87 

T2   = n1(n1 + n2 + 1) —T1 

 
where n1 is the smaller sample size and n2 the bigger sample size 

 
T2=8 (8 + 10 + l) – 87 = ( 8 x 19)  - 87 =  65 
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Since 65 is smaller than 87 we refer to this value in the table to 

obtain P value. 

 
T=65,n1 =  8   and n2   = l0 

 
The table value of T corresponding to these degrees of freedom is 53, at 

P = 0.05 which is less than the calculated value of 65. This suggests that 

the null hypothesis cannot be rejected. The obvious conclusion would be 

that the treated and the control groups are not significantly different with 

respect to FDP values. 
 

 

d.       Kruskal-Wallis H test 

In contrast to F test which is a parametric test, used in  variance, 

Kruskal-Wallis H test is a non parametric analysis of variance in 

one way classification. This test is used to determine whether or 

not the groups of independent samples are drawn from the same 

population. 

 
This test is calculated from the formula, 

12 2

 

H    
nn  1

R / ni   3 n  1
 

 

where, n is the Total No. of observations in all the samples together, 
 

Ri   is the sum of ranks in the i
th 

sample. 

n1   is the number of observations in the i
th   

sample. 
H test is interpreted as chi-square with degrees of freedom 

equal to one less than the number of groups compared. 

Calculation  of  the  test  is  illustrated  in  the  following 
example. 

 
Example 7:   The scores obtained by three groups of caretakers of 

chronically ill patients, on the burden of disease felt by them, are given 

below. To test whether there is any significant difference in the scores of 

the three groups; the test is applied as follows. 
 

 
 
 
 
 
 
 

Group 1 Group 2 Group 3 

Score Rank Score Rank Score Rank 

10 

12 

15 

1 

3 

5 

11 

14 

22 

2 

4 

12 

30 

32 

24 

20 

22 

14 
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17 

23 

18 

19 
 
 
 

n1 = 7 

7 

13 

8 

9 
 
 
 

R1 = 46 

28 

20 

16 

29 

21 
 

 

n2 = 8 

18 

10 

6 

19 

11 
 

 

R2 = 82 

31 

26 

34 

27 

33 

25 

n3 = 9 

21 

16 

24 

17 

23 

15 

R3 = 172 
 

All the observations are ranked in ascending order of their magnitude 

irrespective of their groups. Tied observations are ranked as already 

explained in the previous test. Then the sum of ranks in each group is 

calculated. 
 

 

n = total no. of observations = 24 
 
 

 {12 / (24  25) } { 
462 

7 

822 


8 

17292 


9 

 

}  3 ( 24  1) 

= (0.02) (302.29 + 840.50 + 3287.11) — 75 

= 13.60 
 

 

Here the degrees of freedom = 2 
 

 

For df.= 2, chi square value at P = 0.01, is 9.210 and since the calculated 

value is 13.60, the   value is less than 0.05 which indicates that the 

differences are not due to sampling variation and hence is significant at 
5%  level  or  in  other  words  the  samples  are  not  from  the  same 

population. 
 

 

e.         Friedman Test 

 
In the above example given under Kruskal-Wallis H test, there was only 

one variable group which was being compared. There may be 

investigations, where each group may have further subdivisions as in the 

case of Two-way Analysis of variance. In situations where doubts exist 

about the parametric assumptions of normality and homogeneity of 

variances, Friedman test can be applied to test whether the samples have 

been drawn from the same population or not. 

 
In applying this test, the responses of each observation is arranged into 

rows and columns, where rows represent the groups and columns 

represent the subdivisions in each group. Observations in each group, 

i.e. each row are ranked in either increasing or decreasing order, starting 

from 1. Then the sum of ranks corresponding to each column is 

calculated. 
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The test statistic is calculated with the null hypothesis that the rank 

totals in each column do not differ significantly. 

 
The test statistic is calculated from the formula: 

 


2  
=  [{ (12) (Σ Rj)

2}
) / {nk (k + 1)}] — (3 n (k + 1)} 

where ΣRj. is the sum of ranks in each column 

n is the number of rows 

k is the number of columns. 
 
Normally, the test statistic follows a 

2 
distribution with (k — 1) degrees 

of freedom, when the number of rows and columns are less, special 

tables devised by Siegal can also be used to find the probability level of 

rejection of null hypothesis. In the following example, the application of 

this test is illustrated. 
 

 

Example 8: The data pertains to scores obtained by three groups of 

caregivers on the rehabilitation needs perceived by them according to 

the domain of need. 
 

 

To test whether the three groups are significantly same with regards to 

these scores for different domains, the test is applied as follows. 
 

 

Group of 

care givers 

Need 1 

Score 

Rank 

Need 2 

Score 

Rank 

Need 3 

Score 

Rank 

Need 4 

Score 

Rank 

Group I 

Group II 

Group II 

13 2 

10 2 

12 1 

9 4 

4 3 

6 3 

10 3 

3 4 

2 4 

16 1 

12 1 

10 2 

Rank sums 5 10 11 4 
 
The scores obtained for the needs in each group are ranked in order 

within each group. 

Ranks within each column are totaled up to get  ΣRj for each column. 

n = No. of groups = 3 

k = No. of columns = 4 

( ΣRj )
2 

= (5
2
+ 10

2 
+ 11

2 
+ 4

2
) = 262 

 
 
 

 
Substituting these values in the formula, 

 
= [(12)(262)j / ((3 x4) (4 + 1)11 — ((3) (3) (4 + 1)) 

= ((3144) / (60) ] — (45) 
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= (52.4) — (45) = 7.4 

 

 

Degrees of freedom = k - 1 = 4 - I = 3 

 
From table, for 3 df., and 

2  
= 7.4, P value is between 0.10 and 0.05, as 

such  null  hypothesis  is  accepted  and  concluded  that  there  is  no 

significant difference in the needs felt by the three groups. 
 

 

4.0      CONCLUSION 
 

 

As in t-test, 2  
statistics also depends upon the degrees of freedom. 

Hence the calculated 2  
is referred for its significance level, P from the 

2 
distribution table corresponding to its  degrees of freedom. The 

degrees of freedom is obtained as the product of (c - 1) and (r - 1) where 

c is the number of columns, i.e. the number of groups compared and r is 

the number of rows, i.e. number of alternatives in each group. 
 

 

8.0     SUMMARY 
 

In this unit we examine how to analyse data using  the 2   
(chi-square) 

test and some non-parametric tests. 
 

 

6.0   TUTOR-MARKED ASSIGNMENT 
 

1. In a study of the relation between blood type and disease, large 

samples of patients with peptic ulcer, patient with gastric cancer 

and control person free from these diseases were classified as to 

blood  type  (  O,  A,  B,  AB).  The  following  information  is 

obtained. 

Blood Type Peptic Ulcer Gastric Cancer Control 

O 561 160 1050 

A 323 203 980 

B 145 42 320 

AB 23 15 40 
 

2. Test the Null hypothesis that the distribution of blood types is the 

same for the three samples. 
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1.0   INTRODUCTION 
 

The word demography has been coined from the Greek words ‘Demos’ 

and “Graphy’ which means ‘Population’ and ‘Science’. As such 

demography is a science of studying population and related aspects. The 

three components of demographic change are births, deaths and 

migration. In other words, during a period of time, population may 

change due to four factors, birth of a person may take place in the area, a 

resident in the area may die, an outsider may move into the area and a 

resident may move out of the area. Demography deals with a study of 

the above factors along with the associated social factors like marriage, 

occupation, literacy and so on. 
 

 

Demographic studies in terms of various population characteristics are 

useful to ascertain: 

 
         quantum and distribution of people residing within an area 

  to describe past growth, decline and dispersal of population as 

accurately as possible 

  to understand the casual relations between the population trends 

and different aspects of social organisation 

  to make predictions of future developments and their possible 

implications. 
 
 
 
 
 
 

 
2.0     OBJECTIVES 

 
At the end of this unit, you should be able to: 
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         explain the stages of demographic evolution 

         list some sources of demographic data. 
 

 

3.0     MAIN CONTENT 
 
3.1     Stages of Demographic Evolution 

 
From the study of the population changes in the past and in the light of 

the variables affecting the population change, five possibilities for the 

stages of population change can be considered. 
 

 

i. When both birth and death rates are high and are almost equal, 

the net resultant change in the population neutralises and the total 

population tends to be almost stationary; this stage is termed as 

high stationary stage. 

 
ii. With the advancements in medical and health facilities, the death 

rate begins to fall. However with the prevailing customs and 

norms not permitting adoption of birth control measures, the birth 

rate will be either increasing or stationary thus resulting in a 

population explosion. This stage is known as early expanding 

stage. 
 

 

iii. With further developments in medical and health technology and 

awareness amongst the population about ill effects of population 

explosion, the death rate falls steeply and the birth rate tends to 

come down slowly when the population increase may slow down, 

but still the growth rate remaining at a higher level. This stage is 

known as late expanding stage. 
 

 

iv.       With the awareness of population explosion created, the birth rate 

tends to decrease and the death rate already having reached its 

lowest, the net resultant increase in population may be neutralised 

when the population tends to be stationary. This stage is known 

as low stationary stage. 
 

 

v.        With excessive use of birth control measures, the birth rate may 

fall below that of death rate as certain amount of deaths are 

imminent and death rate cannot be brought down below a certain 

level. At this stage, the population may start declining. This stage 

is known as declining stage. 

 
At present most of the developing and under developed countries are in 

the first three stages of population growth. Indian population was until 

recently in the early expanding stage and now is tending to step into late 

expanding stage. 
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3.2     Sources of Demographic Data 
 

Demographic data required for monitoring of health activities mainly 

comprises of the estimates of population, births and deaths. These can be 

obtained from various sources. Some of the important sources are 

detailed below: 
 

 

For population data 
 

         Census reports and population estimates 
 

 

For births 
 

         Registers of births 

         Baptism records at churches 
 

 

For deaths 

 
         Registers of deaths 

         Registers at the burial and cremation ground 

         Postmortem records 

 
Population data sources are described in detail below. 

 

 

3.3     Population Estimation Methods 
 

For the study of all indicators related to health, population is the basic 

one. As such it is essential to have knowledge of the population of a 

country,  a  state  or  a  district  or  even  a  community.  Methods  of 

population estimation for any area are given below. 
 

 

The population of any area can be obtained either by the census report or 

through population estimates for inter-censal periods. Different methods 

of calculation of inter-censal population estimates are as follows. 
 

 

i.        Natural Increase Method 
 

 

In this case, the number of births, deaths, immigration and emigrations 

are taken into account for estimating the population during any year. 

 
Thus estimated population at a period 

 

 

= Population during the preceding census 

+ No. of (births - deaths) during the period after preceding census 

+ No. of (immigrants - emigrants) during the period after the preceding 

census. 
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ii.       Arithmetical Progression Method 

 
In this method, it is assumed that the population increase is in an 

arithmetic progression from year to year or between two census periods. 

In other words, the rate of increase of population from one year to 

another is constant and is same from year to year between two census 

periods. 

 
To estimate the population during any year, the rate of increase is 

calculated from the previous two census populations. This annual rate of 

increase is used in estimating the population at any time from the 

following formula: 
 

 

Pt = Po + rt 

 
where Pt is the population at a period t years after the preceding census, 

r is the annual rate of increase of population which is obtained as (1/10) 
of the difference between the population estimates at the previous two 
successive census and Po is the population estimate at the immediate 

preceding census. 
 

 

Example 1: The calculation of population estimate of Bangalore Urban 

Agglomeration (U.A.) for the year 2007 by the above method is 

illustrated below. 

 
         Population of Bangalore U.A. in 1991: 4,130,288 

         Population of Bangalore U.A. in 2001: 5,686,844 

         Population increase in 10 years = 1556556 

         Increase for one year = 155656 

  Increase in population for 6 years from 2001 to 2007, Census 

reference period 

= (155656 x 6) = 933936 
 

 

Population of Bangalore U.A. on Census reference period of 2007 

 
= (5,686,844 + 933936) 

= 6,620,780 

 
Similarly population estimate at any reference period can be calculated, 

taking the duration from the previous Census period. 

 
iii.      Geometric Progression Method 

 

 

In this method, it is assumed that the population increase from year to 

year will be in a geometric progression or in other words, the population 

increases from year to year in a constant ratio. 
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To estimate the population by this method, the constant ratio of increase 

is obtained from the previous two census population estimates using 

geometric increase method, which will be geometric growth rate and the 

population estimate at any period is obtained from the formula. 
 

Pt = Po (1+r)
t
 

 
Where Pt is the estimated population at a period t after previous Census. 

P0 is the population estimate at the previous census. 
 

r is the annual geometric growth rate of population between the 

two census periods, obtained from the population estimates at the 

previous two census. 

 
The  estimation  of  population  by  this  method  is  illustrated  in  the 

following example. 

 
Example 2: To estimate the population of Bangalore U.A. for the year 

2007, for the data given in example 1. 
 

 

First the annual growth rate is calculated as follows: 
 

 

         P0 = Population of Bangalore U.A. in 1991= 4,130,288 

         Pt  = Population of Bangalore U.A. in 2001 = 5,686,844 

         t    = Number of years between the two Census = 10 

 
Substituting these values in the above equation, 

Pt = Po (1+r)
t
 

and taking logarithms to base 10, of both sides, 

log Pt = log Po + t log (1 + r) 
 

or  log (1 + r)           = (1/10) (log Pt — log Po) 

 
= (1/10) (log 5,686,844 - log 4,130,288) 

 

 

= (1/10) (6.754871 - 6.615980) 

 
= (1/10) (0.138891) 

 

 

= 0.0138891 

 
(1+r) = Antilog (0.0138891) 

= 1.0325 

 
r = (1.0325 - 1) = 0. 0325 
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Substituting this  geometric growth rate of  population, Population of 

Bangalore U.A. at 2007 reference period of census is estimated as 
 

 

Pt = 5,686,844 (1 + 0.0325 )
6
, since t is 6 years after previous 

census. 

 
Taking logarithms to base 10, on both sides, 

 
log ( Population at 2007 ) = log (5,686,844) + 6 log (1.0325) 

= 6.754871 + 0.083340 = 6.838211 

 
Population of Bangalore U.A. at 2007 = Antilog (6.838211) 

= 6,889,870 
 

 

iv.      Other Methods of Population Projection 

 
It can be seen that the above two methods have assumed that the 

population growth  rate  as  existed  between  the  two  previous  census 

period has not changed from year to year. But there will be continuous 

changes in migration status, fertility patterns, etc. which influence 

population growth rates. As such population estimations are now being 

made with various assumptions and with different mathematical models, 

taking these changes into consideration. 
 

 

3.4     Vital Statistics Registration 
 
a.        Channel of Registration of Vital Statistics 

 
Records of births and deaths are fundamental necessities of health 

statistics as they are most helpful in working out indices like birth and 

death rates, causes of deaths, population projections, planning of health 

services or assessing the progress of health measures undertaken. 

Registration of births and deaths were recognised long before 1250 BC 

in Egypt. Churches started maintaining the records of baptisms, 

marriages and deaths. However, Sweden and Finland were the first 

countries to make these registrations a civilian affair and they were used 

for calculation of vital statistical indices. In various other countries like 

Europe and America, the system of registration developed only in 18th 

and 19th centuries. By 1933 the registration laws covered about half of 

World’s population and by 1955 it was about 60 percent. 
 

 

The channel of compilation of births and deaths are slightly different in 

urban and rural areas and are as follows: 

In urban areas such as municipalities, cantonments, notified areas and 

corporations, the whole locality is divided into certain number of wards 
and Ward Registrars maintain these records in each ward. Heads of the 
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families in which a birth or death occurs are bound by obligation of law 

to report, any birth or death occurring in their families, to these Ward 

Registrars, within seven days for births and three days for deaths from 

the occurrence of the event. In bigger towns there are registration offices 

at the burial and burning ghats and they keep the record of deaths. 
 

 

Heads  of  hospitals,  Dharmasalas and  maternity  homes  should  also 

report the events to the Ward Registrars. To avoid omissions, sweepers, 

midwives and dais have to report every occurrence that comes to their 

knowledge. Ward Registrars send the returns, once in a week, to the 

Municipal Health Officer and in the absence of such health officer, to 

the Executive Officer of the Municipality. Returns are sent direct to the 

state Directors of Health by the Municipal Medical Officer of health 

once a month. 

 
In rural areas, the primary unit of registration of births and deaths is the 

Gram Panchayat. The Panchayat secretary maintains the birth and death 

registers. Reports are sent to the Block Development Officer at the 

Block level. From here the returns are sent to the State Director of 

Medical and Health Services once a month. This state level return is 

then sent to the Registrar General of Vital Statistics attached to the 

Director General of Health Services at the National level where the 

returns are compiled for the whole country. 
 

 

The  international  level  report  is  compiled  by  the  World  Health 

Organisation at Geneva. 
 

 

The Registrar General of Vital Statistics at the National level and the 

State  Directors  of  Medical  and  Health  Services  at  the  State  Level 

publish these data once a year. 
 

 

b.       Lapses in the Registration System of Vital Statistics 
 

In India, only in 1970 a uniform law for the registration of births and 

deaths  came  into  force.  Previous  to  this  period  the  laws  were  not 

uniform from state to state. The under- registration of births and deaths 

ranged up to 80 percent. 
 

 

The situation was almost similar in rural as well as in urban areas. The 

causes for this under registration are as follows: 
 

 

  both  in  rural  and  urban  areas,  the  primary  responsibility  of 

reporting of events rest with the head of the family where the 

event has occurred. With high illiteracy rate prevailing in the 

country, the public are not conscious of the importance of these 
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statistics and as such most of the times they never report the 

statistics 

  even though the laws exist for imposing punishment for non- 

reporting, the laws are rarely enforced 

  in rural areas the Gram Panchayat Chairman and the Panchayat 

secretary who are primarily responsible for maintenance of these 

records,  are  multifarious  workers  and  they  never  give  much 

importance for maintaining these records. Further they are not 

employees of the health department 

  the death records, which are the main source of information of 

age at death as well as the cause of death, are never complete. 

The age and the cause of death are seldom recorded correctly 

  there is a time lag in the compilation and transmission of these 

statistics  from  one  agency  to  the  other  in  the  channel  of 

compilation; as such the statistics at the higher levels are mostly 

under compiled. 

 
Thus the coverage of vital statistics registration is defective both 

quantitatively and qualitatively. 

 
3.5     Schemes   for   the   Improvement   of   Vital   Statistics 

Registration System 
 
Various schemes have been implemented in recent years to improve the 

quality and quantity of vital statistics. Both long term and short-term 

schemes have been in operation, to get quick and reliable estimates of 

vital statistics and also statistics relating to the causes of death. The two 

important schemes in this direction are outlined below. 
 

 

i.        Sample Registration Scheme (SRS) 

 
This scheme is implemented to provide reliable estimates of birth rates, 

death rates and other fertility indicators at both State level as well as at 

all India level, separately for rural and urban areas. The scheme was 

initiated by the Office of the Registrar General of India on a pilot basis 

in 1964-65 and became fully operational in 1969-70, in about 3700 

sample units. At present, the scheme is operational in 4436 rural units 

and 2235 urban units. 

 
A rural unit comprises of a village or a segment of a village with about 

1500 population while an urban unit comprises of a census enumeration 

block with a population ranging from 750 to 1000. These units are 

selected on random sample basis within each State. Local residents like 

teachers, midwives, village level worker, etc. are appointed as part time 

enumerators and are given intensive training. They are paid monthly 

honorarium.  These  enumerators  maintain  a   layout  map   of  their 
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respective areas. The population base is collected on a household 

schedule. They also maintain a list of pregnant women. Every birth or 

death is recorded as and when they occur. This information is collected 

through reliable informants like barber, village dai, washerman, village 

priest, etc. These events are recorded by the enumerator only after 

satisfying himself of the occurrence of the event. 
 

 

A half-yearly survey-cum-enumeration is also carried out by the 

supervisor and the lists prepared by the enumerator and the supervisor 

are matched. Unmatched events in the two lists are verified jointly by 

them or by a third person. The final lists are transmitted to the Registrar 

General of India, where the countrywide statements are prepared. 
 

 

Thus SRS has the unique feature of recording the vital event both in a 

longitudinal manner as well as through a periodical survey. The 

longitudinal method of recording avoids the bi inherent in recall lapse. 

The events are recorded on just basis and proper accounting of these 

events according to permanent residents and visitors are also done. 

 
Sample Registration System information is published periodically 

through their Bulletin by Registrar General of India. 

 
ii.       Model Registration 

 
The scheme mainly envisages collection of data on causes of deaths by 

para-medical staff. For this purpose, certain Primary health centres are 

provided with field agents who are assigned some area of work. These 

field agents contact local informants regularly at short intervals and 

collect the addresses of the dead persons. Then each of these field agents 

visits these households in his area and obtains necessary information and 

ensures that the event has occurred within the village and not outside, 

irrespective of the fact that the event pertains to a person resident of the 

village or not. He assigns a probable cause of death. He also collects 

information about births in the village so as to keep watch over infant 

deaths and deaths due to childbirth and complication of pregnancy. For 

assigning the cause of death he consults the Manual of Instruction 

provided to him. 
 

 

At the end of each month, the field agent is required to prepare a report 

and send it to the Recorder at Primary health centre who after 

scrutinising submits it to the Medical Officer for checking and onward 

transmission to the state headquarters. The monthly returns received at 

the state headquarters are compiled and a consolidated statement is sent 

to the Registrar General of India for further checking, processing and 

analysis. 
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Within a half year period, i.e. 30th June to 31st December of every year, 

the field agents rechecks occurrence of any death or birth by house to 

house enquiry and matches with similar information collected during 

Continuous recording. The events recorded wrongly are deleted. The 

Medical Officer of the Primary Health Centre is also expected to check 

ten percent of the deaths reported by the field agent. Thus the model 

registration aims more at quantitative rather than qualitative assessment 

of mortality pattern. Number of Primary Health Centres selected for this 

scheme is approximately equal to the quotient obtained by dividing the 

population by 1000. 
 

 

4.0     CONCLUSION 
 

 

With the present day population explosion in our country, it is important 

to study these aspects for better planning of our health and other 

developmental activities. 
 

 

5.0     SUMMARY 
 
All the topics highlighted in the contents in this unit were critically 

examined 
 

 

9.0   TUTOR-MARKED ASSIGNMENT 
 
1.        State the stages in the evolution of demography. 

2.        List the sources of demography data. 
 

 

7.0 REFERENCES/FURTHER READING 

Esan & Okafor (nd). Basic Statistical Methods. 

Paihar & Parihar (nd). Biostatistics and Biometry. 

Rao, N.S.N. & Murthy, N.S. (nd). Applied Statistics in Health Sciences. 

Taylor, Bisira & Farinde (nd). Descriptive Statistics. 

Taylor, J.I. (nd) . Inferential Statistics. 
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1.0     INTRODUCTION 
 

It is the primary need of any health administrator to have some indices 

of measurement of health status in his community. These are required 

not only to help him in his task of efficiently maintaining the health of 

the community, but also in assessing the specific problems for planning 

his service programmes in an efficient manner and also in evaluating 

these programmes. These indicators will also enable him to compare the 

health status of different areas as well as to compare the health status of 

an area over a period of time. 
 

 

2.0     OBJECTIVES 
 

At the end of this unit, you should be able to: 

 
         list the types of health indicators 

         explain demographic indicators 

         discuss morbidity indicators 

         explain mortality indicators. 
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3.0     MAIN CONTENT 
 
3.1     Concept of Measures of Health 

 
It is known that the best estimate to express a series of quantitative 

observations in a concise manner is the mean or the average. But for all 

qualitative observations involving attributes, a similar estimate would be 

a ratio. 

 
A ratio can be defined as an index giving the relative magnitude of one 

character in terms of the other. For example, the ratio of Tuberculosis 

cases in India during the year 1995 was 47:10,000. This means that for 

every 10,000 persons there were 47 cases of Tuberculosis in India. 

Similarly the number of females for every 1000 males can be expressed 

as sex ratio. In Karnataka State, during 2001 census, the sex ratio was 

963:1000, which means that  the number of  females for  every 1000 

males in the State was 963. 

 
Generally, Ratios when expressed for a particular base, for a definite 

interval of time and geographical area, are known as rates. The base 

usually chosen for health indicator is either 100 or 1000 and the interval 

of time will be a calendar year, a month, a fortnight or a week as per 

situations. 

 
In rates, the numerator gives the number of times certain event has 

happened while the denominator gives the number of times there was an 

exposure to the event. From the above criteria, it can be observed that a 

rate gives the probability of an event to happen and also from these 

probabilities, one can calculate the expected number of such events in a 

population by multiplying the probability by the total population of the 

area. 
 

 

A few examples of these rates are birth rate, death rate, infant mortality 

rate, morbidity rates, fertility rates etc. which will be discussed in details 

in the subsequent paragraphs. 
 

 

3.2     Types of Health Indicators 
 
Health indicators can be grouped under five broad areas: 

 

 

i. Demographic indicators 

ii. Morbidity indicators 
iii.      Mortality indicators 

iv.       Health service indicators 

v.        Hospital management indicators. 
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Each of the above indicators has its own applicability and usage in a 

particular type of situation. For calculation of these indicators, accurate 

data is necessary in terms of the population exposed for a particular 

event as well as the number of events in an area over a period of time. 

Details and calculation formulae for important indicators are provided 

below. 
 

 

3.3     Demographic Indicators 
 

a.         Population of an Area 

 
For the study of all other indicators, population is the basic one. 

Population of any area during a particular period can be obtained either 

by census estimates, or population projection methods already described 

or through specific surveys. 
 

 

b.       Crude Birth Rate 
 

 

This rate indicates the number of live births taking place during a year in 

a community for every 1000 persons living in the community. 

 
This is calculated as 

 
Crude birth rate = 
(No. of live births registered or estimated during a year in an area) x 1000 

(Mid - year estimate of the total population of the area) 
 

 

Example 1: In a sample survey of a Community Development Block 

with an estimated population of 9832 during a year, the number of live 

births reported was 343. 
 
 

Crude birth rate in the area = 
343 x 1000 

9832 

= 34.9 
 

This rate is useful for assessing the trends in the number of births 

occurring from year to year in a population, for estimating the total 

population at any time and for assessing the fertility status of a 

community. 

 
But the crude birth rate has its own limitations. As the population 

consists of various age groups of men and women of both child bearing 

and non-child bearing age groups, this rate does not take into account 

the differences in the fertility pattern of the community. 
 

 

c.        General Fertility Rate 
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A refined estimate of the fertility would be the General fertility rate 

which is the number of live births in a year in an area for every 1000 

women in reproductive age group, i.e. 15-44 years. 

 
This is calculated as 

 

 

General fertility rate 
 

(No. of live births registered or estimated in an area during a year) x 1000 

(No. of estimated women aged 15 - 44 years in the area during the year) 
 

 

Example 2: In the survey data above, the number of females in the age 

group 15-44 years was 1788 and the number of live births reported by 

them during the year was 343. 
 

 

General fertility rate of the area = 
343 x 1000 

1788 
= 191.8 

 
Fertility rates are useful in comparing fertility trends from year to year, 

as a measure of the effectiveness of the family planning programmes. 

 
d.       Age Specific Fertility Rate 

 
Instead of calculating the fertility rates for the entire age group 15-44 

years, they can be calculated for specific age groups also. Such rates are 

known as age-specific fertility rates. As an example age specific fertility 

rate for any age group can be calculated as 

 
Age Specific Fertility Rate for any age group = 

(No. of live births reported by mothers in a particular age group in an area during the year) x 1000 

(Estimated number of mothers in the particular age group in the area during the year) 
 

 

Example 3: In the survey data from example 1 above, the number of 

live births reported by 751 mothers in the age group 15-24 was 131. 

Age specific fertility rate for the age group 15 to 24 
 

= 
131 x 1000 

751 

= 174.4 
 

 
 
 
 

e. Total Fertility Rate 
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This is an estimate of the average number of children that would be born 

to a woman if she experiences the current fertility pattern throughout her 

reproductive span of life of 15 to 44 years. This is obtained as a sum of 

all the single year age specific fertility rates for all the years of 

reproductive span of life. When five-year age specific fertility rates are 

considered the total is to be multiplied by 5 to get the total fertility rate. 

This rate gives an idea as to how many children would be born to a 

woman, during her entire span of reproductive life under the existing 

fertility conditions. 
 

 

f.        Age Specific Marital Fertility Rate 

 
Since the general fertility rate does not take into account the marital 

status of women in any age group, a refined estimate of the fertility rate 

can be obtained as the number of live births in a year per thousand 

married women in any specified age group. 
 

 

g.        Gross Reproduction Rate 

 
In the calculation of this rate, only female births are considered as they 

are going to be the potential mothers. As such, this rate is expressed as 

the average number of daughters that would be born to a woman if she 

experiences the current fertility pattern throughout her reproductive span 

of life 15 to 44 years. Calculation of this rate is done similar to that of 

total fertility rate but only female births are taken into consideration 

instead of all births. 
 

 

h.       Net Reproduction Rate 

 
In the calculation of gross reproduction rate, no consideration was given 

for the mortality of mothers in various age groups. After correcting for 

the mortality of mothers in various age groups, net reproduction rate is 

calculated as the number of female children that would be born on an 

average to a woman under prevailing mortality and fertility 

considerations. 
 

 

3.4     Morbidity Indicators 
 

Before discussing different morbidity indicators, understanding of the 

following basic concepts of measurement of morbidity are necessary. 

 
In a broad sense, morbidity may be defined as any departure, subjective 

or objective from a state of well being resulting from diseases, an injury 

or impairment. This can be further explained by looking at the meaning 

of ‘well being’ from WHO definition of Health as a “State of complete 
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physical, mental and social well being and not merely an absence of 

disease or deformity”. 
 

 

The morbidity in a person may be prevailing already at the time of 

commencement of an investigation or may commence during the period 

of observation. 
 

 

As such basic data required for the calculation of morbidity indicators 

are: 

 
         number of persons ill at any time 

         number of episodes of sickness starting during a period 

         number of spells attacks of the disease 

         duration of the illness 

         number of death from the disease. 

 
Important  morbidity  indicators  and  their  calculation  procedures  are 

detailed below. 
 

 

a.        Incidence Rate 
 
This rate provides details about the new cases of any sickness that occur 

during a period for 1000 population in an area and is calculated as: 

 
Incidence rate of any disease 

(No. of ass of the disease that occur during a period in an year)x 1000 

(Average number of persons exposed to the risk d tiring the period in the area) 
 

 

This rate can be calculated for the number of cases of a sickness or 

spells of that sickness. 

 
Average number of persons exposed to risk is the average of the 

estimated population of the area at the beginning and end of the period 

of  consideration  and  if  this  period  is  a  year,  it  will  be  midyear 

population estimate of the area for that year. 
 

 

Example 4: In the sample survey from example 1, the number of GIT 

disease cases which occurred during the year was given as 208 out of the 

population of 9832. 

 
Incidence rate of GIT diseases for the year 

 

 

= 
(208x 1000) 

9832 

= 21.1 per 1000 population. 

b.       Prevalence Rate 
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This is an indicator which provides information about the quantum of 

any sickness that is present during an interval of time or at a point of 

time for 1000 population in an area. 

 
If it is expressed for an interval of time, it is called Period prevalence 

rate and if it is for a point of time it will be called a Point prevalence 

rate. 
 

 

These are calculated as follows: 

 
Period prevalence rate of any disease = 

(Noo. fcasesofanydiseasperesendturinga periodinanarea)x1000 

(Averagneumbeorfpersonesxposetdotheriskof thediseasdeuringtheperiodin thearea 
 

 

Point prevalence rate of any disease = 
(No. of cases a disease existing at the point of time in an area) x 1000 

(No. of persons exposed to the risk of the disease at that point of time in the area) 
 

 

Example  5:  In  the  survey  referred  above,  the  number  of  filariasis 

disease cases detected at the time of survey was 80 out of a population 

of 11970 surveyed for the disease. Point prevalence rate of filariasis for 

the area 
 

= 
80 x 1000 

11970 

=  6.68 per 1000 population 
 

 

c.        Case Fatality Rate 
 

It gives the extent of fatality of any disease and is expressed as the 

number of deaths of persons due to a particular disease for every 1000 

cases  of  attacks  of  that  disease  during  a  period  in  the  area.  It  is 

calculated as 
 

 

Case fatality rate of a disease = 
 

(No.of deathreportedfroma specificdiseasering a periodin an area)x1000 

(No.of casesreportedof thespecificdiseaseduringtheperiodin thearea) 
 

 

Example 6: In the survey referred above in example 4, the number of 

deaths reported due to GIT diseases were 31 out of the total number of 

208 cases. The Case fatality rate due to CIT diseases is calculated a 

follows: 

Case fatality rate due to GIT diseases in the area 
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=  
(31x 1000) 

208 

= 149.0 per 1000 cases 
 

 

3.5     Mortality Indicators 
 
These are the indicators which are useful in understanding the extent of 

total mortality or deaths due to various causes in an area. Various 

indicators in terms of age groups, causes etc. are calculated. Important 

mortality indicators are detailed below. 
 

 

a.        Crude Death Rate 
 
The extent of deaths taking place in the area due to all causes and in all 

age groups is expressed by crude death rate. This is defined as the 

number of deaths occurring per thousand population in an area during a 

year. 
 

 

It is calculated from the formula Crude death rate = 
 

(No. of deaths registered or estimated during a year in an area) x 1000 

(Mid year estimated population of the area) 
 

 

Example 7: In the survey referred above in example 1, the total number 

of deaths was given as 125 out of an estimated population of 9832. 

Crude death rate of the area 
 

=  
(125x 1000) 

9832 

= 12.7 

 
The crude death rate provides an overall picture about the deaths in an 

area but will not indicate any other details such as the deaths according 

to the causes, age groups or sex groups. Mortality conditions in several 

age groups vary in earlier and later age groups of life. Deaths are more 

common in the early age groups, while they are lesser in the middle age 

groups. Furthermore, males and females do not have same mortality 

conditions. As such, crude death rate is a summary of mortality 

conditions in an area. 
 

 

b.       Age and Sex Specific Death Rate 
 
In order to estimate the extent of deaths in various age groups and 

according to age and sex, age and sex specific death rates are useful. 

This is defined as the number of deaths in any age group of a particular 
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sex, per thousand population of that particular age and sex group during 

a year in an area. 

 
It is calculated as 

 
Age and sex specific death rate for any age and sex group 

 
(Noo. f deathsregistereodrestimateidn anageandsexgroupduringa yearinanarea)x1000 

(Estimatepdopulatioonf thatageandsexgroupfor theperiodin thearea) 
 

 

Example 8; In the survey mentioned above, out of the total deaths, the 

number of male deaths in the age group 1 to 4 years were 31, out of a 

population of 1152 in that age and sex group. 

 
Age and sex specific death rate for 1 to 4 years for males 

 

=  
(31 x 1000) 

1152 

= 26.9 
 

c.        Infant Mortality Rate 

 
This is an indicator which estimates the death of children in the first year 

of life and is defined as the number of deaths of children before 

completing one year of age for every 1000 children below the age of one 

year. It is difficult to get the exact number of children in the first year of 

life, as such usually the number of live births recorded during the year is 

taken as an approximate estimate of the children below one year of age. 
 

 

It is calculated as 
 

 

Infant mortality rate (IMR) = 
(No.of deathsregisteredor estimatedof childrenbelowoneyearduringa yearmanarea)x1000 

No.of livebirths,registeredorestimatedduringtheyearin thearea 
 

 

It may be noted that Infant Mortality Rate (IMR) is actually the age 

specific death rate during the first year of life. One of the major causes 

of deaths of infants in our country is diarrhea and dysentery which are 

caused  due  to  bad  environmental  sanitation.  As  such,  the  infant 

mortality rate is considered as an index of environmental sanitation 

conditions of an area. 
 
 
 

Example 9: In the survey mentioned above, the estimated number of 

deaths of infants during the year was 47 and the corresponding number 

of live births was 343. Infant mortality rate (IMR) 
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= 
(47 x 1000) 

343 

= 137.0 
 

 

d.        Neonatal Mortality Rate 

 
As a further sub-division of infant mortality, the number of deaths of 

children below one year can be analysed according to age groups. When 

only the deaths under 28 days of age are considered, Neonatal mortality 

rate can be calculated as the number of deaths of children below the age 

of 28 days for every 1000 live births in the area during the year under 

consideration. This rate provides an estimate of the deaths due to causes 

of endogenous factors such as birth injuries, neonatal tetanus and 

congenital disorders. Nearly 45 percent of the total deaths below 1 year 

occur during this age period. 

 
This rate is calculated as 

Neonatal mortality rate= 
 

(Noo. fdeathrsegistereodrestimateodfchildrebnelow28daysofageduringa year)x1000 

(Noo. flivebirthsregistereodrestimatedduringtheyearin thearea) 
 

 

e.         Postneonatal Mortality Rate 

 
This rate provides an estimate of the infant deaths after 28 days of life 

for every 1000 live births in the area. In India, major causes of deaths in 

this age group are due to bad environmental sanitation, malnutrition and 

infections. As such, Postneonatal mortality rate provides an estimate of 

such conditions prevailing in the community. 
 

 

This rate is calculated as 

 
Postneonatal mortality rate = 

 
(Noo. fdeathrsegistereodrestimateodfinfantasbov2e8daysofageinanareaduringa year)x100 

(Noo. festimatelidvebirthisn theareaduringtheyear) 
 

 

f. Perinatal Mortality Rate 
 
This rate takes into account the number of late foetal deaths (still births) 

and deaths during very early stages of infancy i.e. up to one week of life. 

 
This rate is calculated as 

Perinatal mortality rate= 
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(Latefoetadleath(s28weekosrmore) Noo. fdeathusndeor neweekinanareaduringa year)x100 

(Estimatendumbeorf(livebirthstillbirthsi)n theareaduringtheyear) 
 

 

This provides a sensitive indicator reflecting the standards, 

availability and utilisation of obstetrics as well as paediatrics 

services in an area. 
 

 

g.         Disease Specific Death Rate 

 
This rate reflects the mortality condition in an area according to a cause 

group. This will be useful in knowing the extent of major causes of 

mortality in the population to plan suitable measures to reduce the 

mortality due to these causes. This indicator is defined as the number of 

deaths  due  to  a  specific  cause  or  disease  during  the  year  for  one 

thousand population in the area. 
 

 

It is calculated as 

 
Disease specific death rate for any disease = 

 
(Noo. fdeathsregistereodrestimateddduringa yearduetoaspecificdiseasein thearea)x1000 

(Midyearorestimatepdopulatioonf theareaduringtheyear) 
 

 

Example 10: In the survey from example 1 above, during the year, out 

of an estimated population of 9832, 31 deaths due to CIT diseases were 

reported. 
 

 

Disease specific death rate due to CIT diseases for the area during the 

year 

=  
31  1000

9832 

=   3.2 per 1000 population 
 

 

h.       Maternal Mortality Rate 

 
This indicator provides information on the extent of deaths of mothers 

due to pregnancy and puerperal causes and is defined as the number of 

deaths of females due to pregnancy, and complications of pregnancy for 

every 1000 births during the year. 

 
It is calculated as 

 

 

Maternal mortality rate = 
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(No.of femaledeathsregisteredor estimatedduringa yearduetopregnancyor its) 

complicatoi nsin an areax1000 

(No.of registeredor estimatedlive births)duirng theyearin thearea 
 

 

Example 11: In the survey referred above, 3 maternal deaths and 343 

live births were reported. 

 
Maternal mortality rate during the year for the area 

 

= 
3  1000

343 

 

 8.75 

 
i.         Proportional Mortality Ratio 

 
This indicator is used to know the percentage of deaths after a certain 

age. This has been defined as the percentage of deaths at the age of 50 

and over for the total deaths in an area. 

 
This is calculated as 

 

 

Proportional Mortality Ratio = 
 

(Numbeorf deathos f peopleof age50andoverinanareaduringa year)x100 

(Totanl umbeor fdeathsofallagesin theareaduringtheyear) 
 

 

This index would be 100 if all persons survive up to an age of 50 years 

while it would be zero if no one reaches the age of 50. 

 
j.        Expectation of Life 

 
This is an indicator used to give an idea about the average duration of 

life in years at a certain age in an area, calculated from the Life tables. 

Expectation of life calculated at birth gives the average number of years 

a newborn is expected to survive. It can be calculated for different ages 

also. 
 

 

3.6     Indicators of Health Services 
 
Even  though  health  services  are  available,  many  of  them  are  not 

reaching the population. As such WHO Expert Committees on health 

indicators have suggested some indicators for the measurement of the 

availability and extent of usage of health services. Some of these are 

listed as follows: 
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a. Environmental health indicators 

 

 

i. Percentage of  population in  a  community receiving protected 

water supply, 

ii. Percentage of population in a community having facilities for 

proper disposal of excreta. 
 

 

b. Medical care indicators 
 

 

i. Availability of medical and paramedical personnel per thousand 

population in a community, 

ii. Availability and extent of usage of various medical facilities like 

dispensaries, hospitals etc. per thousand population in a 
community. 

 

 

3.7 Hospital Management Indicators 
 

 

Indicators, which are helpful in the assessment of performance of a 

hospital, are outlined below with the formula for their calculation. 
 

 

i. Bed Turnover Rate (BTR) indicates the number of patients who 

have been given services per bed in a year. It is calculated as: 

BTR = 
Total number of discharges during the year x 100 

Total number of authorised beds 
 

ii. Bed Occupancy Rate (BOR) is the ratio of occupied bed days to 

the available bed days as determined by bed capacity, during any 

given period. It is calculated as: 
 

BOR 
Actual number of occupied bed days x 100 

Available bed days 
 

 

iii. Length of stay of patients provides an estimate of the average 

period  of  stay  of  patients  in  a  ward  and  is  calculated as  an 

average number of days stayed by all the patients in a given 

period of time. 
 

 

4.0      CONCLUSION 
 

There are various indicators designed for these purposes and they are 

known as Health indicators. The nature of these indicators varies 

according  to  their  utility.  For  calculating  these  indicators,  the  data 

should be collected accurately and from reliable sources as well as from 

large number of observations. 
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5.0 SUMMARY 
 
In this unit we examine five groups of health indicators; these are 

demographic  indicators,  morbidity  indicators,  mortality  indicators, 

health service indicators and hospital management indicators. 
 

 

6.0 TUTOR-MARKED ASSIGNMENT 
 
List the five types of health indicators and discuss each in details. 
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